
ACOUSTICAL NEWS-USA 3429

USA Meeting Calendar 3429

ACOUSTICAL NEWS-INTERNATIONAL 3431

International Meeting Calendar 3431

BOOK REVIEWS 3433

REVIEWS OF ACOUSTICAL PATENTS 3435

LETTERS TO THE EDITOR

High-frequency hearing in phocid and otariid pinnipeds: An
interpretation based on inertial and cochlear constraints (L)

3463Simo Hemilä, Sirpa Nummela,
Annalisa Berta, Tom Reuter

A note on the low-frequency noise reduction of cylindrical capsules
(L)

3467Eric E. Ungar

Lateralization of sine tones–interaural time vs phase (L) 3471Peter Xinya Zhang, William M.
Hartmann

GENERAL LINEAR ACOUSTICS †20‡

Acoustic beams with angular momentum 3475John Lekner

Anomalous postcritical refraction behavior for certain transversely
isotropic media

3479Lin Fa, Ray L. Brown, John P.
Castagna

Finite element analysis of broadband acoustic pulses through
inhomogenous media with power law attenuation

3493Margaret G. Wismer

NONLINEAR ACOUSTICS †25‡

Stability of self-similar plane shocks with Hertzian nonlinearity 3503B. Edward McDonald

Application of a nonlinear boundary condition model to adhesion
interphase damage and failure

3509Brian E. O’Neill, Roman Gr. Maev

Axial radiation force of a Bessel beam on a sphere and direction
reversal of the force

3518Philip L. Marston

UNDERWATER SOUND †30‡

Precursor arrivals in the Yellow Sea, their distinction from first-
order head waves, and their geoacoustic inversion

3525Peter H. Dahl, Jee Woong Choi

Generalization of the rotated parabolic equation to variable slopes 3534Donald A. Outing, William L.
Siegmann, Michael D. Collins, Evan
K. Westwood

Simulations of large acoustic scintillations in the Straits of Florida 3539Xin Tang, F. D. Tappert, Dennis B.
Creamer

Vol. 120, No. 6 December 2006

(Continued)

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003429000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003429000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003429000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003429000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003431000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003431000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003431000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003431000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003433000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003433000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003435000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003435000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003463000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003463000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003463000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003463000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003463000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003467000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003467000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003467000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003467000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003471000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003471000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003471000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003471000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003475000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003475000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003475000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003479000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003479000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003479000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003479000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003479000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003493000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003493000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003493000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003493000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003503000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003503000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003503000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003509000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003509000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003509000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003509000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003518000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003518000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003518000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003518000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003525000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003525000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003525000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003525000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003534000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003534000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003534000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003534000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003534000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003539000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003539000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003539000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003539000001&idtype=cvips


Acoustic scattering from mud volcanoes and carbonate mounds 3553Charles W. Holland, Thomas C.
Weber, Giuseppe Etiope

Subcritical scattering from buried elastic shells 3566Irena Lucifredi, Henrik Schmidt

A comparison of broadband models for sand sediments 3584James L. Buchanan

Observations of polarized seismoacoustic T waves at and beneath
the seafloor in the abyssal Pacific ocean

3599Rhett Butler

Geoacoustic inversion of short range source data using a plane
wave reflection coefficient approach

3607S. A. Stotts, D. P. Knobles, J. A.
Keller, J. N. Piper, L. A. Thompson

Noise suppression using the coherent onion peeler 3627James H. Wilson, Albert H.
Nuttall, Robert A. Prater

Active control of passive acoustic fields: Passive synthetic aperture/
Doppler beamforming with data from an autonomous vehicle

3635Gerald L. D’Spain, Eric Terrill, C.
David Chadwell, Jerome A.
Smith, Stephen D. Lynch

STRUCTURAL ACOUSTICS AND VIBRATION †40‡

Studying the mechanical behavior of a plastic, shock-resisting,
antitank landmine

3655W. C. Kirkpatrick Alberts, II,
Roger Waxler, James M. Sabatier

Computation of the homogeneous and forced solutions of a finite
length, line-driven, submerged plate

3664Daniel T. DiPerna, William K.
Blake, Xingguang Z. DiPerna

On formulation of a transition matrix for electroporoelastic
medium and application to analysis of scattered electroseismic wave

3672Chau-Shioung Yeh, Szu-Miau
Chen, Tsung-Jen Teng, Yang-Jye
Lee

Study of the comparison of the methods of equivalent sources and
boundary element methods for near-field acoustic holography

3694Nicolas P. Valdivia, Earl G.
Williams

NOISE: ITS EFFECTS AND CONTROL †50‡

Impact of perforation impedance on the transmission loss of
reactive and dissipative silencers

3706Iljae Lee, Ahmet Selamet, Norman
T. Huff

A laboratory investigation of noise reduction by riblike structures
on the ground

3714Hocine Bougdah, Inan Ekici, Jian
Kang

Orthogonal adaptation for multichannel feedforward control 3723Jing Yuan

ARCHITECTURAL ACOUSTICS †55‡

Geometrical perturbation of an inclined wall on decay times of
acoustic modes in a trapezoidal cavity with an impedance surface

3730K. S. Sum, J. Pan

Evaluation of decay times in coupled spaces: An efficient search
algorithm within the Bayesian framework

3744Ning Xiang, Tomislav Jasa

ACOUSTICAL MEASUREMENTS AND INSTRUMENTATION †58‡

Modal decomposition method for acoustic impedance testing in
square ducts

3750Todd Schultz, Louis N. Cattafesta,
III, Mark Sheplak

Objectively measured and subjectively perceived distortion in
nonlinear systems

3759Åke Olofsson, Martin Hansen

ACOUSTIC SIGNAL PROCESSING †60‡

Optimum beamformer in correlated source environments 3770Seungil Kim, Chungyong Lee,
Hong-Goo Kang

Noniterative analytical formula for inverse scattering of multiply
scattering point targets

3782Edwin A. Marengo, Fred K.
Gruber

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA VOL. 120, NO. 6, DECEMBER 2006

CONTENTS—Continued from preceding page

(Continued)

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003553000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003553000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003553000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003553000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003566000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003566000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003566000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003584000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003584000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003584000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003599000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003599000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003599000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003599000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003607000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003607000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003607000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003607000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003607000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003627000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003627000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003627000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003627000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003635000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003635000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003635000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003635000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003635000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003635000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003655000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003655000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003655000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003655000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003655000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003664000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003664000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003664000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003664000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003664000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003672000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003672000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003672000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003672000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003672000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003672000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003694000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003694000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003694000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003694000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003694000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003714000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003714000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003714000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003714000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003714000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003723000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003723000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003723000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003730000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003730000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003730000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003730000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003744000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003744000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003744000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003744000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003750000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003750000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003750000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003750000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003750000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003759000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003759000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003759000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003759000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003770000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003770000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003770000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003770000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003782000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003782000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003782000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003782000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003782000001&idtype=cvips


PHYSIOLOGICAL ACOUSTICS †64‡

A nonlinear finite-element model of the newborn ear canal 3789Li Qi, Hengjin Liu, Justyn Lutfy,
W. Robert J. Funnell, Sam J.
Daniel

Laser interferometry measurements of middle ear fluid and
pressure effects on sound transmission

3799Rong Z. Gan, Chenkai Dai, Mark
W. Wood

Columella footplate motion and the cochlear microphonic potential
in the embryo and hatchling chicken

3811Young S. Kim, Timothy A. Jones,
Mark E. Chertoff, William C.
Nunnally

L1,L2 maps of distortion-product otoacoustic emissions from a
moth ear with only two auditory receptor neurons

3822Manfred Kössl, Frank Coro

Effects of middle-ear immaturity on distortion product otoacoustic
emission suppression tuning in infant ears

3832Carolina Abdala, Douglas H. Keefe

PSYCHOLOGICAL ACOUSTICS †66‡

Role of suppression and retro-cochlear processes in comodulation
masking release

3843Stephan M. A. Ernst, Jesko L.
Verhey

Molecular analysis of the effect of relative tone level on multitone
pattern discrimination

3853Robert A. Lutfi, Walt Jesteadt

Virtual pitch in a computational physiological model 3861Ray Meddis, Lowel P. O’Mard

A test of the Binaural Equal-Loudness-Ratio hypothesis for tones 3870Jeremy Marozeau, Michael Epstein,
Mary Florentine, Becky Daley

Binaural comodulation masking release: Effects of masker
interaural correlation

3878Joseph W. Hall, III, Emily Buss,
John H. Grose

Electromotile hearing: Acoustic tones mask psychophysical response
to high-frequency electrical stimulation of intact guinea pig
cochleae

3889Colleen G. Le Prell, Kohei
Kawamoto, Yehoash Raphael,
David F. Dolan

The kurtosis metric as an adjunct to energy in the prediction of
trauma from continuous, nonGaussian noise exposures

3901Wei Qiu, Roger P. Hamernik, Bob
Davis

Individual differences in the sensitivity to pitch direction 3907Catherine Semal, Laurent Demany

The relationship between frequency selectivity and pitch
discrimination: Effects of stimulus level

3916Joshua G. W. Bernstein, Andrew J.
Oxenham

The relationship between frequency selectivity and pitch
discrimination: Sensorineural hearing loss

3929Joshua G. W. Bernstein, Andrew J.
Oxenham

The influence of later-arriving sounds on the ability of listeners to
judge the lateral position of a source

3946Raymond H. Dye, Jr., Christopher
A. Brown, José A. Gallegos,
William A. Yost, Mark A. Stellmack

Constructing and disrupting listeners’ models of auditory space 3957Richard L. Freyman, Rachel Keen

SPEECH PRODUCTION †70‡

Amplitude modulation of turbulence noise by voicing in fricatives 3966Jonathan Pincas, Philip J. B.
Jackson

Effect of intonation on Cantonese lexical tones 3978Joan K-Y Ma, Valter Ciocca, Tara
L. Whitehill

SPEECH PERCEPTION †71‡

Extended speech intelligibility index for the prediction of the speech
reception threshold in fluctuating noise

3988Koenraad S. Rhebergen, Niek J.
Versfeld, Wouter A. Dreschler

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA VOL. 120, NO. 6, DECEMBER 2006

CONTENTS—Continued from preceding page

(Continued)

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003789000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003789000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003789000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003789000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003789000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003799000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003799000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003799000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003799000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003799000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003811000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003811000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003811000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003811000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003811000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003811000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003822000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003822000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003822000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003822000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003832000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003832000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003832000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003832000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003843000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003843000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003843000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003843000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003843000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003853000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003853000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003853000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003853000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003861000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003861000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003861000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003870000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003870000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003870000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003870000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003878000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003878000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003878000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003878000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003878000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003889000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003889000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003889000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003889000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003889000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003889000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003889000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003901000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003901000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003901000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003901000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003901000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003907000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003907000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003907000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003916000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003916000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003916000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003916000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003916000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003929000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003929000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003929000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003929000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003929000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003946000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003946000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003946000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003946000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003946000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003946000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003957000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003957000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003957000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003966000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003966000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003966000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003966000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003978000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003978000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003978000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003978000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003988000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003988000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003988000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003988000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003988000001&idtype=cvips


Vowel recognition via cochlear implants and noise vocoders: Effects
of formant movement and duration

3998Paul Iverson, Charlotte A. Smith,
Bronwen G. Evans

Isolating the energetic component of speech-on-speech masking
with ideal time-frequency segregation

4007Douglas S. Brungart, Peter S.
Chang, Brian D. Simpson, DeLiang
Wang

Perceptual adaptation by normally hearing listeners to a simulated
“hole” in hearing

4019Matthew W. Smith, Andrew
Faulkner

SPEECH PROCESSING AND COMMUNICATION SYSTEMS †72‡

Statistical analysis of the autoregressive modeling of reverberant
speech

4031Nikolay D. Gaubitch, Darren B.
Ward, Patrick A. Naylor

Binaural segregation in multisource reverberant environments 4040Nicoleta Roman, Soundararajan
Srinivasan, DeLiang Wang

MUSIC AND MUSICAL INSTRUMENTS †75‡

Model-based sound synthesis of the guqin 4052Henri Penttinen, Jyri Pakarinen,
Vesa Välimäki, Mikael Laurson,
Henbing Li, Marc Leman

BIOACOUSTICS †80‡

Long-time temperature rise due to absorption of focused Gaussian
beams in tissue

4064Matthew R. Myers

Whistle variability in South Atlantic spinner dolphins from the
Fernando de Noronha Archipelago off Brazil

4071Fernanda S. Camargo, Mario M.
Rollo, Jr., Viviana Giampaoli,
Claudio Bellini

Cepstral coefficients and hidden Markov models reveal
idiosyncratic voice characteristics in red deer (Cervus elaphus) stags

4080David Reby, Régine André-Obrecht,
Arnaud Galinier, Jerome Farinas,
Bruno Cargnelutti

Variation in the hearing sensitivity of a dolphin population
determined through the use of evoked potential audiometry

4090Dorian S. Houser, James J.
Finneran

Modeling acoustic propagation of airgun array pulses recorded on
tagged sperm whales (Physeter macrocephalus)

4100Stacy L. DeRuiter, Peter L. Tyack,
Ying-Tsong Lin, Arthur E.
Newhall, James F. Lynch, Patrick
J. O. Miller

JASA EXPRESS LETTERS

Acoustic response from adherent targeted contrast agents EL63Shukui Zhao, Dustin E. Kruse,
Katherine W. Ferrara, Paul
A. Dayton

Synthesis of audio spectra using a diffraction model EL70V. Vijayakumar, C. Eswaran

Geometrical effects on the tuning of Chinese and Korean
stone chimes

EL78Junehee Yoo, Thomas D. Rossing

The acoustic signature of bubbles fragmenting in sheared flow EL84Grant B. Deane, M. Dale Stokes

INDEX TO VOLUME 120

How To Use This Index 4117

Classification of Subjects 4117

Subject Index To Volume 120 4122

Author Index To Volume 120 41904190

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA VOL. 120, NO. 6, DECEMBER 2006

CONTENTS—Continued from preceding page

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003998000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003998000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003998000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003998000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006003998000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004007000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004007000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004007000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004007000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004007000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004007000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004019000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004019000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004019000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004019000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004019000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004031000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004031000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004031000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004031000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004031000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004040000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004040000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004040000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004040000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004052000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004052000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004052000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004052000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004052000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004064000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004064000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004064000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004064000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004071000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004071000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004071000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004071000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004071000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004071000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004080000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004080000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004080000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004080000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004080000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004080000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004090000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004090000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004090000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004090000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004090000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004100000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004100000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004100000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004100000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004100000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004100000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000120000006004100000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL63000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL63000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL63000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL63000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL63000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL70000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL70000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL70000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL78000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL78000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL78000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL78000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL84000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL84000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012000000600EL84000001&idtype=cvips


Acoustic response from adherent targeted
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Abstract: In ultrasonic molecular imaging, encapsulated micron-sized gas
bubbles are tethered to a blood vessel wall by targeting ligands. A challenging
problem is to detect the echoes from adherent microbubbles and distinguish
them from echoes from nonadherent agents and tissue. Echoes from adherent
contrast agents are observed to include a high amplitude at the fundamental
frequency, and significantly different spectral shape compared with free
agents �p�0.0003�. Mechanisms for the observed acoustical difference and
potential techniques to utilize these differences for molecular imaging are
proposed.
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1. Introduction

Although the oscillation of cavitation bubbles near a boundary1–3 and the dynamics of an en-
capsulated gas bubble far from a boundary4 have been studied extensively, a unique problem
arises when encapsulated micron-sized gas bubbles attach to a vessel wall and are insonified in
medical ultrasound applications. In ultrasonic molecular imaging, micron-sized gas bubbles are
coated with a shell that supports peptide- or antibody-based targeting ligands, where these
ligands bind to receptors on a blood vessel wall. Thus, tethers on the order of nanometers in
length connect these small bubbles to endothelial cells and bring them in close contact with a
boundary. The oscillation of these adherent microbubbles was observed to be asymmetrical by
high-speed photography5 but their acoustic response has not been reported previously. Optimal
detection of bound agents would require differentiating their echoes from those produced by
freely circulating agents and the surrounding tissue.6 Detection of the echoes from small
bubbles tethered to the endothelium is a challenging problem since the quantity of mi-
crobubbles retained at a target site is small, and their signal can be easily masked by the back-
ground from freely circulating non-adherent agents.7,8

Ultrasound radiation force can facilitate binding between the agents and target site,
increase the number of adherent agents available for imaging, and reduce the waiting period for
accumulation of targeted agents.9,10 Augmenting radiation force for bubble localization with
signal processing schemes based on acoustic characteristics to differentiate free and bound
agents could then produce a rapid and efficient molecular imaging scheme.

In this article, we report in vitro observations for the echo spectra of adherent and
freely flowing contrast agents. By combining optical and acoustical experimental systems, a
protocol was developed to force microbubbles to bind to a phantom vessel wall using radiation
force, with the binding verified optically, and the echo spectra recorded acoustically. Differ-
ences in the acoustical response between free and bound contrast agents are observed, and pos-
sible mechanisms for these differences are examined with evidence from optical experiments
and simulations. We conclude with proposed methods to specifically detect bound targeted con-
trast agents based on differences in their scattered echo spectrum.
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2. Methods

2.1 Optical experiments

Optical experiments were performed to observe the effect of an ultrasound radiation force pulse
and localization of targeted microbubbles on a vessel wall. The experimental setup has been
described in detail previously.9 In short, a 200-�m cellulose tube was placed at the mutual focus
of a 60� objective and a single element transducer �V3966, outer diameter �o.d.� 0.75 in. and
inner diameter �i.d.� 0.47 in., Panametrics-NDT, Waltham, MA�. The radiation force pulse was
at 4 MHz and �50 kPa, and the microbubble concentration was �4000 microbubbles per mi-
croliter. After application of ten radiation force pulses, the tube was scanned up and down by
adjusting the focal plane and images of adherent microbubbles were saved.

2.2 Acoustical experiments

A custom two-element coaxial and confocal transducer facilitated the recording of the funda-
mental frequency and higher harmonics. Specifically, a 2.25 MHz outer annular element
�V3966, o.d. 0.75 in. and i.d. 0.47 in., Panametrics-NDT, Waltham, MA� was used for trans-
mission and a 15 MHz inner element �IM1502HR, 0.25 in., Valpey Fisher Corp., Hopkinton,
MA� was used for reception, each with a one inch focal length �Fig. 1�. The one-way −6 dB
bandwidth was �120% �0.9–3.6 MHz� and 90% ��10–23 MHz� for the outer and inner ele-
ments, respectively. The excitation pulse was either a Blackman-windowed ten-cycle pulse with
a center frequency of 4 MHz or a five-cycle pulse with a center frequency of 2 MHz with
matched pressure and intensity generated on an arbitrary wave generator �AWG 2021, Tek-
tronix, Inc., Beaverton, OR�. The received echoes were amplified 40 dB with a Panametrics
receiver �5900PR, Panametrics-NDT, Waltham, MA�, digitized by a 12-bit analog/digital board
�PDA12A, Signatec Inc, Corona, CA� configured to sample at 125 MHz, and analyzed offline
via MATLAB�v7.1, The Mathworks Inc, Natick, MA�.

A 200-�m inner diameter cellulose microtube was placed at the focus of both trans-
ducer elements, and a solution of targeted microbubbles ��4000 microbubbles per microliter�
was pumped through the tube with a mean velocity of 10 mm/s. The microtube was held ver-
tically to reduce bubble accumulation along the wall due to floatation and the transducer was
placed at an angle of about 45 deg to eliminate reflected echoes from the tube wall. The prepa-
ration of the targeted microbubbles and avidin-coated microtube have been described
previously.9 Echoes were recorded from the contrast agents for a peak negative pressure �PNP�
of 40, 130, 210, and 290 kPa. Acoustic calibration was performed with a needle hydrophone
�PZT-0400, Onda Corp, Sunnyvale, CA� placed at the transducer focus. Freely flowing

Fig. 1. Experimental diagram.
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microbubbles were imaged first, followed by the application of 20 radiation force pulses. Each
radiation force pulse consisted of five million cycles at 4 MHz and a PNP of �50 kPa, promot-
ing the adhesion of targeted agents to the tube wall. Optical observation confirmed bubble ad-
hesion. Free contrast agents were then rinsed from the tube and echoes from the remaining
adherent bubbles were acquired. Data were averaged over ten sets for adherent microbubbles
and 33 sets for freely flowing agents.

2.3 Simulation

Simulations were carried out to investigate the effect of coherent echo summation due to the
localization of contrast agents on a vessel wall. In these simplified simulations, microbubbles
are assumed to be of the same size �1.2 �m in diameter�, and either randomly distributed inside
a vessel �free� or localized on one portion of a vessel wall within a 90-deg angle �adherent�. The
echo from the 1.2-�m microbubble driven by a ten-cycle Blackman-windowed pulse at 4 MHz
and 210 kPa was calculated from a modified Rayleigh-Plesset equation11 and summed for every
microbubble according to their spatial positions. The diameter of the vessel was varied from
200 to 20 �m. The same number of microbubbles was involved for the free and adherent cases.
Simulations were repeated 20 times for each case and statistical mean and standard deviations
of the received echo power were reported in log scale.

3. Results

3.1 Experiments

No adherent microbubbles were observed on the tube wall before the radiation force pulse and
approximately 100 adherent microbubbles were observed within a tube length of 100 �m after
deflection. Some of the adherent microbubbles formed aggregates separated by �20 �m or less
�Fig. 2�. Adherent microbubbles were spatially distributed on the side of the vessel wall away
from the transducer.

Fig. 3. Spectral intensity for echoes from free and bound microbubbles following transmission with a PNP of
210 kPa and a center frequency of 4 MHz �a� and 2 MHz �b�.

Fig. 2. Optical observation of adherent microbubbles on a vessel wall and formation of aggregates.
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With the wideband 15 MHz element used for echo reception, higher order harmonics
were observed up to 20 MHz. Spectra shown in Fig. 3 were obtained using a PNP of 210 kPa,
averaged over ten sets for bound contrast agents and over 33 sets for freely circulating agents,
and then converted into decibels using a reference voltage of 1 mV. The spectral intensity at
fundamental and harmonic frequencies was quantified by calculating the average intensity
within a 1-MHz frequency band centered at different frequencies.

The fundamental spectral intensity increased 14–22 dB for bound agents compared
with free agents with transmission at 2 and 4 MHz �p�0.0001 and 0.0003, respectively� �Fig.
4�. The second harmonic component also increased for bound relative to free agent echoes
following transmission with a center frequency of 2 MHz at all four pressure levels �p
�0.0001 for PNP=40, 130, 210 kPa and p�0.001 for PNP=290 kPa� and was significantly
changed for transmission of 4 MHz at two pressure levels �p�0.0001 and 0.0006 for PNP
=40 and 130 kPa, respectively�. Higher harmonic components increased as a result of the ra-
diation force pulse only for 2 MHz transmission at 130 kPa �p�0.003 and 0.005 for third and
fourth harmonic, respectively, data not shown�.

The echo spectrum from freely circulating agents demonstrates small differences be-
tween the fundamental echo intensity and the intensity of the second and third harmonic com-
ponents; less than 6 and 10 dB for transmission center frequencies of 2 and 4 MHz, respec-
tively �Figs. 5�a� and 5�b��. In contrast, the difference between the fundamental intensity and the
intensity of the second and third harmonic components for adherent agents can approach 18 and
30 dB, for 2 and 4 MHz transmission, respectively. For all cases studied here, the difference
between the fundamental intensity and second and third harmonics of free agents was signifi-
cantly smaller than this difference when computed for adherent agents �p�0.0001�.

Fig. 4. Difference in spectral intensity at the fundamental �plain� and second harmonic �striped� frequency between
bound and free agents, following transmission with a center frequency of 2 �gray� or 4 MHz �white�.

Fig. 5. Difference in echo spectral intensity of the second �plain� and third harmonic �striped� relative to the
fundamental component for bound and free agents following transmission at 4 �a� and at 2 MHz �b�.
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3.2 Simulation

A significant difference in received echo power was observed between uniformly distributed
free microbubbles in a vessel and adherent microbubbles localized on a vessel wall for vessels
with a diameter larger than 20 �m �Fig. 6�. For a vessel with a diameter of 200 �m as in the
experiments, echo power from microbubbles localized along the vessel wall was �20 dB
higher than that for randomly distributed microbubbles �p�0.0001�. This difference becomes
smaller �12 and 4 dB� but is significant for vessels with diameters of 100 and 50 �m, respec-
tively �p�0.0001�, but not significant for a 20-�m vessel �p=0.86�.

4. Discussion and conclusions

The physical problem under investigation bears similarities to and differences from previous
studies of cavitation bubble dynamics. In optical studies, the adherent microbubbles were ob-
served to oscillate asymmetrically and form liquid jets,5 similar to bubbles in cavitation studies.
However, these targeted microbubbles are coated with a lipid shell, are tethered to a wall by
ligands instead of simply in the proximity of the boundary, and are excited by an ultrasound
pulse in the megahertz frequency range. Additionally, the goal is to detect the echoes from
adherent microbubbles and distinguish them from echoes from non-adherent microbubbles and
tissue. The boundary integral method and image method2,12 used to simulate the dynamics of a
cavitation bubble near a boundary may be adopted for these adherent microbubbles, although
special care must be given to the adhesion between a microbubble and vessel wall and the effect
of the bubble shell.

Two significant differences were observed between the echo spectrum of adherent mi-
crobubbles and that of free microbubbles, i.e., a significantly increased echo intensity at the
fundamental frequency and a significantly larger difference between the echo intensity at the
fundamental frequency and harmonics for adherent agents. We hypothesize three possible
mechanisms for these experimentally observed differences.

First, when microbubbles are freely flowing in solution, their small diameter �less than
1/100th of an acoustic wavelength� and nearly uniform spatial distribution result in incoherent
echo summation and a small backscattered intensity from each sample volume. Alternatively, a
layer of contrast agents adherent to the inside of a vessel wall reflects ultrasound coherently,
resulting in a large reflection of the fundamental component �Fig. 6�. The formation of layers of
perfluorocarbon nanoparticle contrast agents has also been reported to substantially increase
their echogenicity over that observed when in solution.13

Second, optical observations indicated that adherent microbubbles formed aggregates
�Fig. 2�, which increases the coupling between adjacent agents and the effective scattering cross
section. Secondary radiation force is responsible for the nonuniform microbubble
distribution.14 It has been demonstrated previously that aggregates of microbubbles produce a

Fig. 6. Echo power from simulated free and adherent agents in different size vessels.
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more narrowband response with higher amplitude at the fundamental frequency,15 and that mi-
crobubbles in close proximity couple acoustically and produce a harmonic response that is
different from that produced by individual bubbles.16

Third, Zhao et al. observed previously that microbubbles adherent to a vessel wall
oscillate asymmetrically in the plane normal to the boundary, in contrast to free microbubbles
which oscillate symmetrically.5 Further, for a low transmission pressure, the volume oscillation
was observed to decrease in comparison with free agents. Asymmetrical oscillation of a cavita-
tion bubble and formation of a jet near a boundary or within a vessel have been studied both
theoretically and experimentally by number of research groups.1–3,17 The effect of the decreased
volume oscillation on the echo spectrum is the subject of future studies.

Finally, we note that our study involved the averaged echo spectrum over a pulse train.
The largest spectral difference between adherent and free microbubbles is observed at 210 kPa
for 4 MHz and �130 kPa for 2 MHz, while the difference is smaller at the highest pressure of
290 kPa �Figs. 4 and 5�. A decrease in signal power was also observed during acoustic experi-
ments at 290 kPa and more noticeable at 2 MHz than 4 MHz. This acoustic study was sup-
ported by optical data �not shown� that demonstrated microbubble fragmentation at 290 kPa.

Regardless of the mechanisms responsible, the difference in spectral characteristics
between bound and free contrast agents may be exploited in an imaging technique. Specifically,
the application of imaging before and after a long, low amplitude pulse �designed to rapidly
enhance the adhesion of targeted contrast agents� can be used to detect bound contrast agents.
Given that echoes from the surrounding tissue should not change after the low amplitude radia-
tion force pulse, the substantial spectral change before and after the radiation force pulse will
facilitate the differentiation of tissue and bound agent echoes. Following the radiation force
pulse, an increase in the spectral intensity at the fundamental frequency likely indicates the
presence of bound agents. Characterization of the ratio of fundamental intensity to harmonics
before and after the radiation force pulse can also be used to indicate the presence of adherent
agents. Further studies will examine the implementation of specific targeted bubble detection
techniques.
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Abstract: It is shown that the intensity variations of an audio signal in the
frequency domain can be obtained by using a mathematical function contain-
ing a series of weighted complex Bessel functions. With proper choice of
values for two parameters, this function can transform an input spectrum of
discrete frequencies of unit intensity into the known spectra of different mu-
sical instruments. Specific examples of musical instruments are considered
for evaluating the performance of this method. It is found that this function
yields musical spectra with a good degree of accuracy.
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1. Introduction

The aim of this paper is to propose a model for synthesizing musical sound that matches as
closely as possible the actual steady-state spectrum of sound emanating from musical instru-
ments. Based on the proposed model, it is possible to explain a number of phenomena observed
in natural instruments such as dynamic frequency spectrum and nonlinear effects including
chaos.1–4 The model suggests a possible physical origin for the dynamic harmonic structure of
musical instruments and their nonlinear character.

The use of FM can be considered as an important step in the synthesis of musical
sounds. The FM equations give rise to a Bessel envelope for a given harmonic spectrum.1 The
Bessel functions appear to provide the cues for the amplitude for each harmonic of a given
instrument note. The physical origin of the Bessel envelope in the FM-based synthesis
models1,5,6 is not discussed in the literature. The proposed diffraction model for the synthesis of
musical spectra provides an explanation for the origin of Bessel envelopes.

In a typical musical instrument, the harmonic spectrum is due to the formation of
multiple modes of standing waves. Each of these modes gives rise to a vibration of a definite
frequency. A sound wave with a specific frequency undergoes diffraction as it passes through a
circular aperture. The basic theory for diffraction through a circular aperture is well known7 and
it results in the intensity of the input wave being modulated by an envelope which can be con-
structed using Bessel functions.

In this paper, we use musical instrument data from MUMS �McGill University Master
Samples�8 which form the basis for the SHARC database.9 For synthesizing the sound of any
musical instrument using the proposed diffraction model, it is necessary to determine suitable
values of two model parameters that will yield the appropriate envelope for the harmonics.
These parameters are obtained by using a simple least-square fitting algorithm which repeatedly
minimizes the error between the synthesized and the actual values of the amplitudes of the
harmonics. The resulting spectrum is then compared with the actual spectrum.
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2. Diffraction model

When sound wave of frequency, f, or angular frequency �, and unit amplitude, originating from
a point P0, passes through a circular aperture, it is diffracted as shown in Fig. 1.10 Let X and I
denote, respectively, the amplitude and intensity of the sound wave at a point P which is at a
specific distance from the center of the aperture as shown in Fig. 1. The values of X and I can be
determined by using Lommel functions,10 which are basically series expansions in Bessel func-
tions.

The Lommel functions yield the intensity and phase of the diffracted sound wave at P,
in terms of two Lommel variables u and v which are dependent on aperture size, distance of P,
etc. for a fixed frequency of the originating sound wave.10–12 In the proposed model, the inten-
sity and phase of the diffracted sound wave at P are obtained for varying frequencies of the
originating sound wave in terms of two new model parameters � and �, which can be expressed
in terms of the Lommel variables, u and v as �=v /u and �=v / f.

The originating and the diffracted waves denoted as Yp0�t� and Yp�t� can be written as

Yp0�t� = sin�2�ft� at P0 �1a�

Yp�t� = X�f�sin�2�ft� at P . �1b�

X�f� in Eq. �1a� denotes the complex value of the amplitude of the diffracted sound wave at point
P when sound wave of frequency f with unit amplitude passes through the circular aperture. X�f�
can be expressed in terms of the model parameters, � and �, using the Lommel functions as
shown in Eqs. �2�,

X�f� = XR − jXI, �2a�

where

XR = cos�1

2
��f� + V0��,��cos��f

2�
� − V1��,��sin��f

2�
�

�2b�

XI = sin�1

2
��f� + V0��,��sin��f

2�
� − V1��,��cos��f

2�
�

for ��1, and

Fig. 1. Diffraction model.
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XR = U1��,��sin��f

2�
� − U2��,��cos��f

2�
�

�2c�

XI = U1��,��cos��f

2�
� + U2��,��sin��f

2�
�

for ��1.
The functions V0, V1, U1, and U2 in �2b� and �2c� are given by

V0 = �J0��f� − �2J2��f� + �4J4��f� − ¯ � ,

V1 = ��J1��f� − �3J3��f� + �5J5��f� − ¯ � ,
�2d�

U1 = ��1

�
�J1��f� − �1

�
�3

J3��f� + �1

�
�5

J5��f� − ¯ � ,

U2 = ��1

�
�2

J2��f� − �1

�
�4

J4��f� + �1

�
�6

J6��f� − ¯ � ,

where Ji represents an ith order Bessel function of the first kind. Note that the correct equation,
either, Eq. �2b� or Eq. �2c�, must be used to ensure the convergence of the expansion depending
on the value of �. The intensity and phase of the diffracted sound wave at point P are given by
Eq. �2e� and Eq. �2f�, respectively,

IP = 	X�f�	2 = �XR�2 + �XI�2 �2e�

�P = tan−1� XI

XR� . �2f�

Special cases: At certain extremal values of the diffraction parameters, we can find
closed-form solutions for X�f�. We will consider cases when � approaches zero, unity and large
values.10

For large values of �, Eq. �2a�, reduces to Eq. �3a�, which is the Airy formula10 for
Frauhoffer diffraction.10 When �=0, we find that Eq. �2a� reduces to Eq. �3b�, which is purely
sinusoidal. When �=1, Eq. �2a� reduces to Eq. �3c�,

X�f� = − j
J1��f�

�
, �3a�

X�f� = 1 − cos��f

2�
� + j sin��f

2�
� , �3b�

X�f� =
1

2
�1 − J0��f��cos��f

2�
� − j

1

2
�1 + J0��f��sin��f

2�
� . �3c�

For large values of �, and for an input sound signal composed of infinite harmonics, the
instantaneous magnitude of the displacement of the sound wave at P can be obtained using Eqs.
�1b� and �3a� as shown in Eq. �4�,

Y�t� = 

n=1

�
1

�
J1�n	�sin�n�t� , �4�

where 	=�f, �=2�f, and n refers to the nth harmonic.

V. Vijayakumar and C. Eswaran: JASA Express Letters �DOI: 10.1121/1.2364470� Published Online 3 November 2006

EL72 J. Acoust. Soc. Am. 120 �6�, December 2006 © 2006 Acoustical Society of America



It may be useful to compare the remarkable similarity of Eq. �4� with Tomisawa’s FM
synthesis equation, shown in Eq. �5�13,14

Y�t� = 

n=1

�
2

n	
Jn�n	�sin�n�t� . �5�

3. Spectral characteristics of diffracted sound

When an input sound wave of unit amplitude with continuously varying frequencies is dif-
fracted, the corresponding intensity values at point P will yield a continuous frequency spec-
trum.

If the sound wave undergoing diffraction is composed of discrete frequencies, the re-
sulting spectrum after diffraction will also be composed of the same discrete frequencies but
with their intensities modified.

Figure 2�a� shows a sound wave made up of a fundamental frequency of 462 Hz and 9
harmonics, each with a unit intensity value. Diffraction of this sound wave through a circular
aperture will modify its spectrum depending on the values of the parameters � and �, as shown
in Figs. 2�b� and 2�c�.

The intensity modifying envelopes in Figs. 2�b� and 2�c�, derived from Eq. �2�, repre-
sent the continuous spectrum that are obtained when a sound wave comprising continuous fre-
quencies in the range from 0 to 5000 Hz undergoes diffraction. The values of the diffraction
parameters, � and �, will determine the exact shape of the modifying envelope.

It is shown in the following section that the diffraction model described above can be
applied successfully for synthesizing the spectra of musical instruments.

4. Synthesis of spectra of musical instruments

It has been found by empirical methods that for synthesizing the steady-state spectra of the
various musical instruments that were considered, the useful ranges of values of the two param-
eters are 0���1.0 and 0���150. To test the proposed model, we have selected the sound
obtained from three musical instruments, namely the trumpet, the French horn, and the bass
clarinet played at fundamental frequencies of 462, 220, and 110 Hz, respectively. The sound
samples are taken from the MUMS database8 and the details of the harmonics present as re-
ported by Sandell are available in the SHARC database.9

Fig. 2. �Color online� Continuous and discrete spectra: normalized intensity vs frequency �Hz�.
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The steps involved in the synthesis of the spectrum of the trumpet are described below.

�1� The intensity values of the trumpet at the ten harmonic frequencies �with fundamental
frequency=462 Hz� are normalized to lie in the range 0 to 1.

�2� Let the sum squared error Es, between the synthesized and actual spectra be defined as in
Eq. �6�,

Es = 

n=1

n=10

�IQn
− IQn

� �2, �6�

where IQn
is the intensity value of the nth harmonic obtained using Eq. �2� and IQn

� is the
actual �MUMS� intensity value of the nth harmonic.

�3� Using MATLAB, the optimum values of the parameters � and � which minimize Es are de-
termined. For trumpet, the optimum values obtained are �=126 and �=0.207 73 and the
minimum value of Es denoted as LSE is 0.2204.

�4� Using the optimum values of � and � in Eq. �2�, the synthesized spectrum of the trumpet is
obtained as shown in Fig. 3.

Using a similar procedure, the synthesized spectra of the French horn played at 220 Hz
and bass clarinet played at 110 Hz are obtained as shown in Figs. 4 and 5, respectively, where
the values of �, � and LSE are also shown. It can be seen from Figs. 3–5 that the synthesized
spectra of the musical instruments match well with the actual spectra.

5. Dynamic spectra

If the model parameters in �2� evolve in time, we can then show that each harmonic of the
spectrum will also independently evolve in time, giving rise to a dynamic spectrum.1

The parameter � depends on the model setup values such as aperture size, distance of
point P, etc., which are assumed to remain constant. The parameter �, on the other hand, de-
pends on the model setup values as well as the speed of sound.10 Fuks has shown that the speed
of sound changes significantly during the period of production of sound in wind instruments
due to the changing ratio of oxygen and carbon dioxide in the air.15,16 Hence, the parameter �
can be assumed to evolve in time, which results in a dynamic spectrum.

Fig. 3. �Color online� Trumpet: �=126; �=0.207 73; LSE=0.2204.
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To illustrate the method, let us assume that the parameter � evolves in time, t, accord-
ing to Eq. �7� keeping the value of � constant at 0.1,

��t� = �0�1 + 0.01e−500t�−1. �7�

In Eq. �7�, the value of � is gradually increased from 0.2007 to 0.2020 in 2 ms with �0
=0.2027. This corresponds to a gradual reduction in the speed of sound by about 0.35% of
the original value.

To illustrate the spectral evolution, we begin by assuming an input sound signal of unit
amplitude made up of a fundamental frequency of 500 Hz with ten harmonics. The intensity

Fig. 4. �Color online� French horn: �=97; �=0.017 769; LSE=0.0200.

Fig. 5. �Color online� Bass clarinet: �=9.3; �=0.015 332; LSE=0.0312.
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and phase values of the harmonics of the sound wave after diffraction are calculated using �2�
for each value of ��t�, resulting in the dynamic spectrum as shown in Fig. 6 which forms the
basis for the synthesis of musical sound.

Note that the choice of the evolution method for � will produce a unique dynamic
spectrum and the resulting synthesized sound. The parameter � used in this model can thus be
compared to the modulation index used in other FM synthesis models.1,5,6

6. Conclusion

We have proposed in this paper a diffraction model which can be used to synthesize the steady-
state harmonic spectra of musical instruments with proper model parameter values.

Diffraction theory provides a possible physical meaning of the intensity-modifying
envelope of the synthesized spectra of musical instruments. In real instruments, there could be
additional causes for intensity modifications of the harmonics as described in Ref. 3.

It is also shown that the dynamic spectra of the musical instruments can be obtained by
varying one of the model parameters � with respect to time.
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1. Introduction

Stone chimes have been cherished musical instruments for centuries in several Asian countries.
They have taken a number of different forms, but generally they have two legs which meet at a
vertex. The longer leg is often called the drum, because it is where the chime is struck, and the
shorter leg is called the femur or thigh.

Several sets of stone chimes have been found in ancient Chinese tombs dating from
400 BC and before. A bianqing of 32 stones was found in the tomb of the Marquis Yi of Zheng
�the same tomb that contained the renowned set of 65 bells�, dating from about 433 BC. Al-
though many stones were found broken, Chinese scholars were able to determine their dimen-
sions, and from these, Lehr determined scaling laws for their various dimensions.1 Stones are
scaled in lengths as well as thicknesses.

Another ancient bianqing from the Warring States period �450–221 BC� of the Zhou
dynasty was found more or less intact, so that the fundamental frequencies of most of the
stones, as well as the dimensions, could be determined.2 Vertex angles of these stones ranged
from 142 to 155 deg.

The Korean pyeongyeong consists of a set of 16 hard stones cut in the shape of an
inverted letter L. The stones are hung from a wooden stand and struck, near the lower end of the
longer side, by a mallet tipped with horn. The upper ridge of the longer side of a stone is about
1.5 times longer than the shorter side. Unlike most Chinese stone chimes, the pyeongyeong
stones in a set have nearly the same shape except for the highest stone in which the long edge
may be slightly shortened, but are scaled in thickness.3

Old pyeongyeongs are preserved in museums as national treasures, but replicas are
built and played in concerts. Earlier we analyzed a pyeongyeong built by Hyungon Kim and
played by the National Traditional Orchestra of Korea. The fundamental frequency was shown
to be directly proportional to thickness over most of the range.4 The second mode was found to
be tuned to 1.5 times the nominal frequency, the third mode to about 2.3 times the nominal
frequency, and the fourth mode about 3 times the nominal frequency up to the 12th stone.4
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In this paper, we report on studies designed to show how the vibrational frequencies of
L-shaped chime stones, such as are found in the Korean pyeongyeong and the Chinese bian-
qing, depend upon the details of their geometry.

2. Shapes of Pyeongyeong and Bianqing chime stones

The shape of a pyeongyeong stone is said to be the “shape of the heaven that curves to cover the
earth.” The 115° angle between the drum part and the femur part and the concave curved base
form a smooth L shape. In Korea, the pyeongyeong has been built in this smooth L shape for
some five centuries, whereas Chinese bianqing stone chimes have varied in shape from time to
time. Old stones from before the Christian era mostly have a straight base, or an arc-shaped
base, for example, whereas stones from the Qing Dynasty �1644–1911� are L shaped.

According to Kuttner, stones with a straight base �Figs. 1�a� and 1�b�� are older than
those with an arc-shaped base �Fig. 1�c��, and he concluded that the curved base resulted from
experiments to improve the acoustical qualities of the stones. Also, the angle between the drum
part and the femur part became narrower in stones from the Qing Dynasty and later.5

In this study, we examine the effects of geometry on the tuning and the sound quality
of stone chimes, such as the Korean pyeongyeong and the Chinese bianqing. Modal shapes and
modal frequencies are estimated by means of finite element methods �FEM� analysis, and these
results are compared to modal shapes and frequencies of existing stones, determined by holo-
graphic interferometry and by experimental modal testing. Modal shapes and frequencies of
stones of different shapes are calculated by finite element methods. Of particular interests are
the effects of varying the vertex angle and the curvature of the base.

3. Modeling of stones and finite element analysis

Since the sound spectra and mode shapes of several pyeongyeong replica stones have previously
been measured,4 we used these stones as models for finite element analyses. The stone of lowest
frequency is tuned to C5 �523 Hz�, and we use that stone for �FEM� modeling and designate it
as PGC 115, since the vertex angle � is 115°. The modal frequencies calculated for this stone
are compared to the modal frequencies determined from the sound spectrum, from holographic
interferometry, and from experimental modal testing using the �STAR� system. The agreement
is very good, as shown in Table 1.

The upper seventh stone from the tomb of MarquisYi is supposed to be tuned to C, but
it was broken when it was excavated.6 The size of each side, angle, and thickness are reported by
the Museum of Hubei Province.6 Since the vertex angle � is 163°, the model for this stone is

Fig. 1. �Color online� Bianqing stones from different ages: �a� ancient stones from Shanxi and Henan provinces; �b�
ancient stones from Henan; �c� stone chime from Marquis Yi tomb �433 BC�; �d� chime from 1717 AD.
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designated as BQC 163. Keeping the principle lengths A, B, E, and F of stone the same, vertex
angle � was then changed to 140° and 115°, and these models are designated BQC 140 and
BQC 115, respectively. FEM was used to determine the mode frequencies and mode shapes of
the three bianqing models and the pyeongyeong model. The four models are shown in the upper
row in Fig. 2.

With the same angle �=115°, the base lines were changed from resembling the
smooth arc of the pyeongyeong �BQ115 in Fig. 2� to a near right angle shape �BQ 115ra�, three
oblique lines �BQ 115to� and a straight line �BQ 115sb� as shown in the second row in Fig. 2.
FEM was again used to determine the mode frequencies and mode shapes of the three new
bianqing models.

The commercial program ANSYS Mechanical 8.1 was used for the FEM analysis. Since
a gyeong is a flat plate of constant thickness, we adapted the three-dimensional eight-node Shell
93 element for modeling it. The shell element 93 was found to give the most accurate results.
For the PGC 115 model, 13 key points were created to make the keypoints for modeling by
ANSYS. We chose quadrilateral element shapes to construct the mesh.

Systematic ways of varying the vertex angle and base line were introduced. The first
set of 19 alternative gyeong models was constructed by adding 5° increments to the vertex angle
from 90°, the shape of an L, to 180°, the shape of a bar. In this series of shapes the baseline
curvature was kept the same. Next we estimated the effect of baseline curvature on mode fre-
quencies and shapes as the baseline was systematically varied.3

Table 1. Calculated �FEM� and measured mode frequencies in the first gyeong. Measured values are the average
of the frequencies obtained by holographic interferometry, experimental modal testing, and analysis of the
sound spectra.

Mode
no.

PGC116
Calculated data

by ANSYS

PGC
Average of

experimental
data

Error
�C” �

Freq.
�Hz�

Ratio
to fund.

Freq.
�Hz�

Ratio
to fund.

1 527 1.00 526 1.00 0.30
2 810 1.54 810 1.54 0
3 1233 2.34 1242 2.36 −1.14
4 1625 3.08 1634 3.10 −0.86
5 2203 4.18 2207 4.20 −0.28
6 2704 5.13 2704 5.14 0
7 3554 6.74 3553 6.75 0.04
8 3993 7.57 3957 7.52 1.42
9 4527 8.59 4489 8.53 1.32

Fig. 2. Bianqing and pyeongyeong models used to test geometry dependence on tuning
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4. Results and discussion

Table 2 shows the dependence of the modal frequencies on vertex angle as calculated by FEM.
The models correspond to those in Fig. 2. Also shown are the frequencies relative to the lowest
mode of vibration. Note that decreasing the vertex angle lowers the ratios of the higher modes
and also brings them nearer to a harmonic relationship. This may have made them more sono-
rous. The ratios for BQC 115 are reasonably close to those of the Korean pyeongyeong model
PGC 115.

Table 3 shows the dependence of the modal frequencies on baseline curvature. Also
shown are the frequencies relative to the lowest mode of vibration. The differences between the
smooth arc �BQC 115�, the near right angle �BQC 115ra�, and the three oblique lines �BQC
115to� are small, but in the stone with the straight base �BQC 115sb� the second, third, and
fourth mode frequencies are raised substantially compared to the fundamental. The sound of
this stone model would be expected to be quite different from the others and also different from
the pyeongyeong stone PGC 115.

More details of the dependence of mode shapes and frequencies on vertex angle were
provided by varying the vertex angle in five-degree increments from 90° to 180°. Figure 3
shows how the mode shape and frequency of the lowest mode changes as the vertex angle
changes from 90° to 180°. Similar plots for the higher modes are shown online in file . Figure
4�a� shows how the mode frequencies depend on the vertex angle. A polynomial trend line
calculated for best fit, also shown, is of the form y=0.002x3−0.0405x2−3.0059x+1122.2. Fig-
ure 4�a� shows the fundamental frequency, and Fig. 4�b� shows the frequency ratios of the
higher modes to the fundamental.

Mm1 shows the dependence of mode shapes and frequencies on vertex angles �10.4MB�. This is a
file of the type avi.

Table 2. Model frequencies and frequency ratios for models with varying angle �.

No.

BQC163 BQC140 BQC115 PGC115

Freq.
�Hz�

Ratio
to fund.

Freq.
�Hz�

Ratio
to fund.

Freq.
�Hz�

Ratio
to fund.

Freq.
�Hz�

Ratio
to fund.

1 591 1.00 756 1.00 972 1.00 527 1.00
2 1357 2.29 1378 1.82 1471 1.51 809 1.54
3 1558 2.63 1781 2.35 2114 2.18 1232 2.34
4 1607 2.72 2963 3.92 3109 3.20 1624 3.08
5 3356 5.67 3657 4.84 4016 4.13 2202 4.18
6 5022 8.64 4893 6.47 5230 5.38 2701 5.13

Table 3. Modal frequencies and frequency ratios for models with varying baseline.

No.

BQC115ra BQC115 BQC115to BQC115sb

Freq.
�Hz�

Ratio
to fund.

Freq.
�Hz�

Ratio
to fund.

Freq.
�Hz�

Ratio
to fund.

Freq.
�Hz�

Ratio
to fund.

1 940 1.00 972 1.00 984 1.00 941 1.00
2 1403 1.49 1471 1.51 1532 1.56 1521 1.62
3 2036 2.17 2114 2.18 2312 2.35 2971 3.16
4 3122 3.32 3109 3.20 3075 3.12 3807 4.04
5 4031 4.29 4016 4.13 3987 4.05 4010 4.26
6 5179 5.51 5230 5.38 5641 5.73 5166 5.49
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The frequency ratios of the various partials might be expected to determine the timbre
of the sound. A vertex angle of about 115° was adopted by both the makers of Korean pyeon-
gyoung and the Chinese bianqing of the Qing dynasty and later.

From examining existing Chinese bianqing, it appears that the L shape with a gently
curved base gradually evolved over several centuries. The 18th century stone in Fig. 1�d� has a
vertex angle of approximately 113°, as measured from the photograph. This is very close to the
angle of 115° measured in Korean pyeongyeong stones of about the same age, which is not
surprising since the earliest pyeongyeong were imported from China. This vertex angle was
probably arrived at by attempting to maximize sonority.

The dependence of modal frequency, and especially the ratios of the higher mode fre-
quencies to the fundamental, on chime shape suggests that the ancient Chinese and Korean
chime makers tuned their chimes by adjusting the shape of the chimes to obtain the most pleas-
ing sound. This was probably done through centuries in China, and when the Koreans began
making stone chimes, they were guided by the Chinese chimes having the best sound. The most
important parameter is the vertex angle, with the curvature of the base having a much smaller
influence.

5. Conclusion

By means of finite element methods �FEM� analysis, we have shown how changing the vertex
angle � and the curvature of the base changes the relative frequencies of the modes of vibration

Fig. 3. �Color online� First mode shapes and frequencies of chimelike models with varying vertex angles. �This
figure is intended for color viewing.�
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of stone chimes �lithophones� and hence the character of the sound. Pyeongyeong stone chimes
in Korea have maintained pretty much the same shape during the past five centuries, and the
same appears to be true of Chinese bianqing. Our calculations show that relative modal fre-
quencies are changed considerably by changing the vertex angle, but are less sensitive to
changes in curvature of the base. The L shape with vertex angle around 115° appears to produce
stones with maximum sonority.

The fabricators of ancient lithophones no doubt discovered the same thing, albeit by
years and years of trial and error.

The agreement between mode frequencies and mode shapes calculated by FEM and
measured by holographic interferometry and by experimental modal testing under playing con-
ditions was found to be quite satisfactory, and this validated the use of FEM to study the effects
of varying the model shapes.
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Abstract: Measurements of the sound of bubbles fragmenting in fluid
shear are presented and analyzed. The frequency, amplitude, and decay rate
of the acoustic emissions from 1.8-mm-radius bubbles fragmenting between
opposed fluid jets have been determined. A broad band of frequencies �1.8 to
30 kHz� is observed with peak pressure amplitudes in the range of 0.03 to
2 Pa. While the peak pressure amplitudes show no significant scaling with
frequency, the frequency dependence of the decay rates is consistent with the
sum of thermal and acoustic radiation losses.
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1. Introduction

Understanding the wind-driven component of ambient noise in the open ocean is a long-
standing problem in ocean acoustics, dating back to the seminal works of Knudsen et al.1 and
Wenz.2 Bubbles have been implicated in this process, but a complete physical description of air
entrainment and sound radiation by open ocean waves remains to be presented.

There are several key processes that must be characterized in a model of wave noise
emission.3,4 These are �1� the creation rate of bubbles as a function of space, time, and bubble
size; �2� the emission amplitude and decay rate of newly formed, ringing bubbles; and �3� the
passive acoustic absorption of the population of quiescent bubbles within the breaking wave
crest. Passive acoustic absorption may not be important for very gently spilling breakers, but is
likely to significantly modify the emission spectrum of energetic breakers.

Recent studies of bubbles within open ocean and laboratory breakers have shown that
bubble fragmentation is an important process shaping the bubble spectrum,5–7 and, presumably,
also the noise radiated by individual bubbles created within whitecaps. Figure 1 shows a series
of images illustrating bubble fragmentation in a laboratory breaking wave. The images were
taken through the glass side wall of the Scripps Institution of Oceanography Hydraulics Facility
wave flume at the break point of a focused wave packet.5 The first slide shows the region of air
entrainment in the leading edge of the wave directly beneath the plunging crest. The arrows in
the top right and bottom left images point to a bubble deforming under the action of fluid shear
stress. The final image �bottom right� shows the separating fragmentation products. At the mo-
ment of their creation, these bubbles begin breathing mode oscillations and emit an exponen-
tially decaying sinusoidal pulse of sound.8 This paper presents the results of a study designed to
characterize the amplitude and decay of the acoustic emissions from individual bubbles frag-
menting in fluid shear under controlled conditions.

2. Experimental setup

The objective of the experiment was to study the acoustic signature of bubbles fragmenting in
fluid shear. To achieve this, two opposing fluid jets were created approximately 20 cm above a
bubble injection device, and a hydrophone was used to record the sound of fragmentation events
�Fig. 2�. The jets were fan-shaped �spread in the horizontal plane� and slightly offset in the
vertical to create a relatively thin region of high fluid shear �see Fig. 3 for measurements of the
velocity structure�.
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The bubble injector consisted of a differential pressure regulator that provided a con-
stant 60 kPa above ambient pressure and fed a bubble injection needle via a constant gas flow
valve. This ensured a depth-independent gas injection rate and a constant bubble size of ap-

Fig. 1. These images show bubble fragmentation in a region of high fluid shear generated by an overturning wave
jet impacting the wave face of a laboratory plunging breaker. The bubbles highlighted by the white box in the first
image are the fragmented remnants of a filament of air trapped between the jet and the wave face. The following
images detail the elongation and subsequent fragmentation of an individual bubble within the remnants. The scale
bar is 1 cm.

Fig. 2. A schematic of the bubble fragmentation system. Bubbles are created by a differential pressure regulator and
gas flow valve below apposing water jets. The bubbles rise into the high fluid shear region and fragment. An ITC
6050C hydrophone positioned 25 cm from the jet was used to measure the acoustic emissions of the fragmentation
products. A high-speed video camera �not shown� was used to image the fragmentation.
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proximately 1.8 mm radius when deployed 2 m below the water surface. Bubbles were injected
at a rate of about 1 every 2 s, permitting the study of individual fragmentation events. Injected
bubbles rose through the jet region, with approximately one in three fragmenting. A high-speed
camera was positioned in front of the jet to image the details of bubble deformation and the
fragmentation products.

An International Transducer Corporation 6050C hydrophone was positioned 25 cm
above and to the side of the fragmentation region. The hydrophone output was recorded with a
16-bit National Instruments data acquisition card at a sample rate of 75 k samples/s.

The equipment �hydrophone, jets, bubble injector, and high-speed camera� was
mounted on a frame and deployed in a 15-m-deep equipment test pool. The nearest reflecting
boundary was the surface, 2 m away. Geometrical spreading ensured that the surface return was
at least 16 times smaller in amplitude than the direct path radiation from fragmentation events
�boundary reverberation is discussed further in the next section�. Fragmentation experiments
were carried out in both fresh water and sea water.

3. Analysis

The fate of a bubble rising through the jet region varied according to its trajectory. Approxi-
mately two out of every three bubbles passed through the region intact. The mode of bubble
fracture, when it occurred, varied depending on the intensity of the local fluid shear. Bubbles
entrained near either of the jet nozzles underwent a rapid and energetic fragmentation cascade,
resulting in the superposition of multiple acoustic signatures. Less energetic events tended to
result in the simultaneous production of either two or three bubbles of varying sizes. The objec-
tive of the analysis was to estimate the amplitude and decay of acoustic emissions from bubble
fragmentation products. As each bubble signature requires the estimation of five parameters
�see below�, we have limited the analysis to binary fragmentation events �events that result in
only two products�, or ten signature parameters.

The sound emission from individual fragmentation products was assumed to be of the
form9

p�t� = A cos��b�t − t0� + ��exp�− �b��t − t0�/2�; t � t0, �1�

where A is the pressure amplitude in pascal referenced to 1 m, �b is the bubble resonant fre-
quency in radians per second, � is the damping factor, t0 is the time at which fragmentation

Fig. 3. The three plots show the three components of velocity measured with a 5-MHz acoustic Doppler velocimeter
along the jet centerline. Zero depth corresponds to the center midpoint of the jets, the x and y axes lie in a horizontal
plane, with the y axis running between the jet nozzles, and the z axis is vertical �see Fig. 2�. The horizontal bars on
the plots indicate the root-mean-square velocity deviation about the mean.
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occurs, and � is a phase factor. The ten parameters for the two bubbles comprising a binary
event are estimated by searching through parameter space and optimizing them in a least mean-
square error sense. This was achieved through a combination of automated processing and
human intervention. A graphical user interface was written in MATLAB to display individual
events and their power spectrum. This permitted both the selection of binary events and the
estimation of initial parameters for the multidimensional parameter search. An unconstrained,
nonlinear optimization for the best fit between the sum of the two bubble pluses and the mea-
sured emission signature was then implemented with the simplex search method.10

An example of a binary fragmentation event and the optimal model fit �given by the
superposition of two bubble pulses of the form specified by Eq. �1�� is shown in Fig. 4. The
parameter estimates were A0=0.247 Pa, A1=−0.264 Pa, �0=12 750 radians/s, �1
=16 630 radians/s, t0= t1=1.32 ms, �0=−0.109 radians, �1=0.4708 radians, �0=0.0340, and
�1=0.0183. As the two bubbles produce sound at different frequencies, the interference of their
signatures results in a series of maxima and minima in the waveform amplitude �a “beat” pat-
tern�. The close agreement between the measured emission and the optimal model fit shown in
the figure is representative of the results obtained across the entire data set.

Because the experiment was conducted in a pool �albeit a large one�, it is worth dis-
cussing reverberation. The nearest boundary to the fragmentation region was the surface, which
was 2 m distant. The travel time for this path is approximately 2.7 ms and any evidence for a
surface return contaminating the data would show up approximately 7 cycles into the acoustic
signature in Fig. 4. Geometrical spreading would set the amplitude for surface returns at ap-
proximately 0.03 Pa, which is too small to be noticeable in the figure. It was possible to see
evidence of surface reverberation in the residue of the model fit but it was not of sufficient
magnitude to significantly impact the parameter estimation.

Figures 5 and 6 show amplitude and decay rate estimates for 505 binary fragmentation
events.

4. Discussion

The first point worth noting is that this data set does not show any large differences in the spread
of amplitude, decay rate, and frequency of bubbles fragmenting in fresh versus salt water. It is
evident from the broad spread of frequencies radiated by the bubble products that shear-induced
fragmentation results in a broad range of bubble sizes. The smallest bubble product analyzed in
this study was 100 microns in radius, an upper limit that was set by the sampling frequency of
the data acquisition system.

Fig. 4. The acoustic emission from a binary fragmentation event �solid, gray line� is plotted along with a ten-
parameter model fit �solid line�. The amplitude is in units of pascal at a reference distance of 1 m. The water surface
was 2 m above the fragmentation event, corresponding to a propagation delay of approximately 2.7 ms.
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One of the most significant results of this study is the estimate of acoustic signature
amplitude of bubbles fragmenting in sheared flow, summarized in Fig. 5. There is a broad
spread in radiation amplitude ranging from 0.03 Pa or less to about 2 Pa �almost a factor of
100� across a broad band of frequencies. There does not appear to be a significant trend in the
maximum amplitude observed. The minimum amplitude does exhibit frequency dependence
below 5 kHz, with larger bubbles radiating at lower amplitudes. The peak oscillation pressures
reported here are consistent with the frequency independent levels of between 0.2 and 1.2 Pa
reported by Updegraff11 below gently spilling waves in the ocean.

The estimates of acoustic decay rate �summarized in Fig. 6� show a considerable
spread in value. The lower bound for the losses is largely consistent with thermal damping12,13

�indicated by the broken line�, and mean losses are reasonably well predicted by the sum of
thermal and acoustic radiation losses �the solid line, given by Eq. 8.2.31b in Medwin and
Clay14�. The scatter in the measured damping for a specified frequency may be due to interac-
tions between the bubble products and the sheared flow. It was noted during the experiment
�data not shown� that bubbles rising through the jet region would sometime emit noticeable tone
bursts without fragmenting, leading to the speculation that bubble-flow interactions could act to
modify the observed decay rate of newly created bubble products.

Fig. 5. A scatter plot of the estimated amplitude of acoustic emissions from 505 binary fragmentation events �exactly
two products� versus frequency. The open and filled circles correspond to fresh water �at 14.0 °Celsius� and salt
water �at 13.4 °Celsius� environments, respectively.

Fig. 6. A scatter plot of the estimated decay rate of acoustic emissions from the same fragmentation events in Fig.
5. The solid black line shows the theoretical decay rate from thermal damping and acoustic radiation losses, while
the broken black line shows thermal losses only.
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The data show that binary bubble fragmentation induced by fluid shear can spread an
initially monochromatic bubble size spectrum into a wide range of bubble sizes. In addition, the
acoustic emission from these products does not show a significant scaling with frequency be-
tween 2 to 30 kHz but does show a wide variation in peak pressure amplitude �from 0.03 to
2 Pa�. The decay rate of the acoustic emissions shows a frequency scaling commensurate with
the sum of thermal and acoustic radiation losses, although there is considerable scatter in the
data.

These results have important implications for understanding the noise radiated by oce-
anic whitecaps. The data suggest that the fragmentation process within whitecaps may be mod-
eled as an ensemble of acoustic pulses over a broad band of frequencies with frequency-
independent amplitude scaling and damping determined by thermal and radiation losses. They
also suggest that the process of bubble fragmentation may be responsible for the creation of a
broader range of bubble sizes than previously thought.5,6
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These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See “Book Reviews Editor’s note,” J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Urban Forest Acoustics

Voichita Bucur

Springer-Verlag, Berlin, 2006. 181 pp. Price: $129 (hard-
cover), ISBN: 3540307834

The author, Voichita Bucur, a member of the science faculty at the
Henri Poincare University in Nancy, is prominent in the field of the acous-
tics of wood materials. Her previous work includes Acoustics of Wood, now
in its second edition �Springer-Verlag, Berlin, 2006�. This latest text on the
acoustics of urban forests should be of interest to environmental managers
and foresters as well as acousticians and advanced students.

The book consists of nine chapters. The first chapter contrasts the
concept of urban trees, located on streets, in parks, and gardens with that of
forest trees. Urban trees are subject to greater environments stresses but
constitute essential components in populated areas aesthetically, culturally,
and climatically. Chapter 2 deals with noise in the urban forest. An overview
of sound parameters, such as SPL, speed of sound, sound intensity, weight
sound pressure levels, Leq, etc. is given, followed by a description of equip-
ment for noise measurement and a discussion on how outdoor measurements
are influenced by the distance effect, frequency content, and visibility. Chap-
ter 3 covers the morphological and mechanical characteristics of trees and
the measurement procedures requisite for management inventory of forests,
timber volume, and for forestry planning and protection. Development of
ultrasonic and laser sensors over the last decade or two has provided non-
contact methods of measuring trunk diameters, cross-section estimates, and
heights of trees. Collection and entry of data are facilitated without the need
for tedious manual entry. Mechanical characteristics, such as moduli of elas-
ticity, are used in the study of genotypic characteristics of different clones.
Sylvicultural practices exemplified by the effect of spacing on the wood
quality of standing trees, are described primarily in terms of modulus of
elasticity.

Noise attenuation with plant material is described in Chap. 4. Factors
influencing noise attenuation in a forest include the presence of trees, soil
surface, ground vegetation, topography, and meteorological factors. Sound
transmission by plant material is expressed as excess attenuation, i.e., the
measured sound pressure level corrected for air absorption, minus the free
field level �which would have existed if there was neither obstacle nor sound
velocity gradient present�. Acoustic characteristics of the constitutive ele-
ments of the tree, such as trunk, bark, canopy, and forest floor, affect the
mechanisms of acoustic absorption. The trunk, branches, and foliage help to
scatter incident acoustic energy, and the effectiveness of scattering is deter-
mined by the geometry of the scatterers. It is certainly interesting to learn
that audible reverberation in a forest is due to interference between direct
and ground-reflected sounds and the scattering effects caused by trees,
branches, and meteorological conditions. Using these considerations, mod-
eling and simulation may be rendered possible to gain a better understanding
of the complex phenomena of sound propagation. Vegetation belts and bar-
riers are also useful for traffic noise control by reflection and attenuation,
and this topic is treated in more detail in Chap. 5. The principal sources of
outdoor noise are those generated by traffic on streets and highways, by rail
transportation, and by aircraft. An overview of outdoor community noise,
legislative action �e.g., the 1996 Green Paper on future noise policy by the
European Commission�; sources and measurement parameters of traffic, rail,
and aircraft noise, techniques for improvement of the soundscape through
strategic placement of vegetation, topographic modifications, etc. are given,

and there are brief mentions of modeling programs for predicting traffic
noise.

At the beginning of Chap. 6 �Noise Abatement and Dwellings�, an
excellent definition is rendered of the term “soundscape,” originally coined
by the Canadian musician Murray Schafre in the late 1960s. Soundscape
refers to the sounds produced by human beings, different kinds of traffic
noise, background music, birds, animals, waterfalls, or streams, bells, broad-
casting, and other natural, artificial, or social sounds—all of which unite into
one sound environment, that evokes personal feelings in humans under vari-
ous circumstances. The concept of soundscapes is fraught with social, his-
torical, cultural, and environmental implications. It thus becomes evident
that the design of a comfortable environment includes paying attention to
the soundscape as well as landscape design. In urban residential areas, the
deployment of trees around houses should be rendered to maximize noise
reduction, thereby improving the aesthetics and air quality. In the case of
residential suburban areas, noise is generated principally by vehicular traffic,
and it can be reduced by creating tree belts and noise barriers.

Noise by birds and insects in urban forest environment, the subject of
Chap. 7, add to the cacophony generated by the presence of humans and
machinery �vehicular traffic, aircraft, etc.�. Bird sounds are perceived in
both time and frequency domains, and they are certainly subject to attenu-
ation through scattering and medium absorption as well as meteorological
effects. The overall environmental noise level due to nonhuman sources lies
between 45 and 55 dB. The insects that are of the greatest concern are the
tree-destroying termites. It is important to detect them so that they can be
exterminated, and acoustic emission methods operating at more than 40 kH
have been successful in detecting termites in trees.

A very brief Chap. 8 describes the remote sensing techniques used to
detect fires in forests. While these methods include employing electromag-
netic energy, aerial photography with thermal imagery, radar imagery, and
satellite detection, there is one acoustic method that depends on backscat-
tered sound, which also happens to be highly affected by atmospheric tur-
bulence along the path of the original pulse. No infrastructure project plan-
ning is complete without a costs/benefits analysis, so the economic aspects
of urban forestry are outlined in the final Chap. 9. Aesthetics obviously
counts, but there is also the benefit of trees removing environmental pollut-
ants, providing cooling shades, slowing storm water runoff, preventing soil
erosion, reducing heating and cooling costs, and enhancing property values,

The first appendix �called “annex” in this text� lists the nomenclature
of the mathematical symbols used in the text, and the second appendix
covers the very basic equations of acoustics. Appendix 3 gives the standard
frequency weight graph for A, B, C weighting network. Appendix 4 lists the
ANSI and ISO standards applicable to acoustic definitions, measurement
methods, measurements of specific types of sources, and measurement of
structures used in noise control. Annex 5 lists the physical units used in the
book. An excellent listing of references pertinent to the topic of urban for-
estry is given at the end.

This is a text that an environmentalist should have in his/her library;
and it should be obvious to the reader that no landscape design or commu-
nity planning is complete without considering the soundscape.

DANIEL R. RAICHEL
Eilar Associates and CUNY Graduate Center
2727 Moore Lane
Fort Collins, CO 80526-2192
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7,056,366

43.25.Nm METHOD AND APPARATUS FOR
INCREASING THE OPERATING LIFETIME OF GAS
FILTERS BY AN ACOUSTIC FIELD

Matityahu Fichman et al., assignors to Technion Research and
Development Foundation, Limited

6 June 2006 „Class 95Õ29…; filed 12 June 2003

Sound from an acoustic source is applied to the gas that is to be filtered
as it flows into the filter so as to produce steady secondary acoustic stream-
ing around dust particles already deposited on the filter. This reduces the
pressure drop across the filter resulting from the initial clogging, and thus
permits extended use of the filter before the pressure drop becomes exces-
sively great.—EEU

7,066,894

43.28.Dm SENSOR AND METHOD FOR DETECTING
VERY LOW FREQUENCY ACOUSTIC SIGNALS

Michael E. Halleck et al., assignors to iLife Solutions,
Incorporated

27 June 2006 „Class 600Õ586…; filed 8 July 2002

A sensor and method for detecting very-low-frequency signals is dis-
closed. The sensor is capable of detecting acoustic signals in the frequency
range of 0.1–30 Hz. The sensor consists of a chamber with a cavity and a
low-frequency microphone placed within the cavity. Another embodiment
consists of a chamber with a resonant cavity, a low-frequency microphone

placed within the cavity, and a membrane covering the cavity. Low-
frequency acoustic signals incident upon the membrane cause the membrane
to move and amplify the acoustic signals within the resonant cavity.—DRR

7,062,919

43.28.Kt VORTEX FUEL NOZZLE TO REDUCE
NOISE LEVELS AND IMPROVE MIXING

Hisham Alkabie, assignor to Pratt & Whitney Canada
Corporation

20 June 2006 „Class 60Õ776…; filed 11 February 2005

Low-frequency turbine engine noise brought on by combustion-
pressure fluctuations reentering upstream past the post ignition chamber into
the nozzle mixing chambers is reduced by the claimed nozzle 12, where
compressed air flows from the compressed air plenum 5 through air inlet
openings 13, then to mixing chamber 21, then exits toward ignition through
annulus 24. Curved surfaces 20 and 28 create counter-rotating air vortices
that move in a direction that traverses the fuel spray emitted from fuel
orifices 16. The counter-rotating, stream-wise vorticity eliminates or reduces
the acoustic pressure coupling effect on the fuel-air mixture before combus-
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tion takes place, enhances combustion efficiency, and reduces emissions
from the combustion process. The claims include the decoupling of acoustic
and hydrodynamic fluctuations of a combustor and that the fuel-laden vor-
tices swirl with diminished velocity as they move from deflecting surfaces
toward the mixing chamber.—AJC

7,066,888

43.35.Yb METHOD AND APPARATUS FOR
DETERMINING AN ULTRASOUND FLUID FLOW
CENTERLINE

Kenneth Abend and Alan Stein, assignors to Allez Physionix
Limited

27 June 2006 „Class 600Õ454…; filed 29 October 2004

This is a method for determining the location of an effective center of
fluid flow in a vessel through the use of an ultrasound transducer array that
can propagate and receive ultrasound energy. Ultrasound energy is propa-
gated along an axis of propagation and projects upon the vessel. A Doppler-
shifted signal reflected from the fluid in the vessel is received and a set of
quantities expressed as a density is derived from the Doppler-shifted signal
for each set of coordinates. The mean, mode, or median is calculated for

each of the dimensions of the set of coordinates in conjunction with the
density associated therewith. The calculation is repeated throughout the field
of view of the vessel to define a centerline.—DRR

7,068,867

43.35.Yb ULTRASONIC POSITION INDICATOR

Avner Adoram et al., assignors to Glucon Medical Limited
27 June 2006 „Class 385Õ12…; filed 2 January 2003

A system is provided for monitoring the position of an instrument
�e.g., a catheter, an endoscope, a needle, a guidewire, etc.� in a patient
during surgery. The system includes a light-transmission medium configured

to transmit light pulses to a desired region to produce an acoustic signal, at
least one ultrasound sensor configured to receive and transduce the acoustic
signal, and a processing unit connected to the sensor�s� and configured to
locate the source of the acoustic signal using the transduced signal.—DRR

7,055,389

43.35.Zc ACOUSTIC COUPLING WITH A FLUID
RETAINER

Dennis William Mueller, assignor to MetScan Technologies, LLC
6 June 2006 „Class 73Õ620…; filed 31 May 2002

The device described in this patent is intended for use in ultrasonic
inspection of extended surfaces, such as wings of aircraft. A frame that is
placed against the surface to be inspected carries a cross member that can
move along the frame and this cross member carries a transducer support
that can move along the cross member. The transducer thus can be posi-
tioned at any point in an X-Y coordinate system based on the frame. The
transducer itself can be rotated so as to make contact with curved inspection
surfaces. All motions are controlled by a computer system, which also
records and displays the data. Two ways are described for introducing fluid
between the transducer and the inspection surface in order to increase the
coupling: in the form of a continuous stream introduced along a side of the
transducer or from a jacket surrounding the transducer.—EEU
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7,062,972

43.35.Zc ACOUSTIC TRANSDUCER

James A. Hill, assignor to Horiba Instruments, Incorporated
20 June 2006 „Class 73Õ632…; filed 21 July 2003

An exhaust gas analyzer sensor to measure exhaust gas temperature
and flow velocity is claimed where the piezo elements are protected from
the exhaust heat. Transducers 30-30 send ultrasound waves through the ex-
haust gas �called a ‘‘fluid’’ in the descriptions�. This transducer includes a

piezo-ceramic pulse generator, an impedance matching layer between the
pulse generator and the fluid, a thermal management system that includes a
plurality of fins, also a sampling system that brings a fluid sample to the
transducer set 30-30, means to dilute the fluid flow, and a transducer pair
arranged in opposition.—AJC

7,062,977

43.35.Zc VIBRATORY TRANSDUCER

Alfred Wenger and Martin Anklin, assignors to Endress�Hauser
Flowtec AG

20 June 2006 „Class 73Õ861.355…; filed in the European Patent
Office 21 September 2001

A coriolis-force mass-flow-densitometer transducer with reduced pres-
sure cross-sensitivity is claimed. Subject to fluid flows in tubes 101 and 102,
vibration exciter 113 converts exciting power Pexc into pulsing or harmonic
forces, driving tubes 101 and 102 in phase opposition. Sensor 114 detects
the relative motion between tube segments 101a and 102a while sensor 115
detects relative motion between 101b and 102b. Both sensors send signals

to processor 2. The resonant frequency of the wagging mode having its axis
as the line from the inlet 107 to the outlet 108 depends on fluid density. The
frequency and amplitude of the curved-loop, bending-mode signal—being
the difference between signals S114 and S115—provides the coriolis signal
proportional to the mass flow rate. The author argues that adding stiffening
rings 111 and 112, or a single ring at the elbow, provides the reduced cross-
sensitivity to static pressure.—AJC

7,053,534

43.38.Ar PIEZOELECTRIC VIBRATION
GYRO-SENSOR

Yoshiro Tomikawa and Yoshiaki Tanaka, assignors to Epson
Toyocom Corporation

30 May 2006 „Class 310Õ370…; filed in Japan 6 September 2002

This patent discloses a tuning-fork-style gyro having interdigitated
drive transducers designed for use on quartz or another crystalline piezo-
electric material. It is not clear what is new or different about this configu-
ration, but the discussion is limited to the electronics, so it is of little interest
to most acousticians.—JAH

7,062,053

43.38.Ar CONDENSER MICROPHONE STRUCTURE

Masayoshi Hohjyo, assignor to Matsushita Electric Industrial
Company, Limited

13 June 2006 „Class 381Õ174…; filed in Japan 31 May 2002

The patent describes structural methods of extending the upper fre-

quency range of noise cancelling in typical gradient microphones that might
be used in cellular phones and similar applications.—JME

7,035,425

43.38.Dv FREQUENCY RESPONSE
ENHANCEMENTS FOR ELECTRO-DYNAMIC
LOUDSPEAKERS

Steven W. Hutt et al., assignors to Harman International
Industries, Incorporated

25 April 2006 „Class 381Õ431…; filed 2 May 2003

A means of calculating the amount of metal in frame 102 is described,
specifically the percentage of metal between openings, which is said to
improve motor strength and frequency response. The claims include the use
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of adhesives to attach diaphragm 104 to the frame, the use of porous mate-
rial 236, a range �about 20% to 45%� for the amount of metal between
openings, and, it seems, for percentages less than 20% and greater than
45%.—NAS

7,065,221

43.38.Ew SPEAKER APPARATUS

Hidekazu Tanaka, assignor to Matsushita Electric Industrial
Company, Limited

20 June 2006 „Class 381Õ96…; filed in Japan 1 December 1998

This is a companion to United States Patent 7,058,186, reviewed in
this issue. In this case, the basic premise is much iffier, however. Consider
the situation in which a loudspeaker 1 is located in the rear portion of a TV
set, and its output is conducted through a narrow waveguide 2 to emerge
from a vertical slit beside the viewing screen. It seems obvious that sound
quality will be degraded by pipe resonances. These can be corrected to some
degree with acoustical filters, entailing additional cost and complexity. The
patent asserts that if microphone 4 is placed at just the right location, it can
be used

as a feedback sensor for automatic electronic correction instead. The patent
includes diagrams of amplitude and phase responses, suggesting that stable
operation is possible up to several kilohertz.—GLA

7,058,186

43.38.Ew LOUDSPEAKER DEVICE

Hidekazu Tanaka, assignor to Matsushita Electric Industrial
Company, Limited

6 June 2006 „Class 381Õ95…; filed in Japan 1 December 1999

This is a companion to United States Patent 7,065,221, also reviewed
in this issue. During the past 50 years, loudspeaker designers have devoted
considerable brain power to the concept of motional feedback, i.e., including

a loudspeaker’s acoustic output in a negative feedback loop. Various meth-
ods of deriving a suitable electrical feedback signal include sensing electri-
cal impedance, cone motion, near-field sound pressure, and sound pressure
inside the cabinet. To the best of my knowledge, all but the last have been
used in commercial loudspeaker systems at one time or another. Matsushita
has decided to fill the remaining gap. Since the first acoustic mode of a
rectangular closed box occurs when its largest internal dimension equals a
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half-wavelength, it would seem necessary to limit motional feedback to the
region well below this critical frequency. According to this patent, however,
if the sensing microphone is placed near a location where sound pressure
from the first two or three modes is at a minimum, stable operation can be
extended to a higher frequency.—GLA

7,066,026

43.38.Fx UNDERWATER ACOUSTIC VECTOR
SENSOR USING TRANSVERSE-RESPONSE FREE,
SHEAR MODE, PMN-PT CRYSTAL

Ken Kan Deng, assignor to Wilcoxon Research, Incorporated
27 June 2006 „Class 73Õ514.34…; filed 9 July 2004

An acoustic particle-velocity sensor, or vector sensor, is fashioned us-
ing a single shear-mode coupled relaxor crystal with an exceptionally large
piezoelectric shear coefficient as the sensing element. The crystal is cut at a
special orientation relative to its crystallographic axes to provide maximum
response in the desired sensing direction and minimum response in the two
orthogonal directions. The sensor includes a proof mass 202, the mounting

base 206, and the crystal 204. To mitigate the adverse lateral constraint
problem, or clamping effect, associated with a relaxor crystal, reduced bond-
ing area between either the proof mass or the base and the crystal is realized
by castellated, or tongue and groove, surfaces 208 and 210. Three such
orthogonally oriented sensors are mounted in a rigid but neutrally buoyant
housing to form a small-vector sensor with high signal-to-noise ratio and
broad bandwidth.—WT

6,978,159

43.38.Hz BINAURAL SIGNAL PROCESSING USING
MULTIPLE ACOUSTIC SENSORS AND DIGITAL
FILTERING

Albert S. Feng et al., assignors to Board of Trustees of the
University of Illinois

20 December 2005 „Class 455Õ570…; filed 13 March 2001

This system is similar to a two-microphone, subtractive noise reducer,
but with additional processing, in which spectral transforms are extracted
from each microphone signal. The subtractive noise reduction then takes
place with respect to each spectral component, rather than the signal as a
whole, with each spectral component also being subjected to a specific de-
lay. An inverse FFT then reconstructs the clean signal. The result is said to
allow the reconstruction of individual audio sources within the pickup space.

In a typical application, the spectral component delays would be adjusted so
as to isolate a specific desired input signal, but other arrangements are
possible.—DLR

7,065,220

43.38.Hz MICROPHONE ARRAY HAVING A
SECOND ORDER DIRECTIONAL PATTERN

Daniel Max Warren and Stephen C. Thompson, assignors to
Knowles Electronics, Incorporated

20 June 2006 „Class 381Õ92…; filed 28 September 2001

This clear and cogent patent describes ways of using first-order ele-
ments at low frequencies with second-order elements at high frequencies to

achieve uniform output, along with increased directivity index and improved
noise floor. The patent should be read by all microphone designers—if for
nothing more than as a part of one’s on-going technical education.—JME

7,068,796

43.38.Hz ULTRA-DIRECTIONAL MICROPHONES

James A. Moorer, San Rafael, California
27 June 2006 „Class 381Õ92…; filed 31 July 2001

According to the abstract, ‘‘The present invention provides a highly
directional audio response that is flat over five octaves or more by the use of
multiple collinear arrays followed by signal processing. Each of the collin-
ear arrays has a common center, but a different spacing so that it can be used
for a different frequency range. The responses of the microphones for each
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spacing are combined and filtered for a given array spacing so that it can be
used for a different frequency range.’’ The patent is a model of clarity and
should be read by anyone involved in microphone arrays.—JME

7,068,800

43.38.Hz SPEAKER APPARATUS

Naoshi Matsuo, assignor to Fujitsu Limited
27 June 2006 „Class 381Õ152…; filed in Japan 9 September 1998

At least one earlier patent has addressed the possibility of simulating a
loudspeaker array by using multiple transducers 20 to drive a single flat
diaphragm 10. Such an approach offers practical advantages but it would
seem difficult to localize the effects of individual drivers. A key feature of

this patent is the introduction of interference signals. When isolation be-
tween two or more areas is required, an interfering signal is calculated and
fed to transducers located between the target areas.—GLA

7,068,801

43.38.Hz MICROPHONE ARRAY DIFFRACTING
STRUCTURE

Michael R. Stinson and James G. Ryan, assignors to National
Research Council of Canada

27 June 2006 „Class 381Õ160…; filed 17 December 1999

This may be described as a patent in principle, inasmuch as no specific
embodiment is presented. A wide family of three-dimensional constructions
is presented which can all represent a pattern or cluster of individual cells
that lead from the outer surface to an internally placed microphone�s�. The

microphone’s three-dimensional polar response is thus influenced by the
imposed cell cluster. Like the once-popular multicellular horn of yore, the
actual polar patterns are very wavelength dependent. I would not be sur-
prised to see the National Research Council of Canada come up with a
real-world problem that this patent can successfully address.—JME

7,027,605

43.38.Ja MID-RANGE LOUDSPEAKER

Bernard M. Werner, assignor to Harman International Industries,
Incorporated

11 April 2006 „Class 381Õ99…; filed 12 May 2003

For a long time, cinema loudspeaker systems were two-way affairs.
The 1970s saw the development of three-way systems. The mouths of the
horns for both were, of necessity, large in order to control the directivity
down to the lower-frequency limit �or there about� of the horn passband.

Large meant that they were deep. Deep meant there needed to be a large
void behind the screen. Large voids meant that there was wasted space
�which, for a first run multiplex, could be a fair amount�. This patent de-
scribes a waveguide that is shallow, uses four mid-range cone-type trans-
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ducers, and has a filtering network that has more than one output. Basically,
all drivers are active at the low end of the passband and only one appears to
be active at the high end of the passband. A midrange loudspeaker module
based on the patent is used in the JBL Screen Array cinema systems.—NAS

7,031,488

43.38.Ja SUPER TWEETER

Tzu-Chung Chang, assignor to Sun Technique Electric Company,
Limited

18 April 2006 „Class 381Õ398…; filed 23 April 2004

A ‘‘super tweeter,’’ with performance from below 1000 Hz to about
100 kHz �a range of almost 8 octaves� is described using a ‘‘magnetic base,
a voice coil, a frame annularly mounted to the magnetic base, a central
supporting member mounted on a central portion of the magnetic base, a
diaphragm, an annular inner supporting member, and an annular outer

supporting member.’’ Although two patents �one from 1972 and one from
2001� are listed as references, this reviewer had the strange sense of, as Yogi
Berra once said, ‘‘deja vu all over again.’’ One can see using this tweeter for
acoustic modeling studies and the investigation of certain aspects of the
bioacoustics of some animal species.—NAS

7,039,211

43.38.Ja HORN-LOADED COMPRESSION DRIVER
SYSTEM

Bernard M. Werner, assignor to Harman International Industries,
Incorporated

2 May 2006 „Class 381Õ343…; filed 28 March 2003

A phase plug is described for use with an electrodynamic transducer

and a horn. Harvey Fletcher, Fancher Murray, and others would be inter-
ested to see the claims.—NAS

7,054,459

43.38.Ja SURROUNDING STRUCTURE OF A
LOUDSPEAKER

Mitsukazu Kuze et al., assignors to Matsushita Electric Industrial
Company, Limited

30 May 2006 „Class 381Õ398…; filed in Japan 17 May 2002

At least one earlier patent describes a half-roll loudspeaker surround
22 that is semi-elliptical in shape. In this case, however, the molded

surround also includes radial or diagonal grooves to relieve hoop stresses.—
GLA

7,062,051

43.38.Ja ACOUSTIC DEVICE

Neil Harris and Henry Azima, assignors to New Transducers
Limited

13 June 2006 „Class 381Õ152…; filed in the United Kingdom 17
August 2001

The inventors have obtained numerous earlier patents describing how
the response of a distributed mode �flat panel� loudspeaker can be controlled
by the design of the panel itself, the location of the driving transducer,
additional damping, and mass loading at specific points. This patent goes
into the theory of mass loading in considerable detail and shows how this
technique can be used, for example, to compensate for less than optimum
panel dimensions.—GLA

7,068,806

43.38.Ja CONDENSED SPEAKER SYSTEM

Casey P. Walsh, Arroyo Grande, California
27 June 2006 „Class 381Õ351…; filed 14 January 2003

It is theoretically possible to build a closed-box loudspeaker system
like an aneroid barometer; the pesky air spring is eliminated by eliminating
the air. Not surprisingly, the idea has already been patented, but the variant
shown here includes a separate high-pressure chamber 24 to provide the
required restoring force. Skeptics may point out that whether the restoring
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spring is mechanical or pneumatic, the cone itself must withstand a surface
pressure of several hundred pounds without deformation, which may explain
the apparent lack of a working model.—GLA

7,061,327

43.38.Lc SINGLE SUPPLY HEADPHONE DRIVERÕ

CHARGE PUMP COMBINATION

Tony Doy, assignor to Maxim Integrated Products, Incorporated
13 June 2006 „Class 330Õ297…; filed 24 January 2002

Small, portable audio devices are usually powered by a single low-
voltage battery. As a result, large output coupling capacitors are required to
block direct current from headphones. To eliminate the capacitors, yet keep

the common output terminal at ground potential, a negative supply is
needed. This patent suggests that an onboard charge pump circuit will do the
job. Reading the patent text is like swimming in molasses, but the illustra-
tions and claims can be understood without too much difficulty.—GLA

7,061,328

43.38.Lc INTEGRATED DIRECT DRIVE INDUCTOR
MEANS ENABLED HEADPHONE AMPLIFIER

Tony Doy, assignor to Maxim Integrated Products, Incorporated
13 June 2006 „Class 330Õ297…; filed 17 November 2005

This is a companion patent to United States Patent 7,061,327, re-
viewed above. It contains additional details about suitable charge pump
circuitry.—GLA

7,068,095

43.38.Lc AMPLIFIER CIRCUIT

Derek Bernardon, assignor to Infineon Technologies AG
27 June 2006 „Class 330Õ9…; filed in Germany 10 July 2002

A class D audio power amplifier is described which includes a signal
generator controlled by a phase-locked loop to provide a stable sawtooth
waveform for pulse-width modulation. In this design, however, the ampli-

tude of the sawtooth signal tracks the power supply voltage, thus substan-
tially improving power supply rejection without lowering overall
efficiency.—GLA

7,067,956

43.38.Rh SURFACE ACOUSTIC WAVE DEVICE,
FILTER DEVICE AND METHOD OF PRODUCING
THE SURFACE ACOUSTIC WAVE DEVICE

Masahiko Imai et al., assignors to Fujitsu Media Devices Limited
27 June 2006 „Class 310Õ313 D…; filed in Japan 4 September 2002

A method is claimed for temperature stabilization of the frequency
passband limits of a surface acoustic wave �SAW� device 10, where low-
expansion substrate 1 has cavities 1a and 2a etched away under the

piezoelectric layer 2 carrying SAW electrodes 12, 13, etc. Top and bottom
sealing covers �not shown� are bonded to the piezoelectric and substrate
layers, and the SAW volume is filled with inert gas.—AJC
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7,062,109

43.38.Rh ACOUSTO-OPTIC DEVICE

Yukito Tsunoda and Hiroshi Miyata, assignors to Fujitsu Limited
13 June 2006 „Class 385Õ7…; filed in Japan 25 June 2004

To reduce the energy required to operate an acousto-optical tunable
filter using a surface acoustic wave �SAW� device—used, for instance, as an
optical add-drop multiplexer �OADM�—the SAW-piezoelectric substrate 11

is divided into two propagation paths 13b-1 and 13b-2 with isolation 33b-3
so as to concentrate the SAW energy propagation to be mainly adjacent to,
and in contact with, the optical wave guides 13a-1 and 13a-2.—AJC

7,064,471

43.38.Rh SURFACE ACOUSTIC WAVE DEVICE,
METHOD OF MANUFACTURING THE DEVICE, AND
ELECTRONIC COMPONENT USING THE
DEVICE AND METHOD

Kazuo Ikeda et al., assignors to Matsushita Electric Industrial
Company, Limited

20 June 2006 „Class 310Õ313 D…; filed in Japan 21 June 2001

Upon being subjected to violent heat or strain during the manufacture
of SAW device 1, e.g., batch dicing �cutting�, strong electrostatic charges
and potentials are generated on piezoelectric substrate 1 that can damage the
SAW fingers 2-3. By adding metal strips 18 and 20 connected to electrodes
6a and 6b, such spurious charges are drawn off or stabilized so that the

damaging high potentials will not occur. The claims include symmetry and
area of the added conductors and a sealed volume including the SAW
surfaces.—AJC

7,058,366

43.38.Si WIRELESS TERMINAL PROVIDING
SOUND PRESSURE LEVEL DISSIPATION
THROUGH CHANNELED PORTING OF SOUND

Gregory S. Patterson, assignor to Sony Ericsson Mobile
Communications AB

6 June 2006 „Class 455Õ90.3…; filed 9 December 2002

The tiny loudspeaker in a cell phone may be called upon to produce
audible sound in free air �ring tones and hands-free communication� yet
serve as a headphone receiver when the case is held tightly to the user’s ear.

An output suitable for the former usage may produce hearing damage when
used for the latter. Worse yet, the partially deaf user may then decide to sue
the manufacturer. One known alternative is to conduct only a portion of the
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speaker’s output through the central earphone hole 68, 70, and divert the
remainder to branch ports on the side or rear of the case. The novel feature
of this patent is to place relief ports 76 on the front of the case, but outside
the area needed for an ear seal.—GLA

7,062,023

43.38.Si TELEPHONE TERMINAL WITH ALARM

Takeshi Izaki, assignor to Brother Kogyo Kabushiki Kaisha
13 June 2006 „Class 379Õ110.01…; filed in Japan 30 September 2003

Some wireless telephones can be programmed to generate an alarm
signal at a predetermined time. If the alarm signal emanates from the hand-
set, and if the handset happens to be near the user’s ear at that time, hearing
damage can result. This patent describes a set of preloaded programming
instructions designed to forestall such an unhappy event.—GLA

7,064,655

43.38.Si VARIABLE-ECCENTRICITY TACTILE
GENERATOR

Matthew J. Murray et al., assignors to Sony Ericsson Mobile
Communications AB

20 June 2006 „Class 340Õ407.1…; filed 19 April 2004

An electric motor 12 driving an off-center mass 16 forms a common
type of vibrator, one that can be used in a cellular telephone as a silent ring
signal. If the distance between the mass and the axis of rotation is varied,

then the amount of vibration varies accordingly, allowing control over the
intensity of the silent signal. As a bonus, such variable eccentricity can be
used to minimize the electrical current drawn during startup.—GLA

7,065,219

43.38.Si ACOUSTIC APPARATUS AND HEADPHONE

Kensaku Abe et al., assignors to Sony Corporation
20 June 2006 „Class 381Õ74…; filed in Japan 13 August 1998

Most noise-cancelling headphones are self-contained and can be
plugged into any portable audio device. This patent suggests that certain
benefits can be obtained by moving the associated circuitry to a separate

control box, or to the audio playback device. Among those benefits is the
possibility of using the headset for binaural recording as well as playback.—
GLA

7,068,782

43.38.Si COMMUNICATIONS DEVICES WITH
RECEIVER EARPIECES AND METHODS THEREFOR

Karl F. Mueller and David M. Yeager, assignors to Motorola,
Incorporated

27 June 2006 „Class 379Õ433.02…; filed 27 June 2002

In a typical cellular phone, sound from a tiny loudspeaker 210 is
conducted to the user’s ear through a single hole or a small cluster of holes

130. If the earpiece is not positioned correctly, it is easy for sound to be
blocked by soft tissue. In this variant, the sound emerges around the circum-
ference of rounded button 140 to avoid the problem.—GLA
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7,031,476

43.38.Tj METHOD AND APPARATUS FOR
INTELLIGENT SPEAKER

Roy Kenneth Chrisop et al., assignors to Sharp Laboratories of
America, Incorporated

18 April 2006 „Class 381Õ77…; filed 13 June 2000

Communications module 28 is powered by a high-frequency carrier
signal that is impressed on the audio signal feeding speaker system 12 via
connections 20. The communications module, powered via filter 24 and
rectifier 26, sends coded information back to an amplifier using amplitude
modulation, phase shift keying, or two-tone modulation of the carrier signal.

The amplifier would need a module capable of decoding the information
signal. A signal may also be sent from the amplifier to the speaker system.
What effect the carrier and coded information signals may have on the
performance of the audio signal and the resulting acoustic signal emanating
from the speaker is not discussed, but one hopes that all this extra informa-
tion is well outside the audio passband.—NAS

7,054,816

43.38.Tj AUDIO SIGNAL PROCESSING DEVICE

Ronaldus Maria Aarts et al., assignors to Koninklijke Philips
Electronics N.V.

30 May 2006 „Class 704Õ270…; filed in the European Patent Office
24 December 1999

How refreshing it is to come across a patent that has a single figure and
less than two pages of text! The patent describes a device that has uses in the
area of teleconferencing, where both speech and music signals may be com-
bined in a single audio channel. The intent is to separate music and speech
so that speech can be assigned as needed and the music can be ‘‘widened’’
in pseudostereo fashion. According to the patent, the speech content can be
substantially isolated via principal component analysis �PCA� techniques.
The resulting speech and music components can then be redirected as
desired.—JME

7,035,422

43.38.Vk WEARABLE SPEAKER GARMENTS

David Wiener, assignor to Soundtube Entertainment,
Incorporated

25 April 2006 „Class 381Õ388…; filed 12 April 2000

Many people like to listen to music while engaging in a variety of
other activities. While headphones and earphones are presently used for this,
‘‘earphones and headphones are often uncomfortable to wear for long peri-
ods of time, are not an attractive fashion statement, can be dislodged as a

result of physical activity, and can attenuate environmental sounds compro-
mising the wearer’s safety.’’ The invention offers a solution to these
problems.—NAS

7,065,217

43.38.Vk APPARATUS AND METHOD FOR
MULTICHANNEL SOUND REPRODUCTION SYSTEM

Stefan Gierl et al., assignors to HarmanÕBecker Automotive
Systems „Becker division… GmbH

20 June 2006 „Class 381Õ10…; filed in Germany 5 March 2001

This patent describes, in principle only, a method of encoding FM
radio signals so that, at the receiving end, they engage various methods of
converting the basic stereo or mono program into a semblance of multichan-

nel. ‘‘For example, stereo, pseudostereo or mono reproduction are provided
in the multichannel sound reproduction system in response to the stereo
component within the output signal.’’—JME

7,066,898

43.40.Ng VIBRATOR, VIBRATION UNIT, AND
VIBRATOR CONTROL METHOD

Kentaro Mori et al., assignors to OMRON Corporation
27 June 2006 „Class 601Õ99…; filed in Japan 30 June 2000

We have here a fairly complex massaging device that is essentially a
vibrator having massaging balls moving back and forth along guiding
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members over a treatment area. A means of adjustment is provided for
altering the position and direction of the treatment unit.—DRR

7,032,708

43.40.Tm FLUSH MOUNTABLE VIBRATION
REDUCING LOUDSPEAKER MOUNTING
ASSEMBLY

Ian Popken et al., assignors to RussoundÕFMP, Incorporated
25 April 2006 „Class 181Õ150…; filed 27 August 2003

A damping gasket 14 is attached to baffle 12 by forcing forward lips
28a through baffle openings 18b. Baffle and gasket are attached to frame
member 16 using quarter-turn fasteners, which do not require any tools to

insert and turn. The baffle is thereby isolated from the frame member and
supporting wall.—NAS

7,055,811

43.40.Tm VIBRATION ISOLATING DEVICE

Yoshio Ihara et al., assignors to Toyo Tire and Rubber Company,
Limited

6 June 2006 „Class 267Õ140.13…; filed 3 May 2004

Isolator assembly 7 connects vehicle engine mount 4 �subject to engine
vibration� with vehicle body B through bolt 41, boss 2, elastomer 3, and
shell 71-73. This isolator includes a load bearing elastomer 3 to isolate the
engine vibrations in 4 from vehicle body B during normal running, and a

stiffer snubber elastomer 51-53. During body acceleration forward via the
carriage and drive wheels, engine inertia force rearward will deflect the soft

elastomer causing snubber 52 to contact assembly frame 71-73. A more
graduated such contact force is implemented by air cavity 10 �apparently the
major claim� in the stiffer elastomer 52, thus providing better vibration
isolation at 40–170 Hz �2400–4200 RPM� during acceleration. Open and
closed cavities 10 are claimed, with the rear cavity claimed especially.—
AJC

7,059,353

43.40.Tm POWER STEERING NOISE AND
VIBRATION ATTENUATOR

Brian Muscat and G. Michael Wooley, assignors to
DaimlerChrysler Corporation

13 June 2006 „Class 138Õ26…; filed 10 July 2003

Power steering pump noise and vibration traveling along hose 58 con-
nected by fasteners 62 or 64 to a vehicle power steering actuator �not
shown� is reduced by the inertia mass damping collar 10 fastened to the
hose. Collar 10 is installed by compressing the hose to pass through slot 18.

An alternative method for stiff hoses and pipes is to install collar 10 before
fastener 62 or 64 is installed. The position of the collar along the hose is
selected according to the type of hose, the length of hose, and the frequency
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of the vibrations specific to each application. The claims include an inner
bore of collar 10 that is slightly smaller than the outer diameter of hose 58
to effect friction to retain the position of the collar on the hose.—AJC

7,066,064

43.40.Tm METHOD AND APPARATUS FOR
VIBRATION DAMPENING OF BARFEEDERS

Raymond O. Varady, Collinsville, Illinois
27 June 2006 „Class 82Õ127…; filed 1 November 2002

The purpose of a barfeeder is to push a long bar into the workspace of
a production lathe up to a specified length. A certain length of the bar then
is supported within the headstock or spindle of the lathe, but the rest of the
bar stock �which may be quite long� must be supported by the bar-feeding
device. This length of the stock tends to whip and vibrate as the turning
speed is increased, adversely affecting the machining quality. An array of
hydrodynamic bearings, spaced along the length of the barfeeder, is pro-
vided to limit this vibration. In order to increase the range of bar stock
diameters and turning speeds for which these bearings provide effective
vibration control, these bearings are made to work with an electro-
rheological or a magneto-rheological fluid whose effective viscosity can be
controlled by appropriate application of electrical of magnetic fields.—EEU

7,063,192

43.40.Vn ACTIVE VIBRATION SUPPRESSION
APPARATUS, CONTROL METHOD THEREFOR, AND
EXPOSURE APPARATUS HAVING ACTIVE
VIBRATION SUPPRESSION APPARATUS

Takehiko Mayama, assignor to Canon Kabushiki Kaisha
20 June 2006 „Class 188Õ378…; filed in Japan 27 November 2000

An active vibration-suppression method for precision 3D semiconduc-
tor photo-optical etching apparatuses is claimed. Pedestal 1 carries a vibra-
tion sensor 3 that feeds controller 50 to stabilize the photo-etching target
holder 45. Stabilizing computer 4 provides approximate compensation ac-

cording to the natural modes of base 1 and isolating support 2. The control
algorithm 4-5 seems to be the familiar ‘‘three-function controller’’
�proportional/integral/differential� method that includes feed forward, veloc-

ity damping and acceleration sensing, plus nonlinear compensation, includ-
ing a gain reduction as a mechanical limit is approached. The claims include
the three-function, phase lead/lag, and monotonic nonlinear compensation
methods, and composites thereof.—AJC

7,066,454

43.40.Vn ACTIVE TYPE VIBRATION ISOLATING
SUPPORT SYSTEM

Hirozumi Kon et al., assignors to Keihin Corporation
27 June 2006 „Class 267Õ140.14…; filed in Japan 26 March 2003

A support for a vibration isolator is claimed where vibrations from
engine E are isolated from body frame F by elastomer 14, fluidized cham-
bers 24 and 25 separated by plunger 19, and elastomer diaphragm 18. A
spring under plunger 20 supports the engine weight. Actuator 31 is not
engaged during idle shaking; passive damping is afforded by small orifices

�not shown� between fluid volumes 24 and 25. For higher engine speeds,
where the orifice flow impedance is high, the coil magnetic actuator 31 is
energized through connector 40 by the electronic control unit U, driving
plunger 20 to prevent engine vibrations from entering the vehicle body. The
claims include the electromagnetic actuator, the liquid chambers, and the
support spring.—AJC
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7,043,867

43.40.Yq FISH-BITE INDICATOR

Clifford Royston Fox, assignor to Fox Design International
Limited

16 May 2006 „Class 43Õ17…; filed in the United Kingdom
6 December 1994

A fish-bite indicator incorporates a vibration sensor �a piezoelectric
bimorph� in contact with the fishing line that detects vibrations as a result of
a fish bite, but which also allows playout or retrieval of the line. The signals
generated by the vibrations are used to trigger a buzzer to alert the fisher-
man. The volume and tone of the buzzer, as well as the sensitivity of the
device, are adjustable. The device, including associated circuitry and battery
power supply, is contained within a plastic injection-molded housing.—WT

7,054,596

43.40.Yq WIRELESS VIBRATION DIAGNOSTIC
INSTRUMENT

Robert T. Arntz, assignor to DaimlerChrysler Corporation
30 May 2006 „Class 455Õ66.1…; filed 21 December 2001

This self-contained tool for helping to locate and diagnose automotive
chassis sounds in essence consists of a clamp to which there is attached a
vibration sensor and a compact electronics package. The electronic circuit
processes the vibration signals and transmits them to a suitable receiver,
such as a technician’s earphones or a FM radio. The primary advantage of
this device over earlier ones is that it does away with the inconvenient wire
connections that earlier systems require.—EEU

7,062,049

43.50.Lj ACTIVE NOISE CONTROL SYSTEM

Toshio Inoue et al., assignors to Honda Giken Kogyo Kabushiki
Kaisha

13 June 2006 „Class 381Õ71.4…; filed in Japan 9 March 1999

Low-frequency noise in the passenger compartment 24 of a wide range
of vehicles is highly correlated with suspension and vehicle-body vibrations
resulting in a longitudinal standing wave around 40 Hz and one around 80
Hz. Active noise control �ANC� is implemented using feed-forward signals
from sensor microphones 40 under the driver seat, 40A, 41, 42A under the
roof, and 42 in the truck space. These sensor signals are combined in a

controller containing multiple adaptive filters. A single speaker 25 emits the
canceling sound based on the error signal from head-position microphone
26. The claims include such ANC for vehicles with a fixed roof in the
frequency range of 20–120 Hz, a narrower range of 40–80 Hz, and a con-
trol box with a microphone placed where the antinode sound pressure is
high.—AJC

7,063,184

43.55.Ev SOUND REDUCING PANEL

Lahnie Johnson, Tampa, Florida
20 June 2006 „Class 181Õ290…; filed 11 June 2003

This patent describes a sound absorbing panel suitable for outdoor use.
The panel comprises a water-resistant element with a porous covering sheet
with a curable polymeric material forming an internal frame.—CJR

7,068,794

43.55.Ti SMART PANEL FOR DECREASING NOISE
IN WIDE BAND FREQUENCY

Jae Hwan Kim, assignor to INHA Industry Partnership Institute
27 June 2006 „Class 381Õ71.7…; filed in the Republic of Korea 15

March 2000

The patent asserts that the panel has improved transmission-loss per-
formance due to resonating piezoelectric members that are attached to the

board structure of the panel. The piezoelectric units adjust the impedance
value of the board at its resonant frequency.—CJR

7,062,056

43.58.Kr DIRECTIONAL HEARING AID TESTER

Jacobus Jonkman, assignor to Etymonic Design Incorporated
13 June 2006 „Class 381Õ312…; filed 10 September 2003

For a more realistic estimate of the directionality provided by a direc-
tional microphone system in a hearing aid that performs level-dependent

gain and frequency shaping, simultaneous broadband excitation signals are
used from two or more loudspeakers placed in an acoustic enclosure at
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certain positions relative to the hearing aid. If the excitation signals for the
loudspeakers have components that are orthogonal to each other, the re-
sponse of the hearing aid to each excitation signal can be extracted.—DAP

7,058,190

43.60.Bf ACOUSTIC SIGNAL ENHANCEMENT
SYSTEM

Pierre Zakarauskas et al., assignors to Harman Becker
Automotive Systems-Wavemakers, Incorporated

6 June 2006 „Class 381Õ122…; filed 22 May 2000

The patented system would monitor the signal spectrum from a micro-
phone in an effort to measure the signal quality, including whether the
microphone is switched on and what the signal/noise ratio is. If the signal is
deemed to fall below a certain quality threshold, the user is warned in some
way to take action �e.g., to talk into the microphone, to turn the microphone
on, etc.�. The title of this patent is somewhat misleading, since, in fact, the
onus is on the user to enhance his/her own signal �e.g., speech�, after re-
ceiving a warning from the system.—SAF

7,054,448

43.60.Dh AUTOMATIC SOUND FIELD CORRECTING
DEVICE

Hajime Yoshino and Kazuya Tsukada, assignors to Pioneer
Corporation

30 May 2006 „Class 381Õ59…; filed in Japan 27 April 2001

In this age of very complex home entertainment systems, the user can
certainly appreciate just about any degree of setup assistance—as long as
that assistance is automatic, foolproof, and turns itself off when it has fin-
ished its job. Described here is an elaborate means for calibrating such a
system. A microphone is placed at the intended listening position. One at a
time, the system goes through each channel, setting levels, equalization, and
relative delays. The unaided user could easily spend hours doing this job.—
JME

7,054,451

43.60.Dh SOUND REINFORCEMENT SYSTEM
HAVING AN ECHO SUPPRESSOR AND
LOUDSPEAKER BEAMFORMER

Cornelis Pieter Janse and Harm Jan Willem Belt, assignors to
Koninklijke Philips Electronics N.V.

30 May 2006 „Class 381Õ83…; filed in the European Patent Office 20
July 2001

This short patent describes several improvements in the operation of
just about any kind of speech reinforcement system. The advantage of echo

suppression is clear to everyone in that it improves signal intelligibility.
Likewise, the creating of a loudspeaker null zone in the neighborhood of an

active microphone diminishes the likelihood of system ‘‘howling’’ or
feedback.—JME

7,058,187

43.60.Dh AUTOMATIC SOUND FIELD CORRECTING
SYSTEM AND A SOUND FIELD CORRECTING
METHOD

Yoshiki Ohta, assignor to Pioneer Corporation
6 June 2006 „Class 381Õ98…; filed in Japan 14 February 2000

This patent describes the use of both pink noise and impulse signals
for automated setup of surround-sound loudspeaker arrays, primarily in the

home environment. As with the other systems that have been described in
these pages, channel level, polarity, equalization, and delay functions are all
adjusted.—JME

7,068,799

43.60.Dh SOUND FIELD CORRECTING METHOD IN
AUDIO SYSTEM

Yoshiki Ohta, assignor to Pioneer Corporation
27 June 2006 „Class 381Õ98…; filed in Japan 14 February 2000

Here is yet another entry in the automated surround-sound adjustment
sweepstakes. It appears, at least in this case, that the differentiae among
patents of this special class are not so much what actually happens when one
presses the START button—but rather how the controlling software is
written!—JME

7,058,184

43.60.Fg ACOUSTIC MEASUREMENT METHOD
AND APPARATUS

Robert Hickling, Huntington Woods, Michigan
6 June 2006 „Class 381Õ92…; filed 25 March 2003

The patent describes an intensity probe consisting of an array of small
omnidirectional microphones positioned at the vertices of a regular tetrahe-
dron. The component signals can be linearly combined to produce the three
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orthogonal acoustical velocity vectors, and directly summed to produce the
pressure component. The outputs are converted to digital form for further
processing.—JME

7,064,132

43.64.Gz COMPOSITION AND METHOD FOR
TREATMENT OF OTITIS EXTERNAL

Alan J. Mautone, assignor to Scientific Development and
Research, Incorporated

20 June 2006 „Class 514Õ310…; filed 11 December 2001

The patent describes a compound, process, and method for increasing
auditory canal patency while simultaneously preventing the occurrence of
otitis externa. An aerosolized mixture of liquid crystals consisting of a mix-
ture of one or more lipid surfactants, one or more spreading agents, and one
or more fluorocarbon propellants is administrated directly to the external
auditory canal. Spreading agents are selected from a group consisting of
sterols, lipids, fatty acids, cholesteryl esters, phospholipids, carbohydrates,
nucleic acids, and proteins, in powder form. Upon administration, the pro-
pellant�s� evaporate from the mixture and the lipid crystals are deposited
upon an air/liquid interface resident upon the epithelial tissue lining the
external auditory canal. When the lipid crystals make contact with the epi-
thelial lining, an amorphous spread film is formed, thereby forming a barrier
against exogenous water, while simultaneously decreasing the surface ten-
sion of the lining, so as to increase the patency thereof. In a second embodi-
ment, a therapeutically active agent effective in the treatment of otitis ex-
terna is added to the mixture of lipid crystals.—DRR

7,054,457

43.66.Ts HEARING INSTRUMENT RECEIVER
MOUNTING ARRANGEMENT FOR A HEARING
INSTRUMENT HOUSING

Oleg Saltykov, assignor to Siemens Hearing Instruments,
Incorporated

30 May 2006 „Class 381Õ328…; filed 13 August 2002

Components for a hearing aid are inserted in a keyed tubing that slides
into a channel in the hearing aid housing and conducts sound to the ear canal
of the wearer. The tubing assembly has a peripheral ring that hits a wall

while going through the hearing aid housing, thus stopping it during inser-
tion. The tubing assembly is said to help prevent the occurrence of acoustic
feedback oscillation during hearing aid use.—DAP

7,054,957

43.66.Ts SYSTEM FOR PROGRAMMING HEARING
AIDS

Scott T. Armitage, assignor to Micro Ear Technology,
Incorporated

30 May 2006 „Class 710Õ8…; filed 28 February 2001

Described is a system to program hearing aids from a host computer
that incorporates a PCMCIA, USB, RS-232, SCSI, Firewire, or wireless
interface. The program for programming hearing aids may be stored as a
dynamic link library �DLL� file in a memory within the programming de-
vice. Electrical isolation is provided between an interface in the program-
ming device and the computer.—DAP

7,058,182

43.66.Ts APPARATUS AND METHODS FOR
HEARING AID PERFORMANCE MEASUREMENT,
FITTING, AND INITIALIZATION

James Mitchell Kates, assignor to GN ReSound AÕS
6 June 2006 „Class 381Õ60…; filed 17 May 2002

A hearing aid performs self-tests by generating signals and recording
responses of specific components, or of the entire hearing aid, particularly
with respect to feedback canceller operation and maximum stable gain

versus prescribed gain. Under control of a test program loaded into the
hearing aid, the tests may be run during manufacturing or in situ during an
evaluation of the hearing aid fitting.—DAP
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7,058,191

43.66.Ts HEARING AID WITH A RADIO FREQUENCY
RECEIVER

Lars Ballisager and Bjarne Klemmensen, assignors to Oticon AÕS
6 June 2006 „Class 381Õ312…; filed in Denmark 4 October 2000

Upon activation of a switch, a radio-frequency receiver for a hearing
aid with a single-crystal oscillator scans for the presence of a carrier

frequency. If the carrier level exceeds a predetermined threshold, the re-
ceiver automatically synthesizes the appropriate receiving frequency without
having to physically interchange crystals.—DAP

7,068,802

43.66.Ts METHOD FOR THE OPERATION OF A
DIGITAL, PROGRAMMABLE HEARING AID
AS WELL AS A DIGITALLY PROGRAMMABLE
HEARING AID

Hervé Schulz and Tom Weidner, assignors to Siemens
Audiologische Technik GmbH

27 June 2006 „Class 381Õ318…; filed in Germany 2 July 2001

To prevent acoustic feedback oscillation, maximum amplification val-
ues are programmed and stored for individual channels in a multichannel
hearing aid. These values are determined either by the hearing aid wearer
and/or are generated by the hearing aid signal processor. The maximum gain
values may be derived from the initial amplification and the wearer’s short-
term volume-control changes and used in conjunction with other signal pro-
cessing algorithms, including automatic gain control, situational analyses,
and noise reduction.—DAP

7,065,224

43.66.Ts MICROPHONE FOR A HEARING AID OR
LISTENING DEVICE WITH IMPROVED
INTERNAL DAMPING AND FOREIGN MATERIAL
PROTECTION

Elrick Lennaert Cornelius et al., assignors to Sonionmicrotronic
Nederland B.V.

20 June 2006 „Class 381Õ369…; filed 28 September 2001

The peak in the frequency response of a hearing aid microphone is
attenuated without the use of screens that can become clogged with debris.
An edge of a damping frame is placed against the microphone diaphragm in

the rear volume of the microphone. The backplate is positioned at a known
distance close to the damping frame, which has a slit that defines an aperture
through which air escapes into the rear volume.—DAP

7,062,441

43.71.Gv AUTOMATED LANGUAGE ASSESSMENT
USING SPEECH RECOGNITION MODELING

Brent Townshend, assignor to Ordinate Corporation
13 June 2006 „Class 704Õ270…; filed 13 May 1999

This is a system for automated measurement of a person’s ability to
understand and speak a language. The system provides a set of tasks that
requires the subject to provide one or more spoken responses. A speech-
recognition evaluation of the spoken responses may be an estimate of the
linguistic content or other characteristics of the response or of elements of

the response. A scoring device converts the response evaluation into one or
more item scores. A computation device generates a subject score on the
basis of a scoring computation model that depends upon the expected item-
dependent operating characteristics of the speech recognition system.—
DRR
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7,054,808

43.72.Dv NOISE SUPPRESSING APPARATUS AND
NOISE SUPPRESSING METHOD

Koji Yoshida, assignor to Matsushita Electric Industrial
Company, Limited

30 May 2006 „Class 704Õ226…; filed in Japan 31 August 2000

This patent introduces a system for noise suppression for speech rec-
ognition tools. The system estimates the signal-to-noise ratio �SNR� by us-
ing the speech-signal power from a speech interval and the noise power
from a nonspeech interval. The noise-suppression-level coefficients are ad-
justed based on the value of SNR. Spectral subtraction is then performed
based on the speech/nonspeech determination and the values of the noise-
suppression-level coefficients.—AAD

7,065,486

43.72.Dv LINEAR PREDICTION BASED NOISE
SUPPRESSION

Jes Thyssen, assignor to Mindspeed Technologies, Incorporated
20 June 2006 „Class 704Õ227…; filed 11 April 2002

Linear filters derived from linear predictive coding analysis are used as
models of a speech signal and the noise accompanying it. This requires
detection of signal frames containing noise only, so that a noise model can
be effectively constructed and kept updated. If the noise, excluding the
speech, has been modeled correctly, simple methods for suppressing the
noise in a LPC resynthesized signal present themselves.—SAF

7,068,798

43.72.Dv METHOD AND SYSTEM FOR
SUPPRESSING ECHOES AND NOISES IN
ENVIRONMENTS UNDER VARIABLE ACOUSTIC
AND HIGHLY FEEDBACK CONDITIONS

Fernando Gallego Hugas et al., assignors to Lear Corporation
27 June 2006 „Class 381Õ93…; filed 11 December 2003

The general objective here is quite intriguing, as a unified in-vehicle
system is envisioned, which would allow any automobile occupant to com-
municate peacefully with the others through a setup of microphones and
speakers even during noisy road conditions, and which would also allow any
occupant to make a mobile phone call under the same kinds of noisy con-
ditions. The patented techniques focus on ways of deriving noise-canceling
filters and echo-canceling filters adaptively during the noisy drive, although
standard techniques are uniformly employed for the filters themselves �e.g.,
Wiener filters� and the adaptive schemes. Previous patents are also referred
to for complete procedures.—SAF

7,065,485

43.72.Ew ENHANCING SPEECH INTELLIGIBILITY
USING VARIABLE-RATE TIME-SCALE
MODIFICATION

Nicola R. Chong-White and Richard Vandervoort Cox, assignors
to AT&T Corporation

20 June 2006 „Class 704Õ208…; filed 9 January 2002

A scheme is described that would modify a speech signal by endowing
it with more of the typical characteristics of ‘‘clear speech’’ that have been
documented in the literature. Such modifications would include strengthen-
ing of consonantal cues by lengthening formant transitions using a new
variation of the overlap-add technique �called waveform similarity overlap-
add�, and adaptive spectral enhancement to make the spectral peaks �for-
mants� more distinct. These suggestions are of great interest, but the patent
goes vague in approaching the key hurdle of correctly identifying the con-

sonants and vowels of each syllable in the performance of the desired syl-
lable segmentation.—SAF

7,062,050

43.72.Gy PREPROCESSING METHOD FOR
NONLINEAR ACOUSTIC SYSTEM

Prank Joseph Pompei, Wayland, Massachusetts
13 June 2006 „Class 381Õ77…; filed 27 February 2001

Nonlinear distortion of an audio signal transmitted by an ultrasonic
carrier is reduced by processing audio signals applying an inversion to the

modeled representation of signal demodulation through a propagation me-
dium. The method is said to be effective for ultrasonic output levels ranging
from 20 Pa to about 1000 Pa.—DAP

7,069,210

43.72.Gy METHOD OF AND SYSTEM FOR CODING
AND DECODING SOUND SIGNALS

Rakesh Taori, assignor to Koninklijke Philips Electronics N.V.
27 June 2006 „Class 704Õ220…; filed in the European Patent Office

1 December 1999

Sound-signal segments are encoded independently into numbered
frames that are subdivided into several streams. Each frame is decoded for a
sound segment independently from other frames, so if a frame is omitted in
a stream, the sound signal can still be reconstructed by interpolation from
the available surrounding frames.—DAP

7,069,212

43.72.Gy AUDIO DECODING APPARATUS AND
METHOD FOR BAND EXPANSION WITH ALIASING
ADJUSTMENT

Naoya Tanaka et al., assignors to Matsushita Elecric Industrial
Company, Limited

27 June 2006 „Class 704Õ225…; filed in Japan 19 September 2002

Spectral band replication �SBR� compensates for high-frequency band
components that are lost in an audio coding process by adding pseudo-high-
frequency components to the low-frequency components. The number of

operations required in decoding for SBR band expansion is reduced by using
real-valued rather than complex-valued coefficient filter banks, which may
produce aliasing of image components that can reduce sound quality. Alias-
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ing is detected and removed by adjusting the gains of adjacent subband
signals.—DAP

6,975,989

43.72.Ja TEXT TO SPEECH SYNTHESIZER WITH
FACIAL CHARACTER READING ASSIGNMENT
UNIT

Hiroshi Sasaki, assignor to Oki Electric Industry Company,
Limited

13 December 2005 „Class 704Õ260…; filed in Japan 13 March 2001

This patent describes a method of including emotional or expressive
elements into synthesized speech. The included elements are created from a
specified inventory of character combinations, somewhat akin to the current
practice in e-mails and text messaging, known as emoticons. The patent

includes numerous tables of these allowed character sets, referred to here as
‘‘facial characters,’’ rules for their use, and their meanings. Apparently, nu-
merical values from the character tables are used in some way to construct
corresponding prosodic patterns for use by the speech synthesizer.—DLR

6,978,239

43.72.Ja METHOD AND APPARATUS FOR SPEECH
SYNTHESIS WITHOUT PROSODY MODIFICATION

Min Chu and Hu Peng, assignors to Microsoft Corporation
20 December 2005 „Class 704Õ258…; filed 7 May 2001

The intent of this concatenative speech synthesizer is to be able to
produce realistic-sounding phonetic and prosodic structures without doing
any modification of the speech segments from which the result is con-
structed. Needless to say, the system requires a vast assortment of stored
speech segments to accomplish this goal. Content-based search methods are
described by which suitable speech segments are located for use by the
synthesizer.—DLR

7,069,216

43.72.Ja CORPUS-BASED PROSODY
TRANSLATION SYSTEM

Jan DeMoortel et al., assignors to Nuance Communications,
Incorporated

27 June 2006 „Class 704Õ260…; filed 1 October 2001

Transcribed spoken-language corpora exist that have been annotated
for linguistic prosody. There has not been, however, a single standardized
way of annotating a textual corpus, or a text-to-speech system output, for
prosodic information. This patent describes a machine learning �instance-
based supervised� technique that could learn the principles of translating
between two different prosodic annotation schemes, and then put these into
practice on annotated text to change its prosodic annotations to the format
desired by the user. Such a method requires, for training, a large database of
natural speech with prosodic descriptions at various degrees of coarseness
from the syllable sequence on up to the sentence pitch track.—SAF

6,975,994

43.72.Ne DEVICE FOR PROVIDING SPEECH
DRIVEN CONTROL OF A MEDIA PRESENTATION

Sarah Leslie Black and Michael L. Weiner, assignors to
Technology Innovations, LLC

13 December 2005 „Class 704Õ275…; filed 12 September 2001

A system is described for the editing and presentation of media events,
such as a slide presentation, all of which would be under the control of a
speech-recognition computer system. Many examples are given of the
speech commands that would be used to control video and/or audio se-
quences, inclusion of Internet segments in the form of web pages, timing of
these, video display details, audio volume, and so forth. There is some
discussion of the types of computer controls available, slide advances, etc.,
but almost nothing about the speech recognition methods or mechanisms.—
DLR

6,978,237

43.72.Ne SPEECH RECOGNITION SUPPORT
METHOD AND APPARATUS

Mitsuyoshi Tachimori and Hiroshi Kanazawa, assignors to
Kabushiki Kaisha Toshiba

20 December 2005 „Class 704Õ238…; filed in Japan 30 June 1999

A speech recognition engine is here being applied to the task of gen-
erating a map of the area of interest, possibly for the purpose of vehicle
navigation. If a specific location is indicated by the recognized speech input,
then the distance from the user’s present location to the named location is

computed and announced. The application described here is a place locator
to be used in a car or by a pedestrian trying to find his or her way around a
city. In one embodiment, the recognizer would produce a list of n-best
candidates, from which the user would select, perhaps by a second speech
input utterance.—DLR

7,054,817

43.72.Ne USER INTERFACE FOR SPEECH MODEL
GENERATION AND TESTING

Yuan Shao, assignor to Canon Europa N.V.
30 May 2006 „Class 704Õ270…; filed 25 January 2002

As pointed out in the patent, speech models that lie within the core of
a speech recognition engine must normally be created by highly skilled
speech engineers in a specialized development environment. The ability to
create or tweak speech models is not normally within the range of the clients
of speech recognition software companies. The patent proposes to remedy
this situation by presenting a user-friendly environment within which rela-
tively novice users can create a speaker and word database and make use of
it in a controlled fashion to develop speech models of the sort used in typical
speech recognition engines.—SAF
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7,058,580

43.72.Ne CLIENT-SERVER SPEECH PROCESSING
SYSTEM, APPARATUS, METHOD, AND
STORAGE MEDIUM

Teruhiko Ueyama et al., assignors to Canon Kabushiki Kaisha
6 June 2006 „Class 704Õ270.1…; filed in Japan 24 May 2000

To reduce the amount of data transfer between a client in a portable
device and a server that performs speech recognition, compression-encoded

speech parameters rather than actual speech are transmitted to the server.
Scalar quantization is used to reduce 25-dimensional speech parameters into
four bits per dimension.—DAP

7,062,433

43.72.Ne METHOD OF SPEECH RECOGNITION
WITH COMPENSATION FOR BOTH
CHANNEL DISTORTION AND BACKGROUND
NOISE

Yifan Gong, assignor to Texas Instruments Incorporated
13 June 2006 „Class 704Õ226…; filed 18 January 2002

This very brief six-page patent is nonetheless crammed with details,
presenting a specific method of compensation for convolutive �channel� and
additive �background� distortions during the operation of an otherwise typi-
cal hidden Markov model speech recognition system trained on clean
speech. The method involves modifying the mean vectors of the original
model space in evidently novel ways.—SAF

7,062,436

43.72.Ne WORD-SPECIFIC ACOUSTIC MODELS IN
A SPEECH RECOGNITION SYSTEM

Julian J. Odell and Shahid Durrani, assignors to Microsoft
Corporation

13 June 2006 „Class 704Õ255…; filed 11 February 2003

The number of acoustic models used by a recognizer is reduced by
using word-specific models that model phones specific to candidate words.
A subseries of the general phones representing each candidate word is mod-
eled by at least one new phone dedicated to the candidate word or to a small
group of similar words. Examples of the candidate words include letters,
digits, dates, and commands.—DAP

7,065,487

43.72.Ne SPEECH RECOGNITION METHOD,
PROGRAM AND APPARATUS USING MULTIPLE
ACOUSTIC MODELS

Yasunaga Miyazawa, assignor to Seiko Epson Corporation
20 June 2006 „Class 704Õ233…; filed in Japan 23 October 2000

This verbose patent doesn’t present very much new material, but it is
still hard to follow the logic. It presents a means of using one of a set of six
acoustic models for each speech frame during a typical speech recognition

process. Each of the six models has been created by first adding one of six
predetermined noise patterns �which are not described�, and then undergoing
a noise elimination procedure, based upon the noise models. The best model
of the lot is chosen to drive recognition at each frame. The idea seems to be
that the real speech to be recognized is expected to have undergone a noise-
suppression process.—SAF

7,062,297

43.72.Ne METHOD AND SYSTEM FOR ACCESSING
A NETWORK USING VOICE RECOGNITION

Sten Minör et al., assignors to Telefonaktiebolaget L M Ericsson
„publ…

13 June 2006 „Class 455Õ563…; filed in the United Kingdom 21 July
2000

Unique applications on a network are found via speech recognition
using a location address consisting of several address components for each

application on the network. Voice-reference signals that are associated with
the address components are stored for later comparison to input voice
signals.—DAP
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7,065,488

43.72.Ne SPEECH RECOGNITION SYSTEM WITH
AN ADAPTIVE ACOUSTIC MODEL

Kiyoshi Yajima and Soichi Toyama, assignors to Pioneer
Corporation

20 June 2006 „Class 704Õ255…; filed in Japan 29 September 2000

Another variation on the theme of speech recognition with speaker and
noise adaptation, this patent suggests a particular scheme of comparison
among several feature vectors, each created differently from the same utter-
ance or utterance model. A ‘‘standard’’ vector, a noise-reduced vector, and a
vector from the signal with the noise still intact are each generated for a
received utterance, and are used in concert to derive a speaker-adapted
acoustic model. Detailed procedures are provided, which all work with well-
established acoustic vector forms such as cepstral coefficients, etc.—SAF

7,054,811

43.72.Pf METHOD AND SYSTEM FOR VERIFYING
AND ENABLING USER ACCESS BASED ON
VOICE PARAMETERS

Ziv Barzilay, assignor to Cellmax Systems Limited
30 May 2006 „Class 704Õ246…; filed 6 October 2004

This patent makes grandiose promises of a method to provide ‘‘abso-
lute verification of an identity’’ from among a known number of users, and
to provide such verification by means of fancy and hitherto untapped fea-
tures of speech, like the degree of chaos as measured by Lyapunov expo-
nents. While we are sympathetic to the idea that tapping into such veins
could one day provide individuating biometrics of speech, the assertion that
‘‘the Lyapunov exponents characterize the voice registration sample
uniquely’’ is simply not credible without substantiation, especially given that
the recent literature on chaotic time-series analysis is at odds with itself
where the measurement and ultimate value of various chaos metrics are
concerned.—SAF

7,059,168

43.80.Qf ULTRASOUND PHANTOM

Yasushi Hibi et al., assignors to Olympus Corporation
13 June 2006 „Class 73Õ1.86…; filed in Japan 1 October 2002

The patent pertains to an ultrasound phantom that emulates a human
body with regard to ultrasonic waves. It is a training tool for medical stu-
dents to learn the techniques of medical checkup of the body cavity with an
ultrasonic probe and/or an ultrasonic endoscope. The device consists of a
base member that is formed of a material that transmits ultrasound waves in
order to simulate at least a part of the body, and includes a storage portion
with a small width connected to another storage portion with a greater
width, one or more organ models, which are stored in either or both of these
storage portions, for imitating internal human organs. A jellylike member

that transmits ultrasound waves fills in the spaces around these organ
models.—DRR

7,063,668

43.80.Qf METHOD AND ARRANGEMENT FOR
ACOUSTIC DETERMINATION OF MOISTURE
CONTENT OF A GAS MIXTURE

Erik Cardelius et al., assignors to Maquet Critical Care AB
20 June 2006 „Class 600Õ532…; filed in Sweden 28 April 2003

The goal of the device is to provide a simpler method and arrangement
for the acoustic determination of the moisture content of a gas mixture in a
breathing aid that is used in medical critical care. The mechanical breathing
aid has two inlets, an air source and an oxygen source. A mixing location
controls the amounts of air and oxygen from these respective inlets. An

acoustic analyzer operates during the measurement procedure to yield a
moisture content value for air from the air source to generate acoustic
velocity-based information from acoustic energy interaction with the breath-
ing gas, and to determine therefrom oxygen content. The analyzer also op-
erates during a calibration procedure to generate acoustic velocity-based
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information from the interaction of acoustic energy with the air from the air
source and to determine therefrom oxygen content for the air, from which a
moisture content value for the air is determined. The analyzer can be
equipped to provide a warning signal if the calculated value for the moisture
content indicates an abnormally low or abnormally high moisture content in
the air being supplied to the mechanical breathing aid.—DRR

7,066,895

43.80.Sh ULTRASONIC RADIAL FOCUSED
TRANSDUCER FOR PULMONARY VEIN ABLATION

Vaclav O. Podany, assignor to Ethicon, Incorporated
27 June 2006 „Class 601Õ3…; filed 30 June 2003

This is an ultrasonic, radial, focused transducer designed to provide
sufficiently high energy for pulmonary vein �PV� ablation. The method con

sists of generating ultrasonic energy from one or more ultrasonic transducers
and focusing the ultrasonic energy in the radial direction either by shaping
the transducers or by arranging one or more lenses proximate to the
transducers.—DRR

7,063,666

43.80.Vj ULTRASOUND TRANSDUCERS FOR
IMAGING AND THERAPY

Lee Weng et al., assignors to Therus Corporation
20 June 2006 „Class 600Õ439…; filed 17 February 2004

Element excitations in these transducers are electronically phased to
position the focal point of an ultrasound beam. The beam can also be elec-
tronically steered. For imaging, the transducer bandwidth is increased by an
electronic switch that places a resistance in parallel with the array elements.
Additionally, the array can be flexed to vary its radius of curvature and, thus,
control the position of the focus, or the elements may be individually piv-
oted to steer the ultrasonic beam produced by the array.—RCW

7,066,886

43.80.Vj ULTRASOUND IMAGING SYSTEM AND
METHOD BASED ON SIMULTANEOUS MULTIPLE
TRANSMIT-FOCUSING USING WEIGHTED
ORTHOGONAL CHIRP SIGNALS

Tai Kyong Song and Young Kwan Jeong, assignors to Medison
Company, Limited

27 June 2006 „Class 600Õ443…; filed in the Republic of Korea
26 December 2001

Weighted orthogonal signals are transmitted by this system to produce
a number of focuses. Echoes received from the focuses are processed using
pulse compression to improve axial resolution without sacrificing frame
rate.—RCW

7,068,827

43.80.Vj SYSTEM AND METHOD OF MEASURING
FAT CONTENT IN TARGET ORGAN AND
RECORDING MEDIUM OF RECORDING FAT
CONTENT MEASURING PROGRAM

Ji Wook Jeong et al., assignors to Electronics and
Telecommunications Research Institute

27 June 2006 „Class 382Õ128…; filed in the Republic of Korea 26
September 2002

Fat content is quantified by comparing amplitudes in selected regions
of ultrasonic images.—RCW

7,066,889

43.80.Vj SCANNING PROBE

James D. Taylor, assignor to Envisioneering, LLC
27 June 2006 „Class 600Õ459…; filed 22 March 2004

This ultrasound probe includes a pair of motors in one end of the probe
housing. The shaft of one motor has a hollow interior and is used to produce
a longitudinal movement of an ultrasound transducer. A shaft that extends

through the interior of the first shaft is used to pivot or rotate the ultrasound
transducer to produce a cross-sectional view of the surrounding anatomy.
Volumes of anatomy are scanned by motion of the first shaft.—RCW

3456 3456J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Reviews of Acoustical Patents



7,056,290

43.80.Vj CONTINUOUS DEPTH HARMONIC
IMAGING USING TRANSMITTED AND
NONLINEARLY GENERATED SECOND HARMONICS

Matthew Rielly and James Jago, assignors to Koninklijke Philips
Electronics, N.V.

6 June 2006 „Class 600Õ447…; filed 30 September 2002

An ultrasound beam is transmitted at a fundamental frequency to pro-
duce harmonics nonlinearly and echos from the harmonics at far ranges. An
ultrasound beam is also transmitted at a harmonic frequency to produce
echos at near ranges to compensate for the lack of harmonically produced
echos at near ranges.—RCW

7,060,033

43.80.Vj ULTRASOUND IMAGING GUIDEWIRE
WITH STATIC CENTRAL CORE AND TIP

David A. White and W. Martin Belef, assignors to Boston
Scientific Corporation

13 June 2006 „Class 600Õ463…; filed 14 June 2004

This guidewire contains an ultrasonic scanning device that is rotated
around the axis of the guidewire to obtain images at all azimuthal angles
around the guidewire axis. The imaging device is also translated within the
guidewire to obtain images at other positions along the guidewire axis with-
out moving the guidewire.—RCW
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Audiograms in air and underwater, determined by previous workers for four pinniped species, two
eared seals �Otariidae� and two phocids �Phocidae�, are supplemented here by measurements on
their middle ear ossicular mass, enabling mechanistic interpretations of high-frequency hearing and
audiogram differences. Otariid hearing is not largely affected by the medium �air/water�. This
indicates that cochlear constraints limit high-frequency hearing in otariids. Phocids, however, have
massive middle ear ossicles, and underwater hearing has radically shifted towards higher
frequencies. This suggests that the high-frequency hearing of phocids in air is constrained by ossicle
inertia. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2372712�

PACS number�s�: 43.64.Bt, 43.80.Lb �WWA� Pages: 3463–3466

Pinnipeds are adapted to hearing in both air and water,1–4

two media with radically different acoustic properties. In air
pinnipeds probably hear like terrestrial mammals; sound
waves enter through the external auditory meatus and set the
tympanic membrane and the middle ear ossicles into vibra-
tion, producing movements of the oval window and pressure
fluctuations in the cochlear fluid. In this situation the middle
ear acts as a filter limiting the hearing range, and the inertia
of the middle ear ossicles is relevant as it may affect the high
frequency hearing limit �HFHL�.5–8 Cochlear factors may
also limit high frequency hearing.9

While the detailed mechanism for pinniped hearing un-
derwater still remains unknown, it is well-known that these
animals close their outer ear canal in water,10,11 and that sev-
eral options for hearing through bone conduction are pos-
sible. Sound may, for instance, set the whole head into vi-
bration and then the inertia of massive ossicles has a very
different role, leading to differential motion between the

stapes and the vibrating cochlear capsule.11–15 In such a situ-
ation massive ossicles are of great advantage. Skull vibra-
tions may also cause movements and deformations of the
cochlea, producing fluid movement and hair cell
stimulation.11,12,14 Direct recordings of skull and ossicle vi-
brations suggest, however, that ossicle rather than fluid iner-
tia is the main mechanism behind bone conduction in
humans.16

In order to appreciate the different roles of inertia in air
and water it is useful to consider the differences in sound
dissipation in these media. Let us compare two plane waves
of equal intensity and frequency, one in air and the other in
water. As the ratio of the characteristic acoustic impedances
between water and air is �3700, the sound pressure ratio is
�3700=61, and the ratio of particle velocities and accelera-
tions is 1 /61. In water, sound can bring heavy masses into
vibration, as a result of the large sound pressure, but due to
the small particle velocity and acceleration the inertial forces
are much reduced. Thus it is understandable that in water
sound can set an animal’s head into vibration, even at fairly
high frequencies, and lead to bone conduction hearing.

a�Author to whom correspondence should be addressed. Electronic mail:
snummela@fastmail.fm
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Phocid ears differ anatomically from otariid ears in sev-
eral respects. In phocids, the auditory bulla is inflated, the
tympanic membrane and oval window are relatively large,
and the round window and the fossula into which it opens are
immense. Further, the round window is partly shielded from
direct access to the middle ear, and in extreme cases �Mir-
ounga� it opens outside the middle ear cavity, external to the
skull.12 Phocid middle ear ossicles are bulbous and massive,
ten times larger than in terrestrial mammals with a similar
skull size, whereas the otariids ossicles do not deviate in size
from those of their terrestrial carnivore relatives, indicating
that the phocid hearing system is clearly more specialized for
aquatic hearing.11,12,17,18

Consequently, it is possible that in air the interaction
between the middle and inner ear in seals is very different
from that in water. However, given the current knowledge of
cochlear physiology, there is no reason to expect significant
changes, when the animal’s head is submerged just below the
surface. Thus a comparison of phocid and otariid audiograms
measured in air and underwater1,17,19–25 may provide valu-
able information on the relative roles of the middle and the
inner ear in shaping the high-frequency part of the audio-
grams. To study various functional interpretations previously
published audiogram data are here supplemented by the
middle ear ossicular mass �malleus+incus� for several pho-
cids and otariids �Table I�. The stapes mass is not included; it
forms a constant fraction of 5% of the combined mass of
malleus and incus.18

When a bone with mass m vibrates with angular fre-
quency �, acceleration a, and velocity v, the inertial force is
ma=m�v. Thus the role of inertial forces increases with an
increasing frequency. The ossicle inertia in air-conducted
hearing and the inertia of the skull bones in bone-conducted
hearing most likely limit the hearing sensitivity at high fre-
quencies. The inertia may, however, lose its physiological
relevance for high-frequency hearing in case the tonotopic
organization of the basilar membrane, or the molecular
mechanisms of the individual hair cells prevent the cochlea
from following high frequencies.9,26,27 This means that co-
chlear factors may set limits to hearing already at somewhat
lower frequencies, well before the inertia becomes a critical

factor that would limit the hearing sensitivity. While inertia
causes the hearing threshold to rise rather steadily toward
higher frequencies, cochlear effects apparently result in an
abrupt high-frequency cutoff.8,28,29

Behavioral audiograms of four pinniped species are of
interest here �Fig. 1�. Instead of sound pressure levels the
corresponding plane wave intensity levels are being used.
This quantity enables direct comparison of results from the

TABLE I. Data on hearing and middle ear ossicles for four pinnipeds. High-frequency hearing limit in air �fHa�,
and underwater �fHw�, predicted high-frequency hearing limit in air �fH�, combined mass of malleus and incus
�m, mean value for several ears, sex and side given when available�. For institutional abbreviations, see the
Acknowledgments.

Taxon
fHa

kHz
fHw

kHz
fH

kHz
m

mg Material studied

Phocidae
Phoca vitulina 22 100 17 164 �see Ref. 18�
Mirounga angustirostris 24 80–100 8 1390 LACM 54767

�female, right and left�
Otariidae
Callorhinus ursinus 35 40 39 13.0 AMNH 245298 �left�,

NMNH 286106 �female�,
286149 �male�,

SDSNH 16326 �right�
Zalophus californianus 31 34 33 21.9 SDSNH 22862 �male, left�,

22981 �left�

FIG. 1. Audiograms for phocids �a� and otariids �b�. All threshold intensities
are given in decibels relative to 1 pW/m2, in order to compare thresholds in
water and air. Open symbols in-air, filled symbols underwater. �, � Phoca
vitulina �Ref. 1�; �, � Mirounga angustirostris �Ref. 23�; �, � Zalophus
californianus �Refs. 19 and 20�; �, � Callorhinus ursinus �Ref. 20, the
values for Lori�.
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two media.1,11,23,28 All threshold intensities are given in deci-
bels relative to 1 pW/m2. In-air and underwater audiograms
are shown for two phocids, Phoca vitulina �harbor seal� and
Mirounga angustirostris �northern elephant seal� �Fig. 1�a��,
and for two otariids, Callorhinus ursinus �northern fur seal�
and Zalophus californianus �California sea lion� �Fig. 1�b��.
The high frequency hearing limits �HFHLs� of each pinniped
in air and underwater are given in Table I; the HFHL is taken
to be the frequency where the curve crosses the threshold of
60 dB at the high-frequency part of the curve.

The phocid underwater audiograms, with high sensitivi-
ties up to 50 kHz �Fig. 1�a��, are amply supported by similar
audiograms for three other phocid species, the harp seal �Pa-
gophilus groenlandicus�, the ringed seal �Pusa hispida�, and
the grey seal �Halichoerus grypus�.17,24,25 These species also
have massive ossicles, the malleus+incus mass is �200, 150
and 300 mg, respectively,18 similar to that of Phoca vitulina
�164 mg, Table I�. The harp seal shows a slight deviation
from the other phocids; within the frequency range
16–32 kHz the hearing threshold in air remains constant, as
opposed to the rising threshold in Phoca and Mirounga.25 It
is possible that in air the harp seal uses a somewhat different
hearing mechanism than other phocids.

According to current understanding the middle ear re-
mains air-filled when a seal is submerged just below the
surface.11,12 This implies that in typical behavioral experi-
ments where the animal’s head is usually about 1 m below
the water surface and the static pressure increase is approxi-
mately 10%, no radical changes in the cochlear physiology
are to be expected. Thus the large difference between the
phocid HFHL values in air and underwater �Fig. 1�a�� hardly
reflect any cochlear changes but more likely differences be-
tween sound transmission in air and in water, and the differ-
ent mechanisms by which these sound stimuli reach the co-
chlea. The inertia of the middle ear ossicles limits high-
frequency hearing in air,5–8 but in water the bone conduction
mechanism described above may stimulate the cochlea at
higher frequencies. The effect of inertia thus explains the
differences of HFHL values of phocids underwater and in air.

The otariid HFHL values in air and underwater are al-
most equal �Fig. 1�b��. A parsimonious explanation for this is
that in otariids the high-frequency hearing limit has a co-
chlear origin at sound frequencies around 35 kHz. This limit
constrained by the cochlea is thus responsible for the final
cutoff in air, and for a very sharp sensitivity cutoff underwa-
ter at about the same frequency. It is plausible that even in
otariids the cochlea might be stimulated through bone con-
duction at higher frequencies, but according to the hypoth-
esis presented above their cochlea is not evolutionarily
adapted for high-frequency hearing in air or in water.

These pinniped results support the notion that both the
middle ear and the inner ear contribute to the threshold rise
toward high frequencies, the middle ear causing an inertial
effect, mostly seen in phocids, and the inner ear producing an
absolute cochlear cutoff, encountered in otariids. In terres-
trial mammals, adapted to hearing in air, and whales, adapted
to hearing underwater, the contributions of the middle and
inner ear to the HFHL apparently overlap.9,26,28 Middle ear
and inner ear have coevolved, and we cannot expect high

cochlear sensitivity to frequencies which cannot reach the
inner ear.

If the middle ears of different mammals are isometric
and certain other conditions are met, the HFHL values lim-
ited by inertia are inversely proportional to the cubic root of
ossicle mass m.8 The middle ears of terrestrial mammals are
approximately isometric, and indeed the experimental HFHL
values as a function of 1/�3 m, where m is given in milli-
grams, follow approximately the line fH=91 kHz/�3 m.8,18

Table I shows the experimentally determined high-frequency
hearing limits of seals in air �fHa� and the values calculated
using the equation above �fH�. In Phoca, Callorhinus, and
Zalophus fHa and fH agree reasonably well, suggesting that
the middle ears of these seals are functionally isometric with
the middle ears of terrestrial mammals.8,18 The effect of in-
ertia is also apparent in the otariid audiograms in air. The
ossicles of Zalophus are heavier than those of Callorhinus,
and indeed the threshold of Zalophus starts to rise at a lower
frequency than the threshold of Callorhinus.

The experimental HFHL value of Mirounga in air,
24 kHz, is much higher than the value 8 kHz predicted on
the basis of its heavy ossicles. However, the absolute sensi-
tivity of Mirounga in air is poor, 27 dB lower than in Phoca,
suggesting a functional difference between the hearing
mechanisms of these species. Thus deviations from isometry
and possible contributions from bone conduction may ex-
plain the exceptional HFHL of Mirounga.

It remains to be studied whether anatomical or functional
differences exist in the inner ear of otariids and phocids. Our
future work on pinnipeds will focus on the evolutionary as-
pects of the middle ear and hearing �in preparation�.
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A note on the low-frequency noise reduction of cylindrical
capsules (L)
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The noise reductions provided by capsules consisting of uniform cylindrical shells whose two ends
are closed off by like circular plates are analyzed for the low-frequency regime in which a capsule
acts quasi-statically, much like a pressure vessel. The change in the confined volume is determined
from the structural deflections produced by a net pressure difference, taking account of the
interactions of the shell and end plates. Expressions for the noise reduction of a single capsule and
of two nested capsules are derived. Some insights into the noise reduction effects of interaction
between the shell and end plates are discussed, as are the contributions of these components.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2363936�

PACS number�s�: 43.40.Ey, 43.40.Dx, 43.40.Qi �DF� Pages: 3467–3470

I. INTRODUCTION

In many practical applications it is desired to employ an
enclosure to shield a sensitive item from noise �for example,
to reduce the noise exposure of an experimental animal in
magnetic resonance imaging� or to protect the surroundings
from noise produced by a source. In cases where all dimen-
sions of the enclosure are much smaller than an acoustic
wavelength, the effect of the sound field on the enclosure is
essentially like that of a fluctuating uniform pressure. If the
frequencies of the acoustic pressure fluctuations are signifi-
cantly lower than the fundamental natural frequency of the
enclosure structure, then that structure deflects quasi-
statically and may be analyzed essentially like a pressure
vessel. This analysis approach is applied here to a capsule
consisting in essence of a thin-walled pipe with flat end caps.

II. COMPONENT DEFLECTIONS

A. Cylindrical shell

Figure 1 shows a section through a cylindrical shell
along its axis and indicates the sign convention of
Timoshenko,1 which is used in the present analysis. If the
origin of the axial coordinate x is taken at midlength of the
shell in order to take advantage of symmetry about the mid-
point, then the inward deflection w due to a net internal
pressure p may be written as1

w�x�/p = A sin �x sinh �x + B cos �x cosh �x − a2/EShS,

�1�

where a and hS denote the shell’s radius and thickness, re-
spectively, and ES represents the modulus of elasticity of its
material. The parameter � is defined as

� = �EShS/4a2DS�1/4 = �3�1 − �S
2�/a2h2�1/4, �2�

where DS denotes the shell wall’s flexural rigidity and obeys

DS = EShS
3/12�1 − �S

2� �3�

with �S representing Poisson’s ratio of the shell’s material.
The constants A and B need to be evaluated from the end
conditions.

If the end plates restrain the radial deflection of the shell
fully, then the end conditions are

w�L/2� = 0 and MS = − DS
d2w�L/2�

dx2 , �4�

where MS denotes the moment acting on the shell’s edge per
unit edge length. By applying these two boundary conditions
to Eq. �1� one obtains two equations, which may be written
compactly as

AsS + BcC = a2/EShS � � �5a�

AcC − BsS = − MS/2p�2DS � − � , �5b�

where � and �, as well as the notation

s = sin �, c = cos �, S = sinh �, C = cosh � �6�

have been introduced for the sake of convenience, with �
defined as

� = �L/2. �7�

Solution of these equations yields

A = ��sS − �cC�/� �8a�

B = ��sS + �cC�/� , �8b�

with

� = C2 − s2. �8c�

One then finds from Eq. �1� that the slope �S=dw�L /2� /dx at
the shell’s edge obeysa�Electronic mail: eungar@acentech.com
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�S�/p� = ��SC − sc� − ��SC + sc� . �9�

With MS=0 the foregoing equations apply to a shell with
hinged edges. For a shell with clamped edges, at which the
slope is equal to zero, Eq. �9� implies that moment at a
clamped end obeys

MS, clamped = a� DS

EShS
�SC − sc

SC + sc
�

=
ahS

2�3�1 − �S
2�
�SC − sc

SC + sc
� . �10�

B. Circular plate

With the sign convention shown in Fig. 2, the displace-
ment y at radius r of a plate in the direction of the applied
pressure p obeys1

y�r�/p = �r4 − a4�/64DP + C�r2 − a2� , �11�

where DP represents the flexural rigidity of the plate �given
by the same expression as for the shell, but here involving
the parameters relevant to the plate�, C is a constant, and the
deflection at the rim has been taken to be zero, y�a�=0.

Substitution of the foregoing expression into that for the
moment MP at the rim of the plate per unit length along the
rim,

MP�a� = − DP	d2y

dr2 +
�P

r

dy

dr



r=a
�12�

where �P represents the plate material’s Poisson’s ratio, per-
mits one to find that

C = −
1

2�1 + �P�DP
	MP

p
+

a2�3 + �P�
16


 . �13�

From Eq. �11� one may then obtain the following expression
for the slope �P at the rim:

�P

p
=

dy�a�
pdr

= −
a

DP�1 + �P��MP

p
+

a2

8
� . �14�

With MP=0 the foregoing expressions apply for a plate with
a hinged edge. At a clamped edge the slope vanishes, so that
one may find from Eq. �14� that at such an edge the moment
obeys

MP, clamped = − pa2/8. �15�

C. Interconnection of shell and end plates

If the shell is rigidly connected to the end plates, then
the slopes and moments at the shell and plate edges must
match. Taking account of the sign conventions �see Fig. 3�
this matching requires that

�S = �P and MS = − MP. �16�

Application of Eqs. �9� and �14� to the foregoing relations
then permits one to determine the moment at the rim:

MS

p
= a2

1

8
+

�DP�1 + �P��SC − sc�
EShS�

1 +
DP�1 + �P��SC + sc�

2�aDS�

. �17�

This moment is always positive and thus always opposes the
deflection induced by the pressure, as one would expect.

For the case where the plate rigidity is much greater than
that of the shell �that is, for DP�DS� Eq. �17� reduces to the
moment for a clamped-edge shell, corresponding to Eq. �10�.
This result agrees with intuition, since a comparatively rigid
end plate essentially fixes the shell edge. Similarly, for the
case where the shell is much more rigid than the plate �that
is, for DP	DS� Eq. �17� reduces to the moment for a
clamped-edge plate, as given by Eq. �15�. This again agrees
with intuition, since a comparatively rigid shell in essence
serves to keep the plate edge fixed. Note that the latter mo-
ment does not depend on the plate’s rigidity and that Eq. �17�
does not apply to the case where end plates are absent �or
DP=0�.

FIG. 1. Axial section through cylindrical shell, showing sign conventions
for pressure p, radial deflection w, and edge moment per unit edge length
MS, after Timoshenko.

FIG. 2. Section through circular plate along a diameter, indicating sign
conventions for pressure p, radial coordinate r, deflection y, and edge mo-
ment per unit edge length MP, after Timoshenko.

FIG. 3. Moments and rotations at interconnection of cylindrical shell and
end plate.
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III. DISPLACED VOLUMES

The volume VS displaced by the deflection of the cylin-
drical shell may be calculated from Eq. �1�:

VS/p = − 2�
0

L/2

2
a�w/p�dx

= − 4
a�AIA + BIB − �1 − �S/2�a2L/2EShS� . �18�

Here the last term has been multiplied by �1−�S /2� to ac-
count for the Poisson effect, which restricts the radial expan-
sion of the shell as the result of the axial force that acts on
the shell due to the pressure on the end plates. The minus
sign has been added to make the expression correspond to an
increase in the contained volume for an internal pressure �or
a decrease in the volume for an external pressure� in view of
the sign convention applicable to Eq. �1�. IA and IB are de-
fined as

IA = �
0

L/2

sin �x sinh �xdx = �sC − cS�/2� �19a�

IB = �
0

L/2

cos �x cosh �xdx = �sC + cS�/2� . �19b�

Substitution for A and B from Eqs. �8a� and �8b� then yields2

VS

p
=

2
a3L

Eshs
�1 −

�S

2
−

SC + sc

2��
� −


aMS/p

DS�3 ·
SC − sc

�
.

�20�

The volume VSA due to the axial expansion of the shell
may readily be found to obey

VSA

p
=


a3L

2hSES
. �21�

The volume VP displaced by the two end plates may be
found to be given by3

VP

p
= 4
�

0

a y

p
rdr =


a4

2�1 + �P�DP
	− MS

p
+

a2�7 + �P�
48



�22�

on the basis of Eqs. �11� and substitution of C from Eq. �13�.
The total volume decrease VD=VS+VSA+VP due to an

external pressure may then be found from the three foregoing
equations.

IV. SOUND ATTENUATION OF CAPSULES

A decrease VV of a confined volume results in an in-
crease pi in the pressure in that volume. For rapidly changing
small �i.e., acoustic� pressures, the volume compliance of the
confined volume—that is, the ratio B of the volume reduc-
tion to the pressure increase—obeys

B � VV/pi = V0/�p0, �23�

where V0 represents the initial volume and p0 the initial pres-
sure in that volume; the symbol � represents the ratio of
specific heats in the confined gas �equal to 1.4 for air�.

In the foregoing analysis of the volume change resulting
from a pressure p applied to a capsule structure, the pressure
p tacitly was taken to represent the difference between the
external pressure pe and the internal pressure pi. If one takes
account of this fact and replaces p by pe− pi one may write
the volume compliance of the capsule structure as

� � VD/p = VD/�pe − pi� . �24�

Since the reduction VV of the confined volume is the same as
the volume reduction VD resulting from the capsule deforma-
tion, one may readily find from the two foregoing equations
that

pe/pi = 1 + B/� . �25�

Thus, the attenuation �or noise reduction� NR obeys

NR = 20 log10�pe/pi�

= 20 log10�1 + B/�� = 20 log10�1 +
V0

��p0
� . �26�

It should be noted that the confined volume V0 may be
smaller than the entire volume of the cylindrical enclosure if
that enclosure contains acoustically incompressible objects.

In order to consider two nested enclosures �capsules�
with an air space between the inner and outer one, one may
define the volume compliances �E and �I of the outer and
inner enclosures, respectively, in analogy to � of Eq. �24�, in
terms of the volume decreases VE and VI resulting from de-
formations of these enclosures. Similarly, one may define the
compliances BI and BM of the interior volume and of the
volume between the exterior and interior capsule in analogy
to Eq. �23�. Then, taking account of the fact that the reduc-
tion VM in the volume between the two capsules results from
deformations of both capsules, one may write

VM = BMpm = VE − VI = �E�pe − pm� − �I�pm − pi� , �27�

where pm denotes the pressure increase in the space between
the two capsules. Since the reduction VI of the volume inside
the interior capsule results from the deformation of the inte-
rior capsule, one also may write

VI = BIpi = �I�pm − pi� . �28�

By solving the foregoing relation for pm and introducing the
result into Eq. �24�, one may find after some manipulation
that

pe

pi
= �1 +

BM

�E
��1 +

BI

�I
� +

BI

�E
. �29�

The corresponding NR is equal to 20 log10 of the foregoing
pressure ratio.

V. SOME OBSERVATIONS, DESIGN IMPLICATIONS

From Eq. �17� it is evident that the edge moment MS due
to interconnection of the shell and the end plates is always
positive. Equations �20� and �22� show that an increase in
this moment results in reduced volume displacement, and
therefore in greater noise reduction. One thus may conclude
that rigid connection between the shell and its end plates
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results in greater NR than hinged connection �for which MS

=0�, as one would expect intuitively.
From Eqs. �10� and �15� one finds that the ratio of the

two limiting edge moments can be written as

MS�DP � DS�
MS�DP 	 DS�

=
4

3�1 − �S
2

·
SC − sc

SC + sc
·

hS

a
. �30�

Since hS /a	1 for the usually considered thin shells, it fol-
lows that the foregoing ratio is less than unity, implying that
a comparatively rigid end plate exerts a smaller edge mo-
ment on the shell than does a comparatively compliant end
plate. In fact, one may show from Eq. �17� that dMS /dDP is
always negative �for hS /a	1�. This implies that MS al-
ways decreases as DP increases and thus that a less rigid
end plate results in a greater moment and therefore in a
smaller volume displacement by the shell—contrary to
what one would expect intuitively at first glance. How-
ever, one may explain this phenomenon by noting that a
given pressure tends to cause a less rigid end plate to
deflect more, resulting in greater rotation at the intercon-
nected edges and thus in exertion of a greater moment on
the shell edge.

For a capsule configuration for which the moment MS

given by Eq. �17� is greater than that corresponding to a shell
with clamped edges, as given by Eq. �10�, it follows from
Eq. �20� that the volume displaced by the shell is smaller
than the volume the shell would displace if its edges were
clamped. Similarly, it follows from Eq. �22� that for a con-
figuration for which the moment MS given by Eq. �17� is
greater than the moment corresponding to a plate with
clamped edges, as given by Eq. �15�, the volume displaced
by the plate is smaller than that the plate would displace if its
edge were clamped.

With more flexible end plates the volume displaced by
the shell is reduced, but the volume displaced by the plates is
increased. Since NR depends on the sum of the volumes
displaced by the shell and the end plates, one would want to
minimize this sum, subject to such constraints as the total
weight of the assembly. Such optimizations probably are best
investigated numerically for specific cases of interest.

One may determine from Eqs. �20� and �22� that the
ratio VS /VP of the volume displaced by the shell to that
displaced by the end plates is of the order of �EP /ES�
�hP /a�3�L /hS�. Since �hP /a�3 typically is very small, the
volume displaced by the shell in most cases is considerably
smaller than that displaced by the end plates. This suggests
that in order to obtain a large NR one should make the end
plates as rigid as possible by making them thick and of a
material with a high modulus of elasticity, and ideally also
by affixing them to stiff flanges.

Throughout all of the foregoing discussion it was tacitly
assumed that the sound field that excites the capsule struc-
tures is known and not changed by the motions of these
structures. In most practical cases such changes in the sound
field only have small effects on the relatively large noise
reductions that well-conceived capsules can provide. It is
important to note also that the capsule considered here con-
sists of a uniform cylindrical shell and that ribs or other
disruptions of the shell’s circumferential uniformity may in-
crease the volume compliance of the shell and thus decrease
the capsule’s noise reduction.
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VS

p
=

2
a3L

Eshs
	1 −

�S

2
−

C2 − c2

��SC + sc�

3In agreement with the sign convention of Fig. 2 this expression indicates
that both the pressure and the edge moment MP=−MS increase the dis-
placed volume. With MS=0 this expression corresponds to simply sup-
ported edges. For two end plates with clamped edges,
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p
=
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Listeners estimated the lateral positions of 50 sine tones with interaural phase differences ranging
from −150° to +150° and with different frequencies, all in the range where signal fine structure
supports lateralization. The estimates indicated that listeners lateralize sine tones on the basis of
interaural time differences and not interaural phase differences. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2372456�
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I. INTRODUCTION

Since the time of Lord Rayleigh �Strutt, 1907� it has
been known that human listeners can localize or lateralize
tones on the basis of interaural phase differences �IPDs� or
interaural time differences �ITDs�. For a tone of given fre-
quency there is a simple relationship between the two inter-
aural parameters, IPD=360° f�ITD�, where IPD is measured
in degrees. Thus IPD and ITD are almost the same thing, but
there is a proportionality factor which is the frequency of the
tone, f .

The distinction between IPD and ITD causes one to
wonder if one of these two measures of interaural difference
correlates better with the human perception of sidedness. A
priori, the IPD has a built-in advantage in that there is a fixed
physical terminus for the measure. As the phase increases to
180°, the IPD of a sine tone loses its significance whatever
the ITD or the frequency. Further, measurements of just no-
ticeable deviations from the midline show that the JND in
IPD is roughly independent of frequency, whereas the JND
in ITD is not �Yost and Hafter, 1987�.

On the other hand, the azimuth of free-field sources cor-
relates better with ITD because, for a given azimuth, the ITD
changes little as the frequency varies while the IPD changes
a lot �Kuhn, 1979�. If human listeners gain their internal
measures of laterality from experience with the physical po-
sitions of audible objects, then the ITD would have a natural
advantage.

Auditory models following the Jeffress model �Jeffress,
1948� tend to emphasize the ITD because fixed internal delay
lines that compensate externally imposed ITDs lead to a to-
pographic encoding based on ITD. However, this encoding is
confined to frequency-specific channels. Within any tuned
channel, the ITD is approximately equivalent to an IPD.
Consequently, it is not possible to argue that the ITD enjoys
a clear advantage based on neural architecture. On the con-
trary, the distribution of IPD-sensitive neurons across fre-
quency, as observed in the inferior colliculus of guinea pig
�McAlpine et al., 2001� suggests that IPD may be more fun-
damental physiologically, because the neural population
seems to be distributed according to IPD.

On the other hand, cross-frequency models used to study
human lateralization of broad-band stimuli are based on a
common ITD in different frequency channels �Stern et al.,
1988�. The “straightness” criterion for ITD is a frequency-
independent ITD and not a frequency-independent IPD. To
the extent that straightness is perceptually important, the ITD
has the edge.

In 1981, Yost performed a series of experiments on the
lateral position of sine tones as a function of interaural phase
difference. In separate IPD experiments, he measured the
perceived location of tones with frequencies between 200
and 1500 Hz. In these experiments, the interaural phase var-
ied from −150° to +180°. Listeners were required to indicate
the position of the tone image on a scale from left to right.

Yost found that the overall aspect of the laterality-vs-
IPD curves seemed to be independent of frequency. By con-
trast, the lateralization responses were different functions of
ITD for different frequencies. Consequently, the experiments
suggested that the human binaural system was acting more as
an IPD meter than as an ITD meter.

A potential problem with Yost’s experiments is that trials
were blocked on frequency. Therefore, if listeners use the full
range of available responses for each experimental block,
then experiments in which the range of IPD is the same in
each block would lead to the conclusion that laterality is the
same function of IPD whatever the frequency of the tone.
Yost was aware of this possibility and performed spot checks
with pairs of tone frequencies to test his results. The checks
supported the dominant position of the IPD, but those checks
fell short of a full experiment.

Recent measurements of Huggins pitch laterality �Zhang
and Hartmann, 2004� caused us to become aware of context
sensitivity for lateralization judgements made by listeners. A
similar informal observation had been made for tones by
Sayers �1964�. To pursue these observations, we performed
an experiment on sine-tone laterality using IPD as the prin-
cipal variable, as in the experiments done by Yost. The dif-
ference was that trials were not blocked on frequency.

II. EXPERIMENT

The experiment used two fixed sets of 25 sine tones with
parameters selected to be in ranges where tones can be lat-
eralized on the basis of ITDs or IPDs in the fine structure
�Zwislocki and Feldman, 1956; Yost and Hafter, 1987�. The
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intention was to cover the entire range of IPD, frequency,
and ITD where discrimination is good while remaining
mainly within that range. Such “reasonable” parameters were
selected as follows: First, the IPDs were 0°, ±30°, ±60°,
±90°, ±120°, and ±150°, the same as those used by Yost,
except for 180°. Here, a positive sign means that the fine
structure leads on the right. Second, the ITDs were well dis-
tributed, never greater than 1000 �s, and normally less than
the low-frequency head-diffraction physiological range of
763 �s. Third, the frequencies resulting from the IPDs and
ITDs were in the range from 100 to 1250 Hz and were nor-
mally less than 1000 HZ.

A. Stimuli

The ITDs, IPDs, and frequencies of Stimulus Set 1 are
shown in Table I. Stimulus Set 2 was identical except that
plus and minus signs in the table were reversed. Conse-
quently, the experiment was left-right symmetrical overall.

The tones were calculated by an array processor and
were stored in buffers with a length of 32,768 words per
channel. The buffer contents were converted to analog sig-
nals by two 16 bit digital-to-analog converters at a sample
rate of 20 ksps. Hence, the total stimulus duration was 1.6 s.
The onsets and offsets were smoothed by raised-cosine func-
tions 100 ms in duration. The phase delay for the signal for
one ear was applied to the waveform fine structure only, not
to the raised-cosine envelope. Converted signals were low-
pass filtered at 2.5 kHz with Brickwall filters with a slope of
−115 dB/octave. Digital recordings made at the output of
the filters verified the waveform phase shifts and envelopes.
The listener heard the stimuli through Sennheiser HD 414

headphones while seated in a double-walled sound-treated
room. The level of the tones was 60 dB sound pressure level.

B. Listeners

Five listeners participated in the experiment: A �age 19�,
C �65�, W �66�, X �31�, and Z �33�. Listeners were male
except for C. Listeners all had normal hearing, defined as
thresholds within 15 dB of nominal, throughout the fre-
quency range of this experiment. They were all experienced
in binaural listening tasks and were right handed. Listeners X
and W were the authors.

C. Procedure

The listening tests were organized as runs of 25 trials.
Each run employed the 25 stimuli of Set 1 or Set 2, presented
in random order. Runs with Set 1 and runs with Set 2 alter-
nated.

On each trial, a listener heard one of the tones from the
stimulus set. The listener could repeat the tone as many times
as desired. Then the listener responded with a number be-
tween −40 and +40 to indicate the lateral position of the
image of the tone. Except for A, listeners had extensive ex-
perience in lateralizing tones on the −40 to +40 scale in
connection with another experiment. There was no feedback.
A typical run lasted 3–5 min, depending on the listener. Fi-
nal data were based on the last ten runs for a given listener.

D. Results

The first step in analyzing the data was to determine an
average response, for each listener, to each of the 44 different
stimuli with nonzero IPD and to each of the six stimuli with
zero IPD. Occasionally, a tone with a positive or negative
IPD led to a response with the opposite sign �opposite side of
the head�. In order to avoid unwarranted cancellation of posi-
tive and negative responses in finding the mean, it was nec-
essary to perform some filtering on the data. Responses to
stimuli with IPD greater than or equal to 90° were excluded
if the responses had a sign opposite to the IPD. All other data
were included. Out of 440 data points for each listener, 20
were excluded for listener A, 27 for C, 55 for W, 23 for X,
and 22 for Z.

Next, the included responses for stimuli having a par-
ticular IPD were collected and averaged. The standard devia-
tion was also found. These values of mean and standard de-
viation are shown in Fig. 1. Similarly, means and standard
deviations for stimuli having particular ITD values were
found, and those are shown in Fig. 2.

1. Standard deviations

If the sensation of lateral position is a function of IPD,
the standard deviations, shown as error bars in Fig. 1, should
be small. To test this idea, standard deviations for individual
listeners were computed in the following way: First, the
mean response was calculated for each of the 50 stimuli.
Next, a mean and variance were calculated for each IPD
value based on the means for individual stimuli, using as a
weighting factor the number of included responses for each

TABLE I. Interaural Parameters—Stimulus Set 1.

Stim. No. ITD ��s� IPD �°� Freq. �Hz�

1 −200 −30 417
2 +400 +30 208
3 −600 −30 139
4 +800 +30 104
5 −200 −60 833
6 +400 +60 417
7 −600 −60 278
8 +800 +60 208
9 −1000 −60 167

10 +200 +90 1250
11 −400 −90 625
12 +600 +90 417
13 −800 −90 313
14 +1000 +90 250
15 −400 −120 833
16 +600 +120 556
17 −800 −120 417
18 +1000 +120 333
19 −400 −150 1042
20 +600 +150 694
21 −800 −150 521
22 +1000 +150 417
23 0 0 167
24 0 0 333
25 0 0 694
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stimulus. The square roots of the variances are the standard
deviations in Fig. 1. The standard deviations averaged over
the ten finite IPD values are reported in Table II. Similarly,
standard deviations were computed from the same raw data
regarded as functions of ITD, and averaged over the ten fi-
nite ITD values.

Table II shows that the standard deviations are smaller
when responses are regarded as a function of ITD, not of
IPD. Such a result argues in favor of ITD as the effective
interaural parameter. A two-sample t-test, based on ten
means for finite IPD and ten means for finite ITD, showed
that the standard deviations are significantly smaller for ITD
than for IPD for all five listeners, with p-values shown in
Table II.

An alternative calculation of the variances simply aver-
aged the raw responses for each IPD �or ITD�. The means
were the same as in the figures, but the standard deviations
were sufficiently larger that the distinction between IPD and
ITD was significant at the 0.01 level only for listeners C, W,
and Z. Although standard deviations were smaller for ITD
than for IPD for the other two listeners as well, the difference
was not significant. The disadvantage of this later computa-
tion is that it incorporates all the variation on individual tri-
als.

2. Restricted range of IPD

When the absolute value of the IPD is 90° or less, one
expects that lateralization judgments are only little affected

by alias images outside the region of centrality. Therefore,
we performed a new test excluding all the data with IPDs
greater than 90°, but with no other filtering. The test was
otherwise identical to that of Sec. II D 1 above. The test
showed that the standard errors were significantly smaller for
ITD than for IPD, with p�0.001 for all listeners except for
listener A. For A, p�0.02.

3. Straight-line fits

If the perceived lateral position is an accurate IPD meter,
then the responses in Fig. 1 above should be a linear function
of IPD. Straight lines were fitted to the data by minimizing
the rms error. Similarly straight lines were fitted to the ITD
data in Fig. 2. The fitting procedure simply fitted all included
responses for all values of IPD or ITD.

The rms error was smaller for the ITD straight line than
for the IPD straight line for all five listeners. Averaged over

FIG. 1. Lateral position responses for five listeners plotted as a function of
interaural phase difference �IPD�. Each symbol shows the mean response to
four or five tones with a given IPD. Error bars are two standard deviations in
overall length. Dashed lines show the best linear fits. Solid lines show the
best nonlinear fits.

FIG. 2. Same as Fig. 1, but plotted against interaural time difference �ITD�.
Where no error bars are shown the standard deviation is smaller than the
data points.

TABLE II. Standard deviation for each listener averaged over ten mean
responses to tones with nonzero IPD or ITD. The p-values less than 0.05
support the hypothesis that the standard deviations for ITD are less than
those for IPD.

Listener IPD ITD p-value

A 3.7 2.2 0.01
C 7.3 2.2 �0.01
W 8.5 3.9 �0.01
Z 6.9 2.9 �0.01
X 1.4 1.1 0.05
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listeners, the error for ITD was less than half the error for
IPD, indicating that lateral position is better represented as a
linear ITD meter than as a linear IPD meter. However, nei-
ther representation is good because lateral position is clearly
a nonlinear function of the interaural parameters for most
listeners. The linear fits are shown by dashed lines in Figs. 1
and 2.

4. Nonlinear fits

A reasonable fit to the lateral position data can be ob-
tained with a function of three parameters: constant bias,
scale factor, and exponent. Exponents less than 1.0 indicate
compression. Such nonlinear functions were fitted to the data
as functions of IPD and of ITD to minimize rms error. The
final parameters and rms error are shown in Table III. The
table shows that the rms errors are always smaller for the
ITD functions, suggesting that lateral position is a better
monotonic function of ITD than of IPD. The nonlinear fits
are shown by solid lines in Figs. 1 and 2.

For listeners A, W, and Z, the exponents are close to
zero �q�0.1� for the IPD fits, corresponding to constant val-
ues of the model responses independent of IPD except for
the sign. Therefore, for these three listeners it can be said
that the lateralization responses are essentially not functions
of IPD.

5. Individual differences

The plots in Figs. 1 and 2 show that the five listeners
were rather different in several important respects. Whereas
most of the listeners lateralized the stimuli over a large range
of azimuths and gave responses over the allowed range from
−40 to +40, listener X lateralized all the stimuli close to the
midline. Listeners exhibited different amount of compres-
sion. But despite such individual differences, all listeners ap-
peared to base their lateralization judgements on ITD and not
on IPD.

III. CONCLUSION

Five listeners estimated the lateral positions of 50 sine
tones with interaural phase differences of 0°, ±30°, ±60°,

±90°, ±120°, and ±150°. The interaural time differences
ranged from −1000 to +1000 �s, and the frequencies were
all in the range where lateralization can be based on signal
fine structure.

The lateralization estimates were evaluated as functions
of IPD and of ITD. The evaluations revealed that the esti-
mates were well described as functions of ITD and not as
functions of IPD. Evaluations included standard deviations
of estimates for given interaural parameters as well as good-
ness of fits for simple linear and nonlinear functions. The
conclusion that human listeners lateralize tones based on
ITD and not on IPD agrees with results by Schiano et al.
�1986�–limited to ITDs smaller than ours–but is at variance
with other previous research �Sayers, 1964; Yost, 1981�. It
appears that these previous experiments were biased by
blocking experimental trials with respect to frequency. It
seems likely that listeners learn their sine-tone localization
scales from objects in the real world, which leads to a scale
based on ITD. However, the extreme limits of the scale are
established by the IPD, as is logically necessary. The domi-
nant role of the ITD no longer holds when the IPD exceeds
an extreme value, somewhere in the vicinity of 180°. The
results support a direct application of cross-correlation mod-
els, such as the Jeffress model, to human sound localization.
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A family of exact solutions of the Helmholtz equation is used to represent transversely bounded
helicoidal sound beams. Simple results are obtained for the energy content per unit length, the
momentum content per unit length, and the angular momentum content per unit length. The analysis
is restricted to lossless media; scattering and viscous damping are neglected. The energy,
momentum, and angular momentum are calculated to second order in the velocity potential. The
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I. INTRODUCTION

Hefner and Marston1,2 have studied acoustical helicoidal
beams, both theoretically and experimentally. The associated
vortex structure has been explored.3–5 The theoretical analy-
sis has so far been restricted1,2,5 to the Laguerre-Gaussian
approximate set of solutions of the Helmholtz equation.
These approximate solutions fail when the beams are
strongly focused. Strong focusing is needed for acoustical
tweezers6,7 to work. Should acoustical spanners �the sound
analog of optical spanners8� ever be developed, there will be
a need for exact �nonparaxial� helicoidal solutions of the
Helmholtz equation. Indeed, such solutions are needed for
exact treatment of acoustical tweezers also. The purpose of
this note is to present a set of such exact solutions, and
discuss their properties.

The emphasis here is on the intrinsic angular momentum
properties of transversely bounded acoustic beams. Note that
a sound beam can supply torque on an insonified object with-
out itself possessing intrinsic angular momentum; the Ray-
leigh disk9,10 is the prime example of this. In such cases the
torque applied depends on the positioning of the object in
relation to the propagation direction of the �laterally infinite�
sound beam.11,12 Our interest is in the elucidation of the
properties of laterally finite acoustic helicoidal beams. The
calculation of the torques such beams exert on insonified
objects �and the associated problem of the forces exerted by
transversely finite sound beams� is left to a later publication.

II. GENERALIZED BESSEL BEAMS

It is well known13 that linear sound is represented by
solutions of the homogeneous wave equation

��2 − �ct
2 �� = 0. �1�

Here � is a complex velocity potential. The real first-order
fluid velocity is given by the gradient of either the real or
imaginary part of �,

v1 = �V, V = Re � or Im � . �2�

The corresponding first order density �1 and pressure p1 are
then given by

�1 = − ��0

c
��ctV, p1 = c2�1 = − �0�tV . �3�

It has recently been shown14 that the second-order quantities
are also determined by �, because they satisfy inhomoge-
neous linear second-order partial differential equations where
the source terms are second-order in �. For lossless, homen-
tropic, irrotational flow of an ideal gas, an equation valid to
all orders is known.15

In this note we shall consider single-frequency solutions
of the wave equation �1�. We write ��r , t�=e−i�t��r�. Then
��r� satisfies the Helmholtz equation

��2 + K2�� = 0, K = �/c . �4�

The wave equation and the Helmholtz equation are
separable16 in cylindrical polar coordinates �r ,z ,��, where
r=�x2+y2 is the distance from the z axis. A general solu-
tion which is nonsingular on the z axis �i.e., at r=0� can be
written as

�m�r� = eim��
0

K

dkf�k�eiqzJm�kr�, k2 + q2 = K2. �5�

Note that the range of k ensures that both k and q are real, so
there are no terms with exponentially increasing or decreas-
ing amplitude contributing to �m. Solutions of the form �5�
are in use in electrodynamics.17,18 The function f�k� can be
complex. It is arbitrary, but we shall restrict ourselves to
those f�k� for which the following integrals exist:

�
0

K

dk�kf�k�, �
0

K

dkk−1	f�k�	2, �
0

K

dkk−1q	f�k�	2.

�6�

The existence of the first of these enables us to use Hankel’s
integral formula18,19
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�
0

�

drrJm�kr�Jm�k�r� = k−1��k − k�� . �7�

The last two integrals give the energy, momentum, and an-
gular momentum content of a generalized Bessel acoustic
beam, as we shall see.

III. THE ENERGY, MOMENTUM, AND ANGULAR
MOMENTUM DENSITIES OF A BEAM

The energy density in a fluid is13,14

e�r,t� = e0 + e1�r,t� + e2�r,t� + ¯ . �8�

�Note that �r , t� is a point in space-time, not the position of a
fluid particle; the Eulerian rather than the Lagrangian formu-
lation is being used.� The zero-order term e0 is not associated
with the sound wave. The first-order term is e1=−�e0

+ p0�c−1�ctV, and cycle-averages to zero when V is linear in
cos �t and sin �t. The second-order term is

e2�r,t� =
1

2
�0���V�2 + ��ctV�2� . �9�

When V is equal to the real or the imaginary part of
��r , t�=e−i�t��r�, the cycle-average of e2 is

ē�r� =
1

4
�0�	��	2 + K2	�	2� . �10�

The momentum density is p=�v, where �=�0+�1+�2

+¯ and v=v1+v2+¯. The first-order term �0v1 cycle-
averages to zero. There are two second-order terms, �1v1 and
�0v2. The latter term is omitted by Landau and Lifshitz,13 but
since v2 is irrotational14 it can be expressed as the gradient of
a potential, v2=�W. From Eqs. �A6� and �A7� of Ref. 14 we
find that W satisfies the inhomogeneous wave equation

c2�2W − �t
2W = 2��t � V� · �V + 2���tV��2V , �11�

where the constant � is given by Eq. �8� of Ref. 14. Cycle
averaging of Eq. �11�, i.e., operating with T−1
0

Tdt, where T
=2	 /� is the time period everywhere in the beam, gives
zero on the right-hand side. To show this, we write the ve-
locity potential as

V�r,t� = C�r�cos �t + S�r�sin �t . �12�

Denoting the cycle average by a bar, we have

��t � V� · �V = − � � C · �S�cos2 �t − sin2 �t� = 0,

��tV��2V = − �K2CS�cos2 �t − sin2 �t� = 0. �13�

�We have used the fact that C and S satisfy the Helmholtz
equation.� Also �t

2W=0. Thus �2W=0:W�r� is a harmonic
function, which cannot have a maximum or a minimum ex-
cept at domain boundaries. For acoustic beams in unbounded

media this implies that W̄ is constant in space. Thus v2 is
zero.

The nonzero cycle-averaged part of the momentum den-
sity is thus

p�r� = �1v1 = −
�0

c
��ctV� � V =

K�0

2c
Im��* � �� . �14�

�This holds for both choices of the velocity potential, V
=Re � and V=Im �.� The result �14� is in close corre-
spondence with the momentum density in quantum
mechanics,20

p�r,t� = 
 Im��* � �� , �15�

where the wave function � is a solution of the time-
dependent Schrödinger equation.

In this paper we have chosen �as is customary� to have
the acoustic beam propagate along the z axis. The momen-
tum component along the beam axis has the cycle average pz.
We have, from Eqs. �10� and �14�,

e − cpz =
�0

4
	��− iKẑ��	2 � 0. �16�

The cycle-average of the energy density is never smaller than
c times the cycle-average of the momentum density compo-
nent along the beam propagation direction. Equality in Eq.
�16� is possible only for a transversely infinite plane wave
beam, ��eiKz. The quantities on the left-hand side of Eq.
�16� are the Eulerian cycle-averaged energy density and mo-
mentum density. The local Eulerian cycle-averaged energy
flow and momentum density are equal.21

Finally, we need the z component of the cycle-averaged
angular momentum density. We have, omitting the �0v2 term
which has zero cycle-average,

jz = �r � p�z = xpy − ypx = rp� = − ��0

c
���ctV����V� .

�17�

�Note that jz is zero unless the velocity potential has azi-
muthal dependence.� The cycle-average of Eq. �17� is, for
V=Re � or Im �,

jz =
K�0

2c
Im��*���� . �18�

In the special case where the azimuthal dependence is en-
tirely in the factor eim� �as it is for the generalized Bessel
beams of Eq. �5��,

jz =
K�0

2c
m	�	2. �19�

In this case the cycle-averaged angular momentum density is
proportional to the topological charge,3 m.

IV. APPLICATION TO GENERALIZED BESSEL BEAMS

We shall calculate the cycle-averaged contents per unit
length of the beam, specifically

E� =� d2re, Pz� =� d2rpz, Jz� =� d2rjz. �20�

Here 
d2r stands for 
−�
� dx
−�

� dy=
0
�drr
0

2	d�, i.e., we are
taking a transverse slice through the beam. The reason for
the prime notation is as follows: dE=E�dz is the energy con-
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tent in a slice of thickness dz of the beam, so E� may be
viewed as dE /dz, etc.

Let us calculate Jz� first, because it is the simplest. We
have, from Eqs. �5�, �19�, and �20�,

Jz� = 2	
K�0

2c
m�

0

�

drr�
0

K

dkf*�k�e−iqzJm�kr�

��
0

K

dk�f�k��eiq�zJm�k�r�

= 	
K�0

c
m�

0

K

dkk−1	f�k�	2. �21�

The last expression follows from the Hankel integral formula
�7�.

Next, consider the momentum content per unit length.
This is

Pz� = 2	
K�0

2c
Im�

0

�

drr�
0

K

dkf*�k�e−iqzJm�kr�

��
0

K

dk�f�k��iq�eiq�zJm�k�r�

= 	
K�0

c
�

0

K

dkk−1q	f�k�	2. �22�

Finally, the energy content per unit length. We have

	��	2 = ���*� · �� = 	�r�	2 + 	�z�	2 + r−2	���	2

= 	�r�	2 + 	�z�	2 +
m2

r2 	�	2. �23�

�The last line applies only to wave functions with eim� azi-
muthal dependence.� In integrating over 	�r�	2 we have the r
integration,

�
0

�

drr��rJm�kr����rJm�k�r��

= − �
0

�

drr
1

r
�r�r�rJm�kr��Jm�k�r�

= �
0

�

drr�k2 −
m2

r2 �Jm�kr�Jm�k�r� �24�

because Jm�kr� satisfies the differential equation

1

r
�r�r�rJm�kr�� + �k2 −

m2

r2 �Jm�kr� = 0. �25�

Thus the m2 /r2 terms cancel, and we are left with

E� = 2	
�0

4
�

0

�

drr�
0

K

dkf*�k��
0

K

dk�f�k��ei�q�−q�z

��k2 + qq� + K2Jm�kr�Jm�k�r�

= 	�0K2�
0

K

dkk−1	f�k�	2. �26�

From Eqs. �21�, �22�, and �26� we see that

cPz�  E�, cKJz� = mE�. �27�

The inequality follows from the fact that q=�K2−k2K
within the range of integration. The equality can be writ-
ten as

�Jz� = mE�, �28�

and is consistent with the sound beam being made up of
phonons, each of energy 
� and each carrying angular mo-
mentum 
m. We may, if we wish, think of each phonon
carrying momentum 
K �with K=� /c�. This is consistent
with the inequality in Eq. �27� because not all the phonons
are travelling parallel to the z axis; a transversely finite
acoustic beam is necessarily either converging or diverging
to some extent. A similar interpretation can be made for
sound pulses.22

V. DISCUSSION

The results we have just given are exact in the absence
of scattering and viscous damping. They are rather remark-
able in several ways:

�i� The energy and momentum per unit length, E� and
Pz�, are independent of the topological charge m;

�ii� The angular momentum content per unit length Jz� is
proportional to m;

�iii� Jz� is always equal to �m /��E�.

To be precise about point �i�, if we take the same amplitude
function f�k� for the infinity of beams with m
=0, ±1, ±2, . . ., we shall find that they all have the same
energy and momentum per unit length, despite the fact that
the beams have a very different radial dependence, deter-
mined by Jm�kr�. Likewise for �ii�, the proportionality of Jz�
to m holds when f�k� does not depend on m.

We should comment finally on the difference between
Eq. �28� and an equation of similar form derived by Hefner
and Marston.1,2 They find, for beams with azimuthal depen-
dence eim�, that the ratio of the angular momentum flux to
the beam power is � /m. This is the same ratio as for Jz� /E�,
but the quantities are different; Jz� and E� are angular mo-
mentum and energy contents per unit length of the beam, not
fluxes.
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Snell’s law at the boundary between two transversely isotropic media with a vertical axis of
symmetry �VTI media� can be solved by setting up a fourth order polynomial for the sine of the
reflection/transmission angles. This approach reveals the possible presence of an anomalous
postcritical angle for certain transversely isotropic media. There are thus possibly three incident
angle regimes for the reflection/refraction of longitudinal or transverse waves incident upon a VTI
medium: precritical, postcritical/preanomalous, and postanomalous. The anomalous angle occurs for
certain strongly anisotropic media where the required root to the phase velocity equation must be
switched in order to obey Snell’s law. The reflection/transmission coefficients, polarization
directions, and the phase velocity are all affected by both the anisotropy and the incident angle. The
incident critical angles are also effected by the anisotropy. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2360419�
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I. INTRODUCTION

Postcritical refraction/reflection of seismic/acoustic
waves in transversely isotropic materials is potentially im-
portant in a variety of applications including earthquake seis-
mology, environmental and geotechnical seismic investiga-
tion, seismic exploration, underwater acoustics, and
nondestructive testing. In this paper postcritical reflection/
transmission coefficients, polarization directions, and magni-
tude of phase velocities in strongly transversely isotropic
media are determined using Snell’s law at the interface be-
tween layers by solving a fourth order polynomial for the
sine of the reflection/refraction angles. This approach can
potentially be used to characterize anomalous interface be-
haviors and to calculate the reflection/transmission �R/T� co-
efficients for layered sedimentary rocks. The mathematical
expressions for the polarization coefficient vector are given
in terms of both the anisotropic elastic moduli of the VTI
medium and the phase velocity direction, and allow calcula-
tion of the differences between the polarization direction and
the phase velocity direction and between the energy velocity
direction and the phase velocity direction. The treatment of
the polarization coefficient vector for inhomogeneous waves
is also discussed.

Sedimentary rocks such as shale are thought to be or are
commonly treated as being transversely isotropic. A trans-

versely isotropic medium with a vertical axis of symmetry is
called a VTI medium. The phase velocity in anisotropic me-
dia was, in principle, known to Kelvin1 and to Christoffel.2

Thomsen,3 Vernik and Nur,4 and Wang5 reported the mea-
sured anisotropic parameters of some sedimentary rocks. Da-
ley and Hron,6 and Carcione7 described the phase velocities
of longitudinal and transverse waves for an infinite elastic
VTI medium. Henneke,8 Rokhlin et al.,9 and Mandal10 dis-
cussed the reflection/refraction of an elastic wave at an inter-
face between generally anisotropic media. Due to the com-
plexity of the exact calculation of the R/T coefficients, Daley
and Hron11 performed the calculations of the R/T coefficients
only for the case of elliptically anisotropic media. Rüger12

approximated the R/T coefficients for layered VTI and HTI
media as did Klimeš13 in order to simplify the form of the
R/T coefficients and to increase computation speed. Hosten14

and Lanceleur et al.15 described the polarization coefficient
vector for the inhomogeneous wave. Aki and Richards16

gave the sign convention of the converted waves related to
the incident wave in the precritical angle regime.

In our analysis, we first set up a fourth order equation
for the sine of the angle of propagation. The phase velocity is
obtained from the Christoffel equation. We illustrate how
solutions for the phase velocity apply to the solution of
Snell’s law. We use this approach to determine the real and
imaginary values of the phase velocity and the sine of the
angle of propagation. The selected roots that satisfy Snell’s
law depend on the anisotropy of the layered VTI media. This
leads to unusual postcritical reflection/refraction behavior for
certain types of interfaces. Next, we will set up the math-
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ematical relationship of the polarization direction versus both
the anisotropic parameters and phase the velocity directions
of the waves, give expressions for the sign convention of
polarization directions of converted waves relative to that of
the incident wave and describe the treatment of the polariza-
tion coefficient vector including inhomogeneous waves. The
expression for the polarization coefficient vector can be used
to show the variation of the polarization direction with the
incident angle and to explain anomalous polarization for the
incident wave and converted waves. Finally, we will use
these ideas to numerically investigate postcritical reflection/
refraction for two types of VTI interfaces. We find that the
postcritical refraction process can differ significantly from
previous treatments and that the anomalous behavior ob-
served can be particularly important for some strongly aniso-
tropic materials.

II. VTI SNELL’S LAW USING FOURTH ORDER
POLYNOMIALS

For two homogeneous elastic half-spaces in contact at
the xy plane and for an incident P-wave or SV wave �SV
denotes a vertical direction of particle displacement parallel
to the xz plane�, rays for incident and converted �reflected
and refracted� waves are in the xz plane as shown in Fig. 1.
In most anisotropic cases, none of the waves will be purely
longitudinal or purely transverse, except for the case of
anomalous polarization.18 The subscripts �x ,y ,z�= �i� denote
Cartesian coordinates; the superscripts �0,1 ,2 ,3 ,and 4�
= �m� denote the cases of the incident P-wave or SV-wave
�m=0�, the reflected �m=1�, and refracted �m=2� P-waves
and the reflected �m=3� and refracted �m=4� SV-waves, re-
spectively; the superscripts �in, re�= �n� denote the incidence
medium and refraction medium, respectively. We denote by

�0 and �̃0, respectively, the incident angles of P- and
SV-waves.

In this section, first we illustrate that the phase velocity
of the converted waves may have different types of solutions
in different incident angle regimes for certain layered VTI

media with strong anisotropy. Then we determine the polar-
ization coefficient vector of the incident and converted
waves and give the sign convention of the polarization coef-
ficient vector of the converted waves relative to the incident
wave, as well as the relation of the polarization direction
versus the elastic moduli and the phase velocities. Finally we
present an approach to solving Snell’s law at an interface and
a fast algorithm of calculating R/T coefficients.

For a VTI medium, the transverse wave �SH-wave�
propagates independently of both P-wavefronts and
SV-wavefronts �SH denotes that the direction of particle dis-
placement is orthogonal to the xz plane�. Consequently, the
equations for the investigation of the P- and SV-wave mo-
tions can be analyzed assuming an effective two-dimensional
motion �i.e., in the y=0 plane� without any loss of generality.

A. Solutions of phase velocity for the incident wave
and converted waves

In the absence of body forces and for the incident wave
and all resulting waves �reflected, refracted, or converted
waves� in layered VTI media, the Christoffel equation can be
written as18,6

��11
�m� − �v�m��2 0 �13

�m�

0 �22
�m� − �v�m��2 0

�31
�m� 0 �33

�m� − �v�m��2 ��
ux

�m�

uy
�m�

uz
�m� �

= 0, �1�

where ��n� and cjl
�n� �j, l=1, 2, 3, 4, 5, and 6� are the mass

density and moduli relating stress and strain in the incidence
and refraction media; ui

�0� is the component of the particle
displacement �i.e., polarization coefficient vector� u�0� �m
=0� for the incident wave and ui

�m� is the component of the
particle displacement u�m� �m=1, 2, 3, and 4� for each result-
ing wave; v�m� is the phase velocity of the incident wave and
resulting waves �m=0, 1, 2, 3, and 4�; � is angular fre-
quency; k�m�=� /v�m�, lx

�m�=kx
�m� /k�m�=sin ��m�, lz

�m�=kz
�m� /k�m�

=cos ��m�, Aji
�n�=cjl

�n� /��n�, �13
�m�=�31

�m�= �A13
�n�+A44

�n��sin 2��m� /2,
�11

�m�=A11
�n� sin2 ��m�+A44

�n� cos2 ��m�, �22
�m�=A44

�n� cos2 ��m�

+A66
�n� sin2 ��m�, �33

�m�=A33
�n� cos2 ��m�+A44

�n� sin2 ��m� and the
scattering �refraction or reflection� angle ��m� �m=1, 2, 3,

and 4� is a function of the incident angle � ��0 or �̃0�.
From Eq. �1�, the solution of the phase velocity for the

SH-wave can be written as

vsh
�m� = 	�22

�m� = 	A66
�m� sin2 ��m� + A44

�m� cos2 ��m�. �2�

Because the SH-wave is independent of the P- and
SV-waves, we do not consider it in the following calculation
and analysis.

According to Eq. �1�, the solutions of phase velocities of
the incident wave �P-wave or SV-wave� and resulting waves
at a given angle ��m� are given by

v1
�m� = 	�A4

�n� sin2 ��m� + A5
�n� + Q�m��/2, �3�

or

FIG. 1. Geometry of both wave front normal and displacement vectors for
incident wave and converted waves at the interface between two kinds of
VTI media. DP

�0� or DSV
�0� stand for the incident P-wave or SV-wave; DP

�1� and
DSV

�3� are the reflection P- and SV-waves; and DP
�2� and DSV

�4� are the refracted
P- and SV-waves. The arrowheads on the long lines indicate the direction of
the phase velocity of each wave and those on the short lines indicate the
direction of the each polarization coefficient vector.
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v2
�m� = 	�A4

�n� sin2 ��m� + A5
�n� − Q�m��/2, �4�

where A1
�n�=A11

�n�−A44
�n�, A2

�n�=A44
�n�−A33

�n�, A3
�n�=A13

�n�+A44
�n�,

A4
�n�=A11

�n�−A33
�n�, A5

�n�=A33
�n�+A44

�n�, and Q�m�

=	�A1
�n� sin2 ��m�+A2

�n� cos2 ��m��2+ �A3
�n��2 sin22��m�.

These phase velocity expressions are the same as those
given by Daley and Hron6 and Carcione.7 These authors
chose v1

�m� as the solution of the phase velocity of the inci-
dent P-wave and resulting P-waves and v2

�m� as the solution
of the phase velocity of the incident SV-wave and resulting
SV-waves. These solutions are valid for the P- and SV-waves
in an infinite VTI medium but are only sometimes valid for
the resulting reflected and refracted waves �we shall see that
strongly anisotropic VTI media may require that the phase
velocity roots be switched beyond a certain angle�. Further-
ing the work of Daley and Hron6 and Carcione,7 we deter-
mine that �1� for some layered VTI media with strong aniso-
tropy, the value of sin ��m� for the inhomogeneous wave can
become an imaginary number at a certain postcritical inci-
dent angle referred to as the “anomalous angle” notated as
�a

�m�, and �2� the solution of the phase velocity should be
switched from v1

�m� to v2
�m� for the inhomogeneous P-wave at

this anomalous incident angle or the solution of the phase
velocity should be switched from v2

�m� to v1
�m� for the inho-

mogeneous SV-wave at the anomalous angle, i.e., the phase
velocity becomes imaginary. The existence of the anomalous
angle depends on the well-known6 anisotropic parameters,
��re� and ��re�, of the refraction medium and, ��in� and ��in�, of
the incidence medium. In the case where the anomalous
angle exists, for the refracted P-wave or the reflected
P-wave, v1

�m� is the solution of the phase velocity in the prea-
nomalous angle regime, and v2

�m� is the solution of the phase
velocity in the postanomalous angle regime; for the refracted
SV-wave, v2

�m� is the solution of the phase velocity in the
preanomalous angle regime, and v1

�m� is the solution of the
phase velocity in the postanomalous angle regime. The
anomalous polarization implies that the first arrival becomes
a purely transverse wave. Helbig and Schoenbeg18 gave a
condition of anomalous polarization in a homogeneous an-
isotropic elastic medium; c13+c44�0 indicates that the po-
larization is normal and c13+c44�0 indicates that the polar-
ization is anomalous. The mathematical expressions of the
polarization coefficient vector given below will also give the
relation of particle displacement direction versus both the
elastic moduli of the VTI media and the phase velocity di-
rection, and it can be used to explain the anomalous polar-
ization. The condition of the anomalous refraction �or
anomalous reflection� in the postcritical incidence angle re-
gime is different from that of the anomalous polarization
described by Helbig and Schoenbeg.18 It not only strongly
depends on the anisotropy of the incidence and refraction
media, but also on the incident angle. Even though the values
of both c13

�in�+c44
�in� of the incidence medium and c13

�re�+c44
�re� of

the refraction medium are greater than zero, anomalous re-
fraction �or anomalous reflection� may occur. Slawinski,
Slawinski, Brown, and Parkin19 illustrated the application of
the general Snell’s law by using an approximate expression
for the phase velocity of weak anisotropic media3 without

considering anomalous reflection or refraction. We will show
that the solution of Snell’s law for phase velocity of the
corresponding converted wave must be changed as noted
above at the anomalous angle.

B. Determination of polarization coefficient vectors
for the incident wave and converted waves

The orientation of the displacement vector of a plane
wave in a homogeneous anisotropic elastic medium is the
polarization of that plane wave.18 As we only consider P-
and SV-waves, Eq. �1� can be rewritten as


�11
�m� − �v�m��2 �13

�m�

�31
�m� �33

�m� − �v�m��2�
ux
�m�

uz
�m� � = 0. �5�

The complex polarization coefficient vector can be writ-
ten as16,17


ux
�m�

uz
�m� � = 
a1

�m� b1
�m�

a3
�m� b3

�m� �
1

j
� , �6�

where a1
�m�, b1

�m�, a3
�m�, and b3

�m� are real and j is a unit imagi-
nary number.

The anisotropic elastic moduli of a VTI medium and the
wave phase velocity direction can influence the polarization
direction for the infinite VTI medium. The anisotropic pa-
rameters of the incidence and refraction media and the inci-
dence angle determine the polarization direction of each con-
verted wave for layered VTI media. From Eq. �5�, we obtain

uz
�m�

ux
�m� = −

�11
�m� − �v�m��2

�13
�m� �7�

and

ux
�m�

uz
�m� = −

�33
�m� − �v�m��2

�31
�m� . �8�

Equations �7� and �8�, and the normalized condition
ux

�m��ux
�m��*+uz

�m��uz
�m��*=1 yield

ux
�m�

uz
�m� +

�uz
�m��*

�ux
�m��* =

ux
�m��ux

�m��* + uz
�m��uz

�m��*

�ux
�m��*uz

�m� , �9�

or

�ux
�m��*

�uz
�m��* +

uz
�m�

ux
�m� =

�ux
�m��*ux

�m� + �uz
�m��*uz

�m�

ux
�m��uz

�m��* . �10�

Thus, we can obtain the polarization direction of each
resulting wave relative to a given incident wave. The sign of
each component of polarization coefficient vector must obey
the following relation:

ux
�m��uz

�m��* = −
��13

�m��2

�13
�m���33

�m� − �v�m��2�* + ��13
�m��*��11

�m� − �v�m��2�
,

�11�

or
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�ux
�m��*uz

�m� = −
��13

�m��2

��13
�m��*��33

�m� − �v�m��2� + �13
�m���11

�m� − �vv
�m��2�* ,

�12�

where the superscript � signifies the complex conjugate.
Now, we begin to derive the mathematical expressions

of polarization coefficient vectors of the incident wave and
all converted waves. From Eqs. �8� and �11�, we can obtain
the x component of the complex polarization coefficient vec-
tor as follows:

ux
�m��ux

�m��* = �ux
�m��2 = ux

�m��uz
�m��*
ux

�m�

uz
�m��*

=
�13

�m���13
�m��*

�13
�m���13

�m��* + ��11
�m� − �v�m��2���11

�m� − �v�m��2�* .

�13�

From Eqs. �7� and �12�, we get the z component of the
complex polarization coefficient vector,

uz
�m��uz

�m��* = �uz
�m��2 = �ux

�m��*uz
�m�
uz

�m�

ux
�m��*

=
�13

�m���13
�m��*

�13
�m���13

�m��* + ��33
�m� − �v�m��2���33

�m� − �v�m��2�* .

�14�

Equations �11�–�14� give the polarization directions of
the incident and converted waves as functions of the aniso-
tropic elastic moduli and the incident angle. Using Eqs.
�11�–�14�, the polarization directions of all converted waves
related to that of the incident wave can be determined ana-
lytically and the anomalous polarization18 can be studied.

For the incident wave and homogeneous converted
waves, the polarization coefficient vectors are real. There-
fore, b1

�m�=0 and b3
�m�=0. By rewriting Eqs. �13� and �14�, we

get each component of the polarization coefficient vector as
follows:

ux
�m� = a1

�m� =	 �33
�m� − �v�m��2

�11
�m� + �33

�m� − 2�v�m��2

=
�13

�m�

	��33
�m��2 + ��11

�m� − �v�m��2�2
, �15�

uz
�m� = a3

�m� =	 �11
�m� − �v�m��2

�11
�m� + �33

�m� − 2�v�m��2

=
�13

�m�

	��13
�m��2 + ��33

�m� − �v�m��2�2
. �16�

As the reflection and refraction angles ��m� �m=1, 2, 3,
and 4� are a function of the incident angle �, the polarization
directions of the incident plane wave and the converted
waves depend on the incident angle � as well as the aniso-
tropic parameters of the media.

We assume an incident plane wave moving in the nega-
tive z direction incident upon a VTI boundary with a hori-
zontal component of motion along the x axis, as shown in

Fig. 1. According to the sign convention of the polarization
coefficient vectors �Eq. �11� or Eq. �12�� for a harmonic par-
ticle vibration with a given angular frequency �, the relation
between the particle displacement vector and the polarization
coefficient vector for the incident wave can be written as

Dp
�0� =  ux

�0�

− uz
�0� �exp�j��t − k�0�x sin � + k�0�z cos ���

�P-wave incidence� �17�

or

Dsv
�0� = − uz

�0�

ux
�0� �exp�j��t − k�0�x sin � + k�0�z cos ���

�SV-wave incidence� , �18�

where k�0� is the wave number of the incident P-wave or that
of the incident SV-wave. The relation between the particle
displacement vectors, the polarization coefficient vectors,
and the corresponding scattering coefficients for the con-
verted waves can be written as

Dp
�1� = R�1�ux

�1�

uz
�1� �exp�j��t − k�1�x sin ��1�

− k�1�z cos ��1��� , �19�

Dp
�2� = R�2� ux

�2�

− uz
�2� �exp�j��t − k�2�x sin ��2�

+ k�2�z cos ��2��� , �20�

Dsv
�3� = R�3�− uz

�3�

− ux
�3� �exp�j��t − k�3�x sin ��3�

− k�3�z cos ��3��� , �21�

and

Dsv
�4� = R�4�− uz

�4�

ux
�4� �exp�j��t − k�4�x sin ��4�

+ k�4�z cos ��4��� , �22�

where k�m� is the wave number of the converted waves, R�1�

is the reflection coefficient of quasi-P to quasi-P wave re-
flection, R�2� is the transmission coefficient of quasi-P to
quasi-P wave refraction, R�3� is the reflection coefficient of
quasi-P to quasi-SV wave reflection, and R�4� is the transmis-
sion coefficient of quasi-P to quasi-SV wave refraction.

When the phase velocity of the incident wave is smaller
than that of the refracted or converted wave, there is a cor-
responding incident critical angle �c

�m� �m=1 or 2 or 4�.
When the incident angle � is greater than the incident critical
angle �c

�m�, the corresponding converted wave becomes an
inhomogeneous wave.

For the incident quasi-P wave or for the incident quasi-
SV wave, the z component of the power density flux can be
written as �see Appendices A and B�
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Pz
�0� = −

�k�0�

2
��ux

�0��*c44
�in��ux

�0� cos � + uz
�0� sin ��

+ �uz
�0��*�c13

�in�ux
�0� sin � + c33

�in�uz
�0� cos ��� �23�

or

Pz
�0� = −

�k�0�

2
��uz

�0��*c44
�in��uz

�0� cos � + ux
�0� sin ��

+ �ux
�0��*�c13

�in�uz
�0� sin � + �c13

�in�ux
�0� cos ���� . �24�

For the reflected and refracted waves, the z components
of their power density fluxes can be written as

Pz
�1� =

�k�1��R�1��2

2
��ux

�1��*c44
�in��ux

�1� cos ��1� + uz
�1� sin ��1��

+ �uz
�1��*�c13

�in�ux
�1� sin ��1� + �c33

�in�uz
�1� cos ��1���� ,

�25�

Pz
�2� = −

�k�2��R�2��2

2
��ux

�2��*c44
�re��ux

�2� cos ��2�

+ uz
�2� sin ��2�� + �uz

�2��*�c13
�re�ux

�2� sin ��2�

+ c33
�re�uz

�2� cos ��2��� , �26�

Pz
�3� =

�k�3��R�3��2

2
��uz

�3��*c44
�in��uz

�3� cos ��3� + ux
�3� sin ��3��

+ �ux
�3��*�c13

�in�uz
�3� sin ��3� + �c13

�in�ux
�3� cos ��3���� ,

�27�

and

Pz
�4� = −

�k�4��R�4��2

2
��uz

�4��*c44
�re��uz

�4� cos ��4�

+ ux
�4� sin ��4�� + �ux

�4��*�c13
�re�uz

�4� sin ��4�

+ �c13
�re�ux

�4� cos ��4���� . �28�

For the inhomogeneous wave, the real part of the z com-
ponent of the power density flux should be equal to zero or
the component normal to the interface of the energy flux
vector is always nonexistent.11 Substitution of both ux

�m�

=a1
�m�+ jb1

�m� and uz
�m�=a3

�m�+ jb3
�m� into Eqs. �25�–�28�, leads

to

�a1
�m�a3

�m� + b1
�m�b3

�m�� = 0, �29�

where for a quasi-P wave incidence, m=2, or m=2 and 4,
respectively; for a quasi-SV wave incidence, m=1, or m=1
and 2, or m=1, 2 and 4, respectively.

Using Eq. �29�, we obtain the relation

ux
�m��uz

�m��* = �a1
�m� + jb1

�m���a3
�m� − jb3

�m��

= j�b1
�m�a3

�m� − a1
�m�b3

�m�� , �30�

or

uz
�m��ux

�m��* = �a1
�m� − jb1

�m���a3
�m� + jb3

�m��

= − j�b1
�m�a3

�m� − a1
�m�b3

�m�� . �31�

Equations �30� or �31� guarantee that if ux
�m� is real, then

uz
�m� must be imaginary �or vice versa�. For the refracted and

reflected inhomogeneous P-waves, we take ux
�m� as a real

number and uz
�m� as an imaginary number. For the refracted

inhomogeneous SV-wave, we take ux
�m� as an imaginary num-

ber and uz
�m� as a real number. Therefore, the polarization

coefficients for the inhomogeneous wave can be written as

ux
�m� = a1

�m� =	 �33
�m� − �v�m��2

�11
�m� + �33

�m� − 2�v�m��2

=
�13

�m�

	��33
�m��2 + ��11

�m� − �v�m��2�2
, �32�

uz
�m� = jb3

�m�

= j��13
�m��	 ��11

�m� − �v�m��2�*

���13
�m��*�2��33

�m� − �v�m��2� + ��11
�m��2��11

�m� − �v�m��2�* ,

�33�

where b1
�m�=0 and a3

�m�=0.

C. An approach to Snell’s law and a fast algorithm of
calculating R/T coefficients

At the interface between VTI media, according to
Snell’s law, we have

const��� = 
 sin ��1�

v�1� �2

= 
 sin ��2�

v�2� �2

= 
 sin ��3�

v�3� �2

= 
 sin ��4�

v�4� �2

, �34�

where �=�0 or �= �̃0, which stands for the incident angle of
P-wave or the incident angle of SV-wave; and const���
= �sin � / �v�0���2=2 sin2 � / �A5

�in�+A4
�in� sin2 �±Q�1��. v�0� is the

phase velocity of the incident P-wave or that of the inci-
dent SV-wave. From Eq. �34�, we obtain two fourth order
equations for sin ��m� as follows �see Appendix C�:

B1
�in����sin4 ��1,3� + B3

�in����sin2 ��1,3� + B5
�in� = 0, �35�

and

B1
�re����sin4 ��2,4� + B3

�re����sin2 ��2,4� + B5
�re� = 0, �36�

where B1
�in����=A2

�in�− �K1����2, B3
�in����=2�A1

�in�−A4
�in�K1����,

B5
�in�=A3

�in�− �A4
�in��2, K1���=2/const���−A4

�in�, B1
�re����=A2

�re�

− �K2����2, B3
�re����=2�A1

�re�−A4
�re�K2����, B5

�re�=A3
�re�− �A4

�re��2,
and K2���=2/const���−A4

�re�.
According to Eqs. �35� and �36�, the reflection/refraction

angles are given in terms of sin ��m� and thus, the R/T coef-
ficients can be calculated. We can use the energy balance
principle to verify whether the calculated R/T coefficients are
correct. When there is at least one incident critical angle and
the incident angle is greater than this critical angle, the cor-
responding converted wave becomes an inhomogeneous
wave.

The case of a P-wave impinging on the interface be-
tween VTI media provides an instructive example. The rela-
tions of both displacement and traction across interface in
terms of the R/T coefficients can be written as
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�
ux

�1� − ux
�2� − uz

�3� uz
�4�

uz
�1� uz

�2� − ux
�3� − ux

�4�

c13
�in�ux

�1� sin ��1� + c33
�1�uz

�1� cos ��1�

v�1����1��
−

c13
�re�ux

�2� sin ��2� + C33
�re�uz

�2� cos ��2�

v�2����2��
−

c13
�in�uz

�3� sin ��3� + C33
�in�ux

�3� cos ��3�

v�3����3��
−

c33
�re�ux

�4� sin ��4� + c13
�re�uz

�4� cos ��4�

v�4����4��
c44

�in��ux
�1� cos ��1� + uz

�1� sin ��1��
v�1����1��

C44
�re��ux

�2� cos �2 + uz
�2� sin �2�

v�2����2��
−

c44
�in��ux

�3� sin ��3� + uz
�3� cos ��3��

v�3����3��
−

c44
�re��uz

�4� cos ��4� + ux
�4� sin ��4��

v�4����4��
�

	 �
R�1�

R�2�

R�3�

R�4�
� = �

− ux
�1�

uz
�1�

−
c13

�in�ux
�1� sin ��1� + c33

�in�uz
�1� cos ��1�

v�1���1�
c44

�in��ux
�1� cos ��1� + uz

�1� sin ��1��
v�1����1��

� . �37�

This equation can be solved for the R/T coefficients.

III. CALCULATION AND DISCUSSION

For the interface between two VTI media with given
anisotropic and physical parameters, the coefficients B1

�in����
and B1

�re���� in Eqs. �35� and �36� are functions of the inci-
dent angle �. The coefficient B1

�in���� determines the solution
of the phase velocity of the reflected P-wave for the case of
the SV-wave incidence. The coefficient B1

�re���� determines
the solution of the phase velocities of the refracted P- and
SV-waves for the case of P-wave incidence or the case of
SV-wave incidence.

Here we discuss the case when there is an incident
critical-angle for the refracted P-wave. Analysis for the cases
of incident critical angle involving the refracted-SV wave is
analogous and therefore need not be repeated here.

For VTI media for which B1
�re���� is smaller than zero for

all incident angles, the phase velocity of the refracted
P-wave has only one solution: v�2�=v1

�2�. For some VTI me-
dia with strong anisotropy, B1

�re���� is smaller than zero in an
incident angle regime from zero to a certain anomalous post-
critical angle and B1

�re���� is greater than zero from this
anomalous angle to 90°. At the anomalous angle, sin ��2�

obtained from Eq. �36� becomes imaginary, and the solution
of the phase velocity of refracted P-wave should be switched
from v1

�2� to v2
�2�. This anomalous angle of the refracted

P-wave is denoted as �a
�2�. As the incident angle � approaches

the anomalous angle from the preanomalous angle regime,
the coefficient, B1

�re����, of Eq. �36� approaches zero from the
negative side and the solution for sin2 ��2���1� approaches
infinity. Therefore, the value of the calculated phase velocity
for the refracted inhomogeneous P-wave approaches infinity
according to Eqs. �36� and �3�. When the incident angle ap-

proaches the anomalous angle, �a
�2� from the postanomalous

angle regime, the coefficient, B1
�re����, of Eq. �36� is almost

zero and slightly positive and the value of the solution of
sin2 ��2���−1� approaches negative infinity. Therefore, the
value of the calculated phase velocity for the inhomogeneous
refracted P-wave is imaginary and its absolute value ap-
proaches infinity according to Eqs. �36� and �4�. For any
inhomogeneous wave, the solved phase velocity is not an
actual wave velocity since sin ��2� is greater than one and
cos ��2� is imaginary or cos ��2� is greater than one and
sin ��2� is imaginary. No matter how big the absolute value of
the solved phase velocity of the inhomogeneous refracted
P-wave is in the vicinity of the anomalous angle �a

�2�, the
calculated phase velocity and the refraction angle of the in-
homogeneous refracted P-wave always obeys Snell’s law,
i.e., sin ��2� /v�2�=sin � /v�0�=	const���. Therefore, the be-
havior of the inhomogeneous refracted P-wave is the same
as that of a general inhomogenous wave. The physical expla-
nation of this phenomenon requires consideration of Eqs.
�38� and �39� below.

Based on the anisotropic parameters of some sedimen-
tary rocks given by Thomsen,3 Vernik and Nur,4 and Wang,5

the physical and anisotropic parameters of two model cases
are given in Tables I and II. These models are transversely
isotropic. The elastic moduli are given by c13

�n�=��n�

	��*�n��
�n��4�+ ��
�n��2− ���n��v
2�����n�+1��
�n��2− ���n��2�

−��n����n��2, c33
�n�=��n��
�n��2, c11

�n�= �2��n�+1���n��
�n��2, c44
�n�

=��n����n��2, and c66
�n�= �2��n�+1���n����n��; 
�n� and ��n� are

the vertical phase velocities of both P- and SV-waves in
these rocks, respectively; ��n�, �*�n�, and ��n� are the aniso-
tropic parameters of the rocks. The superscript * of the an-
isotropic parameter �*�n� does not indicate the complex con-
jugate of the anisotropic parameter ��n� and is used for

TABLE I. Parameters for model 1. Both sand and shale are weakly anisotropic.

Medium

�n�

�m/s�
��n�

�m/s�
��n�

�g/cm3�

Thomsen parameters Elastic constants �GPa�

��n� �*�n� ��n� c11
�n� c13

�n� c33
�n� c44

�n� c66
�n�

A-shale 2745 1508 2.340 0.103 −0.073 0.345 21.264 6.976 17.632 5.321 8.993
T-sandstone 3368 1829 2.500 0.110 −0.127 0.255 34.597 10.612 28.359 8.363 12.628
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consistency with prior work �see Ref. 3�. Model 1 is a case
where no anomalous angle exists for the interface between
the two VTI media while model 2 is a case where the anoma-
lous angle for the refracted P-wave does exist. The calcu-
lated slowness curves are shown in Figs. 2�a� and 2�b� for
models 1 and 2. These curves show that there is one reflected
P-wave, one refracted P-wave, one reflected SV-wave, and
one refracted SV-wave created when a P-wave or an
SV-wave impinges on the interface between VTI media. For
P-wave incidence, there is only one incident critical angle,
�c

�2�, of the refracted P-wave for both models.

A. Model 1

In terms of the parameters in Table I and the relation
B1

�re����=A2
�re�− �K2����2, the calculated coefficient, B1

�re���� of

Eq. �36� is smaller than zero for all incident angles. In this
case, the phase velocity of the refracted P-wave has only one
solution. The reflected P- and SV-waves and the refracted
SV-wave are general converted waves. In the precritical re-
gime �0° ����c

�2�� of the refracted P-wave, because 0
�sin ��2��1, the refracted P-wave is a general converted
wave. For postcritical angles, ��c

�2����90° �, since sin ��2�

is greater than 1 and cos ��2� is imaginary, the refracted
P-wave is a general inhomogeneous wave. The incident
wave and all converted waves abide by Snell’s law in all
incidence angle regimes, i.e.,

sin ��0�

v�0� =
sin ��1�

v�1� =
sin ��2�

v�2� =
sin ��3�

v�3� =
sin ��4�

v�4� .

Consequently, as for the results given by the previous work,
v1

�2� is the solution of the phase velocity, v�2�, of the refracted
P-wave. In other words, v�2�=v1

�2� for all incident angles.
Figure 3 shows the relation of the R/T coefficients ver-

sus both � and ��re� given by Eq. �37� with all other physical
and anisotropic parameters of the incidence and refraction
media constant. Some observations include the following:
�1� anisotropy can cause the R/T coefficients to vary; �2� the
maximum of R�2� decreases with increasing ��re�; �3� the local
maximum of R�3� decreases with increasing ��re� and its
maximum increases with �c

�2�; �4� the maximum of R�4� in-
creases with ��re�; and �5� �c

�2� decreases with increasing ��re�.
For the isotropic case, the calculated �c

�2� is equal to
54.5897°, and for the anisotropic case, the calculated �c

�2� is
equal to 49.9154°. The relations of both the z component,
Pz

�0�, of power density flux of the incident wave and the real
part summation, Pz

�s�= ��m=1
4 real�Pz

�m���, of z components of
power density flux of all converted waves versus the incident
angle � are shown in Fig. 4. As should be the case, the
calculated R/T coefficients obey the principle of conserva-
tion of energy for all incident angles.

B. Model 2

Figure 5 is the calculated relation between the coeffi-
cient, B1

�re����, of Eq. �36� and the incidence angle � with the
parameters for model 2 given in Table II. Because no inci-
dence critical-angle exists for each of the reflected P-wave,
reflected SV-wave, and the refracted SV-wave, they are gen-
eral converted waves. In other words, v1

�1� is the solution of
the phase velocity of the reflected P-wave, and v2

�3� and v2
�4�

are the solutions of the phase velocities of the reflected and
refracted SV-waves, respectively. The calculated incident
critical-angle,�c

�2�, of the refracted P-wave is about equal to
33.6322°. From Fig. 5, it can be seen that there is a zero
value for the coefficient B1

�re���� at �=62.0600°, which is

TABLE II. Parameters for model 2. The O-shale is a strongly anisotropic oil shale.

Medium

�n�

�m/s�
��n�

�m/s�
��n�

�g/cm3�

Thomsen parameters Elastic constants �GPa�

��n� �*�n� ��n� c11
�n� c13

�n� c33
�n� c44

�n� c66
�n�

A-shale 2745 1508 2.340 0.103 −0.073 0.345 21.264 6.976 17.632 5.321 8.993
O-shale 4231 2539 2.370 0.200 0.000 0.145 59.397 15.824 42.426 15.278 19.709

FIG. 2. Calculated slowness curves: �a� model 1; �b� model 2.
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greater than �c
�2�. The calculations also show that when the

incident angle ��62.0600° �i.e., B1
�re�����0�, the solution of

the phase velocity of the refracted P-wave is v1
�2� and when

��62.0600° �i.e., B1
�re�����0�, the solution is v2

�2�. In other

words, only when the solution of the phase velocity of the
refracted P-wave is switched at �=62.0600° from v1

�2� to v2
�2�,

will the calculated phase velocity and the refraction angle of
the refracted P-wave in terms of Eqs. �3�, �4�, and �36� obey

FIG. 3. R/T coefficients versus both � and ��re� when ��in�, �*�in� and �*�re� are constant for model 1. ��in� and �*�in� are the anisotropic parameters of the
incidence medium; ��re� and �*�re� are the anisotropic parameters of the refraction medium. The left is modulus �R�m��, the right is phase �m� �in degrees� and
m=1, 2, 3, and 4, respectively. �a� R�1� versus � and ��re�; �b� R�2� versus � and ��re�; �c� R�3� versus � and ��re�; �d� R�4� versus � and ��re�.
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Snell’s law and the calculated R/T coefficients according to
Eq. �37� abide by the energy balance principle.

Now, we analyze and discuss the refracted P-wave for
various angle ranges:

1. For 0° ���62.0600°: In this incident angle regime,
Fig. 5 shows that B1

�re���� is smaller than zero, and sin2 ��2� is
greater than zero.

Due to 0�sin2 ��2� �or sin ��2�� �1 in the incident angle
regime from 0° to the critical angle, �c

�2���62.0600° �, of the
refracted P-wave, the refracted P-wave is a general con-
verted wave and its particle displacement is expressed by Eq.
�20�.

Due to sin2 ��2��1 and cos2 ��2��0 in the incident
angle regime from �c

�2� to 62.0600°, in terms of Eq. �20�, the
particle displacement of the refracted P-wave can be rewrit-
ten as

Dp
�2� = R�2�ux

�2�

− uz
�2� �exp�− 
c

�2�z�exp�j��t − k�2�x sin ��2���

= R�2�ux
�2�

− uz
�2� �exp�− 
c

�2�z�exp
 j�t −
sin ��2�

v1
�2� x��

= R�2�ux
�2�

− uz
�2� �exp�− 
c

�2�z�exp
 j�t −
sin ��0�

v1
�0� x��

= R�2�ux
�2�

− uz
�2� �exp�− 
c

�2�z�exp�j��t − k�0�x sin �� ,

�38�

where 
c
�2�=−jk�2� cos ��2�=�	sin2 ��2�−1/v1

�2�, which is a
real number. Equation �38� shows that in the incident
angle regime from �c

�2� to 62.0600°, because v1
�2� and 
c

�2�

are real, the refracted P-wave attenuates far from the in-
terface and propagates in the x direction and its wave
number kx

�2��=k�2� sin ��2�� is equal to the projection,
k�0� sin �, of the wave number vector of the incident
P-wave on the x axis.

Now we analyze the case of the incidence angle � being
approximate to and slightly less than 62.0600°. When � ap-
proaches 62.0600°, calculated sin ��2� and v1

�2� approach in-
finity but are of the same order and still obey Snell’s law
such that k�2� sin ��2�=� sin ��2� /v2

�2�=� sin � /v1
�0�

=�	const���, which is a finite value and, 
c
�2�

=�	�sin ��2� /v1
�2��2− �1/v1

�2��2�� sin ��2� /v1
�2�=� sin � /v1

�0�.
The refracted P-wave can be still expressed by Eq. �38� and
its behavior is the same as that of the general inhomogeneous
wave in the preanomalous angle regime near to the incident
angle of 62.0600°.

2. At �=62.0600°: B1
�re���� equals zero and sin2 ��2�

=sin2 ��4�=−�B5
�re� /B3

�2�����. When � is greater than 62.0600°,
sin2 ��2� anomalously becomes negative. This incident angle
is the anomalous angle, �a

�2�, of the refracted P-wave.
3. In the incident angle regime from 62.0600° to 90°:

Figure 5 shows that B1
�re���� is greater than zero in this inci-

dent angle regime. In terms of Eq. �36�, the calculated
sin2 ��2� is smaller than zero and cos2 ��2� is greater than one.
In the incident angle regime from �a

�2� �62.0600°� to 90°, only
choosing v2

�2� as the solution of the refracted P-wave can
guarantee that the calculated sin ��2� and the phase velocity
of the refracted P-wave abide by the Snell’s law. Because the
calculated sin ��2� is smaller than zero, cos2 ��2� is greater
than one. Both sin ��2� and v2

�2� are imaginary, and the particle
displacement of the refracted P-wave can be rewritten as

DP
�2� = R�2�ux

�2�

− uz
�2� �exp�− 
a

�2�z�exp�j��t − k�2�x sin ��2���

= R�2�ux
�2�

− uz
�2� �exp�− 
a

�2�z�exp
 j�t −
sin ��2�

v2
�2� x��

= R�2�ux
�2�

− uz
�2� �exp�− 
a

�2�z�exp
 j�t −
sin �

v1
�0� ��

= R�2�ux
�2�

− uz
�2� �exp�− 
a

�2�z�exp�j��t − k�0�x sin ��� ,

�39�

where as v2
�2� and sin ��2� are imaginary, and both 
a

�2�

�=jk�2� cos ��2�= j� cos ��2� /v2
�2�� and k�2� sin ��2�

�=� sin ��2� /v2
�2�=� sin � /v1

�0�=�	const���� are real. The
refracted P-wave still attenuates far from the interface and
propagates in the x direction in the postanomalous angle
regime. Its wave number kx

�2��=k�2� sin ��2�� is equal to the
projection, k�0� sin �, of the wave number vector of the
incident P-wave on the x axis.

When � is approximate to and slightly larger than
62.0600°, the absolute values of the calculated sin ��2� and
v1

�2� which are imaginary are approximate to infinity. They

FIG. 4. Pz
�0� and Pz

�s� versus � for model 1. The dashed line is the isotropic
case and the solid line is the anisotropic case, where, Pz

�0� and Pz
�s� are

normalized by the maximum of the power density flux of the incident wave.

FIG. 5. B1
�2� versus the incident angle � for model 2.
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are approximate to infinity with same order and still obey
Snell’s law, i.e., sin ��2� /v1

�2�=sin � /v1
�0�=	const���, and


c
�2� =�	�sin ��2� /v1

�2��2− �1/v1
�2��2�� sin ��2� /v1

�2�=� sin � /
v1

�0�. The refracted P-wave is still expressed by Eq. �39� and
its behavior is the same as that of the general inhomogeneous
wave in the postanomalous angle regime near to the anoma-
lous angle.

Now we analyze the effect of anisotropy on the anoma-
lous angle, �a

�2�, of the refracted P-wave and discuss the re-
lationship of the R/T coefficients versus both the incident
angle and the anisotropic parameters. For the curves shown
below, the incident angle, �, and the anisotropic parameter,
��re�, are variables and the other physical and anisotropic pa-
rameters of the incidence and refraction media are held con-
stant. The calculated relation of �a

�2� versus ��re� is shown in
Fig. 6 indicating that the anomalous angle, �a

�2�, increases
with decreasing anisotropic parameter, ��re�. When ��re� de-
creases to 0.15578, the anomalous angle, �a

�2�, and the zero
point of the coefficient B1

�re� of Eq. �36� disappear at the same
time. Figure 7 is the calculated relationship of the R/T coef-
ficient versus both incident angle � and anisotropic param-
eter, ��re�. Figure 6 shows that �1� �c

�2� decreases with increas-
ing ��re�; �2� both the local maximum of R�1� and the
maximum of R�2� decrease with increasing ��re�; and �3� the
maximum of R�3� increases with ��re� and its local maximum
decreases with increasing ��re�.

In the isotropic case, the calculated incident critical
angle, �c

�2�, of the refracted P-wave is equal to 40.4499°. In
the anisotropic case, the calculated �c

�2� and �a
�2� are about

equal to 33.6322° and 62.0600°, respectively.
The relations of both the z component, Pz

�0�, of the power
density flux of the incident wave and the real part summa-
tion, Pz

�s��=�m=1
4 real�Pz

�m���, of z components of the power
density flux of all converted waves versus the incident angle
� are shown in Fig. 8. The dashed line is the isotropic case
and both the solid line and the dotted line are the anisotropic
cases. In the anisotropic cases, because we take v1

�2� as the
solution of the phase velocity of the refracted P-wave in the
preanomalous angle regime, and v2

�2� as the solution of its
phase velocity in the postanomalous angle regime, the calcu-
lated R/T coefficients abide by the energy balance through-
out all incident angles, as shown by the solid lines in Figs.
8�a� and 8�b�. The dashed lines and solid lines in Fig. 8 are
the same as those in Fig. 4. The reason for this is that the real
part summation of the z components of the power density

flux of all converted waves only depends on the z component
of power density flux of the incident wave, and is not related
to the properties of the refraction medium.

The dotted line in Fig. 8�b� is the calculated result when
we only take v1

�2� as the solution of the phase velocity of the
refracted P-wave throughout all incident angles for the an-
isotropic case.

From the results for model 2, it can be seen that if we
only choose v1

�2� as the solution of the phase velocity of the
refracted P-wave throughout all incident angle regimes, for
the postanomalous angle regime �1� the reflection/refraction
angles and the phase velocity do not obey Snell’s law and �2�
the calculated R/T coefficients do not satisfy principle of
conservation of energy, as evidenced by the dotted line in
Fig. 8�b�.

IV. RESULTS

From the above derivations, calculations, and analyses
for models 1 and 2, we have found that:

�i� For the interface between some combinations of VTI
media, such as those selected for model 1, the anoma-
lous angle does not exist and the anisotropy only
causes variation of R/T coefficients.

�ii� For the interface between other combinations of VTI
media, as represented by model 2, there is an incident
critical angle �c

�2� and an anomalous angle �a
�2�. The

anomalous angle �a
�2� is in the postcritical regime.

Therefore, for a refracted P-wave, the incident angle
can be divided into three regimes: �1� from 0° to the
incident critical angle �c

�2�, �2� from the angle �c
�2� to

anomalous angle �a
�2�, and �3� from the angle �a

�2� to
90°. In the preanomalous angle regime �0°−�a

�2�� of
the refracted P-wave, the solution of the phase veloc-
ity of the corresponding converted P-wave is real. In
the postanomalous angle regime ��a

�2�−90° �, the solu-
tion of the phase velocity is imaginary. In the post
incident critical-angle regime, the solutions for the
phase velocity of the refracted P-wave are not an ac-
tual wave velocity. If the incident angle is approxi-
mate to the anomalous angle �a

�2�, although the abso-
lute value �or value� of the phase velocity, v1

�2� �or
v2

�2��, of the inhomogeneous refracted P-wave ap-
proximates infinity, v1

�2� �or �v2
�2��� and sin ��2� are of

same order and obey Snell’s law. Therefore, in this
incident angle regime, the behavior of the inhomoge-
neous refracted P-wave is the same as that of the
general inhomogenous wave. In our treatments of
both R/T coefficients and Snell’s law, the selected
phase velocity is required. The related anisotropy
across an interface not only causes variation of R/T
coefficients, but also variable behavior of the calcu-
lated phase velocity and refraction angle in the vicin-
ity of the anomalous angle.

�iii� We have found similar results for the case when S-V
waves are incident.

FIG. 6. �a
�2� versus ��re�.
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�iv� In the postanomalous angle regime, because both
sin ��m� and the phase velocity v�m� are imaginary,
the corresponding inhomogeneous wave still attenu-
ates far from the interface and propagates in
the x direction. The corresponding wave number

kx
�m��=k�m� sin ��m�� is equal to the projection, k�0� sin �,

of the wave number vector of the incident P-wave on
the x axis.

�v� For model 2, we also found that with the decreasing
��re�, the zero point of the coefficient, B1

�re�, of Eq. �36�

FIG. 7. R/T coefficients versus � and ��re� for constant ��in�, �*�in�, and �*�re� for model 2. The left is modulus �R�m��, the right is phase �m� �in degrees� and
m=1, 2, 3, and 4, respectively. �a� R�1� versus both � and ��re�. �b� R�2� versus � and ��re�. �c� R�3� versus � and ��re�. �d� R�4� versus � and ��re�.
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shifts towards higher incident angle and the anoma-
lous angle increases. When ��re� decreases to a certain
value, the zero point of B1

�re� and the anomalous angle
disappear at the same time.

�vi� We infer that the anomalous angle is more likely to
occur when there are very strong contrasts in aniso-
tropy across the interface.

V. CONCLUSIONS AND FUTURE WORK

�i� An alternative approach to Snell’s law for the analysis
of postcritical refraction/reflection of layered VTI me-
dia is presented. The method is based upon a fourth
order equation for sin ��m�.

�ii� For the interface between certain layered VTI media
with strong anisotropy, there can be an anomalous
angle �a

�m�, which is in the postcritical incident angle
regime.

�iii� When the incident angle is greater than �a
�m�, then

sin2 ��m� anomalously becomes a real negative number
and the root of the phase velocity of the correspond-
ing converted wave must be switched.

�iv� When the incident angle is approximately equal to the
anomalous angle �a

�m�, the absolute value of the calcu-
lated phase velocity of the corresponding inhomoge-
neous wave increases greatly although it is not an
actual wave velocity of the inhomogeneous wave.

�v� Rapid calculation of R/T coefficients is accomplished
by picking different solutions of the phase velocity of
the converted wave in different incident angle regimes
for the case when the anomalous angle exists. This
manuscript describes a new algorithm, which can rap-
idly calculate the R/T coefficients in terms of their
strict analytic expressions for both elliptical aniso-
tropic media and nonelliptical anisotropic media. This
algorithm is not only valid for the weak anisotropy,
but also valid for general anisotropy.

�vi� We have shown how to determine the polarization co-
efficient vector for the different waves in the postcriti-

cal regime and a method of determining the polariza-
tion direction of the converted waves relative to the
incident wave. The Snell’s law approach used pro-
vides another means of comparing the reflection and
transmission effects of relative anisotropy between
two VTI media.

Future research should include detailed analysis of the
relations between the polarization direction, the direction of
phase velocity, the direction of the power density flux, the
anisotropic parameters and the incidence angle, as well as the
condition of creating anomalous polarization.
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APPENDIX A

In an infinite anisotropic medium, the matrix expres-
sions of particle displacement �or polarization coefficient
vector�, strain, stress and gradient operator are given below:

�1�

The particle displacement: u = �us

uy

uz
� �a three −

element column matrix� .

�2�

The strain: S =�
S1

S2

S3

S4

S5

S4

� �in the form of a six −

element column matrix� or

S = �Sxx Sxy Sxz

Syx Syy Syz

Szx Szy Szz
�

=�
S1

S6

2

S5

2

S6

2
S2

S4

2

S5

2

S4

2
S3
� �in the form of a nine −

element square matrix�

FIG. 8. Pz
�0� and Pz

�s� versus � for model 2, where Pz
�0� and Pz

�s� are normal-
ized by the maximum of the power density flux of the incident wave.
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�3�

The stress: T =�
T1

T2

T3

T4

T5

T4

� �in the form of a six −

element column matrix� or

T = �Txx Txy Txz

Tyx Tyy Tyz

Tzx Tzy Tzz
�

= �T1 T6 T5

T6 T2 T4

T5 T4 T3
� �in the form of a nine-

element square matrix� .

�4�

The gradient operator �s =�
�

�x
0 0

0
�

�y
0

0 0
�

�z

0
�

�z

�

�y

�

�z
0

�

�x

�

�y

�

�x
0

� .

.

For the above expressions, S1=Sxx, S2=Syy, S3=Szz, S4

=2Syz=2Szy, S5=2Sxz=2Szx, S6=2Sxy =2Sxy, T1=Txx, T2=Tyy,
T3=Tzz, S4=Tyz=Tzy, T5=Zxz=Tzx, and T6=Txy =Txy.

APPENDIX B

For an infinite perfectly elastic medium, the basic rela-
tion between the stress T, the moduli matrix, C, of the me-
dium and the strain S is

T = C:S , �B1�

where the symbol : is the double-dot product operator of
matrix operation.

Bringing the relation between the strain S and the par-
ticle displacement D,

S = �sD �B2�

into Eq. �B1�, we obtain

T = C:�sD . �B3�

For the case of plane P- and SV-waves propagating on
the xz plane of an infinite VTI medium, Eq. �B3� can be
rewritten as

�
T1

T2

T3

T4

T5

T4

� =�
c11 c12 c13 0 0 0

c12 c22 c13 0 0 0

c13 c13 c33 0 0 0

0 0 0 c44 0 0

0 0 0 0 c44 0

0 0 0 0 0 c66

�
	�

�

�x
0 0

0 0 0

0 0
�

�z

0
�

�z
0

�

�z
0

�

�x

0
�

�x
0

��Dx

0

Dz
�

=�
c11

�Dx

�x
+ c13

�Dz

�z

c11
�Dx

�x
+ c13

�Dz

�z

c13
�Dx

�x
+ c33

�Dz

�z

0

c44 �Dx

�z
+

�Dz

�x
�

0

� , �B4�

where the stress components T4 and T6 are equal to zero.
Suppose that the particle vibrates harmonically with a

given angular frequency �. The particle displacement veloc-
ity of the plane wave can be written as

V =
�D

�t
= j�D , �B5�

and its complex conjugate can be expressed by

V* = − j�D*. �B6�

The power density flux vector of the plane P- and SV-waves
can be written as
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p = −
V* · T

2
= −

1

2
�Vx Vy Vz�*�T1 T6 T5

T6 T2 T4

T5 T4 T3
�

= −
1

2
�Vx 0 Vz�*�T1 0 T5

0 T2 0

T5 0 T3
� = −

1

2�Vx
*T1 + Vz

*T5

0

Vx
*T5 + Vz

*T3
� ,

�B7�

where the symbol • is the dot product operator of matrix
operation.

As shown in Fig. 1, the incident wave propagates on an
xz plane and impinges on the interface between two kinds of
VTI media and four converted waves create. Bringing Eqs.
�17�–�22� into Eq. �B6� gives the complex conjugate of the
particle displacement velocities of the incident and converted
waves. Further bringing the complex conjugate and the stress
components related to the power density flux expressed by
Eq. �B4� into Eq. �B7� yields Eqs. �23�–�28�.

APPENDIX C

From Eq. �30�, we have

const����v�m��2 = �sin ��m��2, �C1�

where m=1, 2, 3, and 4.
Inserting Eqs. �3� and �4� into Eq. �C1�, we obtain the

following relations:

Q�m� = ± �
 2

const���
− A4

�n���sin ��m��2 − A5
�n��

= ± �K1,2�sin ��m��2 − A5
�n�� , �C2�

and

�A1
�n� sin2 ��m� + A2

�n� cos2 ��m��2

+ 4�A3
�n��2 sin2 ��m� cos2 ��m�

= �K1,2�sin ��m��2 − A5
�n��2, �C3�

where K1,2���=2/const���−A4
�in,re�. Rearranging Eq. �C3�

gives Eqs. �35� and �36�.
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through inhomogenous media with power law attenuation
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Acoustic waves in tissues and weakly attenuative fluids often have an attenuation parameter, ����,
satisfying ����=�0�y in which �0 is a constant, � is the frequency, and y is between 1 and 2. This
power law attenuation is not predicted by the classical thermoviscous wave equation and researchers
have proposed different modified viscous wave equations in which the loss term is a convolution
operator or a fractional spatial or temporal derivative. In this paper, acoustic waves undergoing
power law attenuation are modeled by a modification to the thermoviscous wave equation in which
the time derivative of the viscous term is replaced by a fractional time derivative. An explicit time
domain, finite element formulation leads to a stable algorithm capable of simulating axisymmetric,
broadband acoustic pulses propagating through attenuative and dispersive media. The algorithm
does not depend on the Born approximation, long wavelength limit, or plane wave assumptions. The
algorithm is validated for planar and focused transducers and results include radiation patterns from
a viscous scatterer in a lossless background and signals reflected from a viscous layer. The program
can be used to determine scattering parameters for large, strong, possibly viscous scatterers, in either
a lossless or viscous background, for which analytic results are scarce. © 2006 Acoustical Society
of America. �DOI: 10.1121/1.2354032�

PACS number�s�: 43.20.Hq �TDM� Pages: 3493–3502

I. INTRODUCTION

Continued interest in the mechanisms and models of ul-
trasonic attenuation is motivated by the fact that loss param-
eters can dramatically influence sound wave propagation and
affect the size, shape, and time delay of propagating pulses.
Media with acoustic attenuation, whether caused by molecu-
lar relaxations or scattered by small random particles, will
result in scattering coefficients that are frequency dependent.
General quantitative ultrasound imaging algorithms are be-
ing developed based on this fact, as found in Oelze, et al.
�2002�, Zhang, et al. �2001�, and Padilla, et al. �2003�. Al-
gorithms that compensate for attenuation in the background
media are found in Oelze and O’Brien �2002� and Hughes
and Duck �1997�. Sophisticated techniques for determining
the exact values of attenuation and dispersion are given in
He �1999�; and Girault, et al. �1998�.

Acoustic attenuation in biological tissue generally satis-
fies a power law relationship such that attenuation increases
with frequency according to some noninteger exponent. The
modeling of power law attenuation and its associated disper-
sion can be particularly challenging. The classical Navier-
Stokes viscous wave equation, with analytic solutions given
in Blackstock �1967� and more recently in Cobbold, et al.
�2004�, predicts pressure with an attenuation coefficient that
is quadratically dependent on frequency and with very little
dispersion. This has led researchers to seek a modified wave
equation, many of which contain a convolution integral term
or a fractional derivative term �Szabo, 1994; Waters, et al.
2003�, and that with these terms, more accurately models
power law attenuation. Typically the convolution or frac-
tional derivative is in the temporal domain although equa-
tions with spatial fractional derivatives are given in Chen and

Holm �2004�. Experimental verification of the equations in
Szabo �1994� is given in He �1999�. Fractional calculus is the
study of modeling physical systems based on derivatives and
integrals of fractional order and in depth explanations and
examples are provided by Podlubny �1999��.

Recent efforts to provide analytic solutions of the modi-
fied viscous wave equations are provided in Cobbold et al.
�2004� and Sushilov and Cobbold �2004� and in Shorter
�2004� for solids. Even more examples of numerical solu-
tions to wave equations with a convolution or summation
operator are presented in Norton and Novarini �2003� to
model dispersive waves in underwater environments, in
Wochner, Atchley, and Sparrow �2005� to simulate the ef-
fects of absorption in air, in Wilson, et al. �2005� to model
sound propagation in a porous media, in Stucky and Lord
�2001� to predict lossy ultrasonic signals in solids, and in
Padilla et al. �2003� and Lerch and Friedrich �1986� to pre-
dict sound signals in biological tissues. Numerical modeling
of nonlinear sound propagation with power law attenuation
can be found in Wallace, et al. �2001�; Liebler, Ginter,
Dreyer, and Riedlinger �2005�. Further examples of the use
of fractional derivatives to model diffusive and dissipative
wave phenomena are found in Mainardi and Paradisi �2001�;
Hilfer �2003�.

In this paper a modified form of the viscous wave equa-
tion for acoustic pressure waves is proposed in which the
first order temporal derivative of the damping term is re-
placed with a fractional order temporal derivative. It is em-
pirically shown through the wavenumber that this equation is
an accurate model of power law attenuation and the assumed
dispersion of Szabo �1994�. The equation is solved numeri-
cally using a spatial finite element method and a temporal
finite difference method. The boundary condition between
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two media with different attenuation coefficients is enforced.
The numerical solutions are based on an axisymmetric ge-
ometry and results are provided for a broadband pulsed sig-
nal launched from a planar piston or focused transducer and
impinging upon scatterers of various sizes and material pa-
rameters.

The remainder of this paper is organized as follows: in
Sec. II we review more of the theory of power law attenua-
tion and how it can be modeled with a modified viscous
wave equation based on fractional time derivatives. Section
III presents the numerical solution of this equation. The axi-
symmetric form of the equation is solved and the resulting
pressure waves are compared to analytic solutions for piston
transducers, both planar and focused. In Sec. IV we present
some simulation results and a discussion on the reflection
coefficient for attenuative materials is included. In Sec. V we
discuss the results and the implications for using the attenu-
ation parameter in an imaging system.

II. THEORETICAL MODEL OF ATTENUATION

In 1967, Blackstock �Blackstock, 1967� analyzed tran-
sient pressure signals through a viscous medium based on the
homogenous viscous wave equation, given as

�2p −
1

c0
2

�2p

�t2 + �
�

�t
�2p = 0, �1�

in which c0 is sound velocity, � is a first order time constant
that models a molecular relaxation and/or bulk viscosity, and
p is the small-signal or excess pressure. This model assumes
that the attenuation is relatively light and causes negligible
temperature effects in the surrounding media. The one-
dimensional plane wave solution for this equation in dimen-
sion z is written in phasor form as

p�z� = p0ej��t−kz�,

in which the complex wavenumber, k, is given as

k =
�

c0
� 1

1 + j��
= � − j� , �2�

and the boundary condition is p�0�= p0ej�t. The plane wave
solution is significant because any temporal-spatial pressure
field, in a homogenous medium, can be expressed as a sum
of plane waves. If one assumes that the fluid has a relatively
short time constant, consistent with adiabatic processes such
that �����1; then ���0�2 , �0=� /2c0 , �=� /c0, and the
plane wave becomes an exponentially, decaying sinusoid
such that

p�z� = p0e−�zej��t−�z�. �3�

Experimental investigations have revealed that for many
thick or gelatinous fluid substances, biological tissues, at-
tenuation does increase with frequency, but not as much to
the frequency squared. In Szabo �1994�, one will find plots

of attenuation versus frequency for representative thick fluids
and viscous materials in which the power law exponent is
between 1 and 2. It is well accepted that absorption in most
fluids satisfies a power law such that

���� = �0���y , �4�

in which y is a noninteger and is often close to 1. It is often
assumed that this plot is part of a resonance curve in which
the attenuation peaks at a certain frequency and then de-
creases, but these high frequencies are rarely seen in ultra-
sound transducers.

A slight modification of �1� in which the partial time
derivative is changed to a fractional derivative yields a modi-
fied viscous wave equation of the form

�2p −
1

c0
2

�2p

�t2 + �y−1��y−1�

�ty−1 �2p = 0. �5�

Fractional derivatives have long been used to model systems
either with light damping or that otherwise could not be de-
scribed with a single time constant. Several books have been
published on fractional calculus including Podlubny �1999�,
in which the continuous time Riemann fractional derivative
of f�t� is defined as

��f

�t� =
1

��v�
�n

�tn�
0

t

�t − x�v−1f�x�dx , �6�

in which v=n−� and n is the smallest integer greater than �.
The gamma function, ��v�, is defined by

��v� = �v − 1� ! = �
0

�

uv−1e−u du . �7�

Thus, whereas integer time derivatives of a function de-
scribe what is happening to a function at an instant in time,
fractional derivatives depend on how the function has
evolved over time. For this reason they are well suited to
model systems with damping.

The complex wavenumber for eq. �5� is

k =
�

c0

1
�1 + �j����y−1�

. �8�

The negative imaginary part of this complex number is
the attenuation and can be empirically proven to satisfy

���� = − Imag�k� �
�y − 1�

y

�y−1

c0
���y , �9�

if the modified smallness approximation of ����y−1�1 is
true, consistent with the attenuation factor found in Black-
stock �1967� for y=2. In order for broadband signals to be
causal, the sound velocity must also be frequency dependent
or, equivalently, the propagation factor, �=� /c���, is non-
linearly dependent on frequency. The Kramers-Kronig
theory, based on signal causality, has been applied to the
damped wave solutions to determine the exact nature of
����. An alternative theory based on generalized functions
and causality has been proposed in Szabo �1994�. In both
cases, c0=c���. A rigorous explanation and experimental
validation of these theories is provided in Waters, et al.
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�2005�. It can be shown, empirically, that consistent with
Szabo �1994�, the propagation constant for �5�, defined as the
real part of the complex wavenumber is

���� = �0 − ����� = Real�k�

�
�

c0
−

y − 1

y

�y−1

c0
cot	�y + 1�

	

2

����y−1. �10�

Note that as ����y−1 approaches 1, the approximations in �9�
and �10� become less accurate.

III. NUMERICAL IMPLEMENTATION

Finite element simulation of the pressure wave equation
allows one to determine the scattered pressure field in com-
plex geometries without resorting to simplifying approxima-

FIG. 1. �a� The calculated excess pres-
sure 2 cm in front of a 2.5 mm �ra-
dius�, 2 MHz planar transducer. A
comparison of numerical and analytic
lossless media with two different ab-
sorptive media and two different val-
ues for the number of power series
terms. �b� The calculated excess pres-
sure 8 cm in front of a 2.5 mm �ra-
dius�, 2 MHz planar transducer. A
comparison of numerical and analytic
lossless media with two different ab-
sorptive media and two different val-
ues for the number of power series
terms.
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tions such as the use of plane waves, the Born approximation
of weak scattering, or the Rayleigh limit of very small scat-
terers. In order to simulate wave propagation through inho-
mogenous media, one must use the viscous wave equation
whose solution will account for position-dependent material
parameters in density, 
, compressibility, �, time constants,
�, and attenuation frequency exponent y, such that �5� ap-
pears as

� ·
1


�r�
�p − ��r�

�2p

�t2 +
��y�r�−1�

�ty�r�−1 � ·
��r�y�r�−1


�r�
�p = 0,

�11�

in which r represents a position vector within the solution
domain.

FIG. 2. �a� The calculated excess pres-
sure 3 cm in front of a strongly fo-
cused 2 MHz transducer with focal
point at 4 cm and radius 2 cm. A com-
parison of numerical and analytical
lossless media with those for absorp-
tive media. �b� The calculated excess
pressure 5 cm in front of a strongly
focused 2 MHz transducer with focal
point at 4 cm and radius of 2 cm. A
comparison of numerical and analyti-
cal lossless media with those for ab-
sorptive media.
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An explicit time-domain finite element method is used
to solve this equation in which the solution domain is broken
up into a uniform rectangular grid of elements. The size of
the elements is related to solution accuracy and the smallest
element distance �width or length� should be no bigger than
the smallest wavelength to be calculated. For an axisymmet-
ric geometry in which signal propagation depends only on
the radius, r, and depth, z, the pressure p is calculated at each
node via

p�t;r,z� = �
i

pi�t�Ni�r,z� , �12�

in which pi is the excess pressure at node i and Ni�r ,z� is an
interpolation function or shape function that is equal to one
at node i and either linearly or quadratically decays to zero at
the other nodes of the element. The Galerkin finite element
method of numerical analysis can be used to determine �12�,
by defining a so-called weak form of �11� in the solution
domain to be

�
V

N�r�	� ·
1


�r�
�p − ��r�

�2p

�t2

+
��y�r�−1�

�ty�r�−1 � ·
��r�y�r�−1


�r�
�p
dV = 0. �13�

Invoking the divergence theorem, assuming an axisym-
metric solution space, and substituting for N�r� the same
well behaved basis function used in �12�, one obtains a linear
system of differential equations given as

�Kstiff��pi − �M�� �2pi

�t2 � + �K��� �yi−1pi

�tyi−1 � = �
S

Nj	 1


i

+
�i

yi−1


i

�yi−1

�tyi−1
pi �Ni · n dS , �14�

in which

�Kstiff� = − �
V

1


i
�Nj · �Ni dV , �15�

�M� = − �
V

�iNjNi dV , �16�

and

�K�� = − �
V

�i
yi−1


i
�Nj · �Ni dV . �17�

in which i and j indicate node indicies.
For a more comprehensive derivation of �14�, the reader

is referred to Segerlind �1984�, one of the many classical
texts on the finite element method. The right hand side of
�14� are integrals over the element surfaces and ensure the
flux, �1/
+ ��y−1 /
���y−1 /�ty−1���p ·n, the continuity condi-
tion between elements. It also ensures that the flux boundary
condition, at the interface between materials a and b, given
as

	 1


a
+

�a
ya−1


a

�ya−1

�tya−1
�pa · n = 	 1


b
+

�b
yb−1


b

�yb−1

�tyb−1
�pb · n

�18�

is satisfied.
The nodal potentials are determined from �14� by ap-

proximating the second order time derivative by a centered
difference equation,

�2pi

�t2 =
pi

t+�t − 2pi
t + pi

t−�t

�t2 �19�

and replacing the fractional time derivative with a backward
difference power series, similar to Wismer and Ludwig
�1995�, such that

�y−1pi

�ty−1 =
�1 − z−1�y−1

�ty−1 =
1

�ty−1 �
n=0

N

�− 1�nynpi
t−n �t, �20�

in which pi is the excess pressure at node i, t is time, �t is
the time step and must be smaller than ��r2+�z2 /c in order
to ensure solution stability and y1= �y−1� ,y2=y1�y1

−1� /2 ! ,y3=y1�y1−1��y1−2� /3!, etc. In this derivation z−1

is used to indicate a time delay. It is noted that �20� is
numerically equivalent to the Grünwald-Letnikov �Pod-
lubny, 1999� definition for the fractional derivative, given
as

FIG. 3. Three intensity plots illustrating the propagation of the wave field in
front of a strongly focused transducer. Areas of white indicate positive ex-
cess pressure while black is negative excess pressure. The signal at three
different times are displayed from left to right, 10, 20, and 30 s after the
signal is launched from the face of the transducer. Each frame is 8 cm in the
vertical direction and 6 cm horizontally.

FIG. 4. Simulation geometry of small scatterer in front of a planar trans-
ducer.
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�y−1p

�ty−1 =
1

��y − 1��k=0

N 	��k − y − 1�
��k + 1�

pt−k �t
 , �21�

in which ��x� is defined in �7�. Thus, if �19� and �20� or �21�
are inserted into �14�, the potential pi

t+�t can be determined

without inverting any matrices. This is possible because a
mass lumping technique is used to approximate the matrix

�M� such that it is diagonal. Also, because the mesh can have

over five million nodes, memory saving techniques are em-
ployed for the uniform grid whereby only unique rows and
columns of the matrices �Kstiff� , �M� and �K�� are stored.

FIG. 5. �a� Contour plots showing
lines of constant, excess, scattered
pressure scattered from a small density
inclusion located 2 cm in front of a fi-
nite planar transducer. Scattered signal
recorded at time t=16 s. The radia-
tion pattern is indicative of the tran-
sient dipole pattern resulting from a
relatively small, weak density scat-
terer. �b� Contour plots showing lines
of constant, excess, scattered pressure
scattered from a small compressibility
inclusion located 2 cm in front of a fi-
nite planar transducer. Scattered signal
recorded at time t=16 s. The radia-
tion pattern is indicative of the tran-
sient monopole pattern resulting from
a relatively small, weak compressibil-
ity scatterer.
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The resulting algorithm is equivalent to a nine point finite
difference stencil in space.

Validation of the code is achieved by comparing the re-
sults to analytic solutions for planar piston and focused trans-
ducers and for the transmission of signals through lossless
and lossy media in both the nearfield and farfield. The input
signal is assumed to be a uniform pressure across the face of

the transducer with a time dependency given as

pin�t� = cos�2	f0t��1 − cos�2	f1t�� , �22�

in which f0 is the center frequency and f1 controls the band-
width. The on-axis pressure solution, for a planar transducer,
at point z and time t in a medium with sound speed c, is
therefore

FIG. 6. �a� Contour plots showing
lines of constant, excess, scattered
pressure scattered from a small vis-
cous inclusion, simulated with 10
power series terms, located 2 cm in
front of a finite planar transducer. The
scattered signal was recorded at time
t=16 s. The radiation pattern is in-
dicative of a distorted transient dipole
pattern resulting from a relatively
small, viscous scatterer. �b� Similar
specifications as for Fig. 6�a�, except
that 20 power series terms are used for
the fractional derivative term.
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p�t,z� = pin * ��	t −
z

c

 − �	t −

�z2 + a2

c

� , �23�

in which * is the convolution operator and a is the transducer
radius. For a=2.5 mm, 2 MHz transducer, insonifying a
medium with a sound speed of 1573 m/s and density
1000 kg/m3 results are given in Fig. 1. In this case the
signal is broadband with a −6 dB bandwidth of 2 MHz
with and a uniform amplitude of 1 across the surface. The
pressure versus time is plotted for 2 cm �near field�, and
8 cm �farfield�, away from the transducer face. The loss-
less numerical ��=0 in �14�� and analytical �in �23�� re-
sults are plotted along with a numerical simulated signal
in a lossy medium in which y=1.4 and �y−1= �5e−5� s0.4.
Note that �y−1 is a fractional time delay for which the units
are given in terms of secondsy−1�sy−1�. At 2 MHz this
yields an attenuation, defined by the imaginary part of �8�,
of �=77.85 Np/m �6.7 dB/cm�, a phase speed of cp

=� /����=1595 m/s and a group speed of cg

= ������ /���−1=1604 m/s, in which ����=real(k���). In
this case ����y−1=0.0346, resulting in an approximate
1.4% difference between �9� and the imaginary part of �8�.
The pressure wave propagating through a system with
fractional power law attenuation was simulated and plot-
ted for three different number of power series terms �N
=10,N=15, and N=20 in �20��. A fifth signal is also in-
cluded for a media with quadratic loss �y=2� and for
which the attenuation at 2 MHz is 6.5 dB/cm. As pre-
dicted by �8�, the signal in the y=2 medium undergoes
broadening, but minimal dispersion or velocity shifts
while the y=1.4 system causes the anticipated signal shift
as frequencies propagate at different speeds. The results
also show that the time trace determined with the higher
number of power terms results in greater attenuation,
close to that for the y=2 medium, and therefore more
accurate. Note that the y=1.4 dispersive medium and the
y=2 nondispersive medium have approximately the same
attenuation at 2 MHz. The convergence of the power se-
ries depends on the exponent y and will converge with
fewer terms the closer y is to 2. If y=1 in �20�, the series
essentially never converges, whereas if y=2 the series
converges with just three terms. Since each term requires
the storage of an additional time-step simulation of
weakly attenuating and highly dispersive media will be
more memory intensive. The farfield results in Fig. 1�b�
are noticeably less accurate, as numerical errors accumu-
late over time, but the percent error is within 5%.

The program can accomodate focused transducers and
results are shown in Fig. 2 for a source with F=2a / focal
-length=1.0 �a=2 cm, f =4 cm�. Shown in Fig. 2 is a com-
parison between the lossless numerical and analytic results,
from Hamilton �1992�, of the on-axis pressure. The effects of
acoustic absorption are also displayed. Found in Fig. 3 are
intensity plots of the entire pressure field at times of 10, 30,
and 50 s and demonstrate how the propagating waves add
coherently at the focal point.

FIG. 7. �a� Time traces showing the incident and reflected signals from a
three layer system in which the viscous middle layer is 1 mm thick and is
1 cm from the face of a 2 mm �radius�, 2 MHz transducer. The front and
back layer are the same lossless material. Signals are recorded at a point
6 mm in front of the transmit transducer. �b� Intensity plots of the wave field
for the three layer system. Dark bands identify the front and back wall of the
1 mm viscous layer. Each frame is 6 cm vertically by 2.1 cm horizontally.
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IV. RESULTS FOR THE SMALL
SCATTERER-RAYLEIGH LIMIT

The advantage of finite element and/or finite difference
simulation is that relatively complex inhomogenous systems
can be modeled without the need for simplifying assump-
tions. The acoustic system under consideration consists of a
planar piston transducer, with a user specified radius, center
frequency, and bandwidth, insonifying a region of space with
different material parameters. For the axisymmetric algo-
rithm, the inhomogenous region can consist of layered media
or disk inclusions of arbritrary thickness and radius, as
shown in Fig. 4. The resultant pressure will therefore be
rotationally symmetrical about the acoustic axis, and only
half of the problem space needs to be simulated. The algo-
rithm allows the user to specify material parameters, number
of layers, number of inclusions, inclusion radius and thick-
ness and transducer center frequency, bandwidth and radius.

An analytic solution, for the scattered wave, ps�r�, is
available for plane waves impinging upon a small, weak
scatterer, and is given as

ps�r� � P0
e−jk·r

r
���� , �24�

in which ���� is the radiation pattern and is given by

���� =
k0

2Vs

4	
	�s − �0

�0
+


s − 
0


0
cos���
 . �25�

The 0 subscript refers to material parameters in the back-
ground medium and s the scatterer. The angle � is between
the direction of the incident wave and the acoustic axis, as
shown in Fig. 4, and Vs is the scatterer volume. Weak scat-
terers are ones whose material properties do not differ sig-
nificantly from the background material, thereby ensuring
that the scattered signal is at least an order of magnitude
smaller than the incident wave, and the Born approximation
is thus justified.

The signal calculated via �14� is assumed to consist of
two components ps, the scattered signal and pinc, the incident
wave. Thus, in order to find the scattered signal, the numeri-
cal simulation needs to be implemented twice. First, the sys-
tem with the scatterer is modeled in order to compute the
total small-signal pressure field, ptot and then a system with-
out the scatterer is modeled to find the incident field, pinc.
The scattered field is then simply

ps = ptot − pinc, �26�

and the scattered radiated field can be compared to the result
in �24�.

Shown in Fig. 5 are results of the scattered waves for a
small disk scatterer. Relevant simulation parameters include
a planar transducer radius of 5 mm, a 2 MHz narrow band
input signal with a half-power bandwidth of 0.4 MHz and a
distance z0=2 cm. The background medium has a compress-
ibility of �0=405�10−12 �kg/ �m s2��−1 and a density of 
0

=1000 kg/m3 for a sound speed of c0=1573 m/s. The scat-
terer has a thickness and radius of a=0.0623 mm to make
k0a�0.5, which, although not an order of magnitude less
than 1, is still small enough to observe the scattering effects

of �25�. Simulating very small scatterers is difficult because
it requires a very fine grid and since a uniform grid is used
this makes the memory requirements and simulation times
increase accordingly.

In Fig. 5�a� the scatterer has a density of 1050 kg/m3

and the same compressibility as the background, whereas in
Fig. 5�b� the scatterer has a compressibility of 730
�10−12 �kg/ �m s2��−1 but the same density as the back-
ground material. In keeping with theory, the scattered wave
due to the inclusion, more dense than the background, exhib-
its a dipole radiation pattern while the scattered wave due to
the inclusion more compressible than the background has a
monopole pattern.

In Fig. 6�a� a scatterer has the same density and com-
pressibility as the background but now has a fractional time
constant given as �y−1=2e−2s0.2, with y=1.2. In light of �9�,
this corresponds to an attenuation coefficient of �
=3.5 Np/cm �30 dB/cm� at 2 MHz. While this may be an
untypically high absorption rate, it also is a limiting case for
the program. Larger values of �y−1 cause computational in-
stabilities. In order for the algorithm in �14� to remain stable,
the damping matrix �K�� must be at least an order of magni-
tude smaller than the stiffness matrix, �Kstiff�.

Scattered signal results are shown in Fig. 6�b�, for the
same absorptive scatterer as in Fig. 6�a�, but for which the
number of power series terms is increased from 10 to 20.
Increasing the number of power series terms in the fractional
time operator appears to improve the spatial accuracy of the
radiation field for the absorptive scatterer. This field is essen-
tially a distorted dipole pattern and results from the fact that
the pressure is attenuated as it propagates through the scat-
terer, and therefore the radiation on the front side is stronger
than the radiation on the backside.

Finally results are given for a three layer system in
which the middle layer consists of a viscous material. All
three layers have the same density of 1000 kg/m3 and loss-
less sound speed of 1573 m/S. The middle layer is 1 cm in
front of a 4 mm transducer, has a thickness of 1 mm and a
fractional time-delay parameter of �y−1=2e−4s0.4 for which
y=1.4, resulting in an attenuation of 24 dB/cm at 2 MHz.
The time signal in Fig. 7�a� is recorded at a point 0.6 cm in
front of the transducer; indicative of a point hydrophone re-
ceiver with infinite bandwidth. The reflection coefficient be-
tween two viscous media, 1 and 2 is given as

RLOSS =
z2 − z1

z1 + z2

=

1


2c2
�1 + �j��2�y2−1

−
1


1c1
�1 + �j��1�y1−1

1


2c2
�1 + �j��2�y2−1

+
1


1c1
�1 + �j��1�y1−1

.

�27�

If it is assumed that the media have the same sound velocity,
c1=c2, and density, 
1=
2, and fluid 1 is lossless, then, with
�9� and �10�, the reflection coefficient becomes
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RLOSS =
j��1��� − �2���� + �1���� − �2����

2

c1
− j��1��� + �2���� − ��1���� + �2�����

� −
�y2 − 1�

2y2
���2�y2−1�j + Cy� , �28�

in which cy =cot��y2+1	 /2��. Thus, signals reflected from
a lossless/viscous interface are highpass filtered with the
sharpness of the filter, depending on the power law expo-
nent of the absorptive material. The reflection coefficient
for the lossless/viscous interface has an absolute value of
0.0012 at 2 MHz and the frequency spectrum of the time
signals indicate a shift of 0.4 MHz in the front wall reflec-
tion relative to the incident field. Intensity plots, showing
the entire wave field as it propagates through the layer,
are provided in Fig. 7�b�.

V. DISCUSSION

A modified viscous wave equation is proposed to model
ultrasonic signals as they propagate through biological tis-
sues. The modified equation includes a fractional derivative
and it is empirically shown that the resulting propagation
factor has an imaginary part that yields power law attenua-
tion and a real part that satisfies the requisite velocity disper-
sion. An explicit, axisymmetric, time-domain algorithm is
coded to solve this equation. The results demonstrate that
signal scattering and reflections can depend solely on differ-
ences in attenuation parameters. Stronger attenuation should
yield bigger reflections, although if the damping factor is too
big the algorithm suffers from stability problems as the vis-
cous term �y−1���y−1� /�ty−1��2 of �5� may become larger than
the mass or stiffness terms. The results can be used to test
imaging algorithms that incorporate frequency dependent
scattering and backscatter coefficients.
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The nonlinear progressive wave equation �McDonald and Kuperman, J. Acoust. Soc. Am. 81,
1406–1417 �1987�� is expressed in a form to accommodate Hertzian nonlinearity of order n=3/2
typical of granular media. Stability of self-similar plane weak shocks against perturbations in three
dimensions is demonstrated for arbitrary order nonlinearity with 1�n�3. Investigation of stability
in the presence of Hertzian nonlinearity is motivated by the nonlinearity coefficient being arbitrarily
large in the unstressed state. Energy in the perturbation field is shown to fall off at least as fast as
1 / t, while energy in the self-similar wave falls off slower than 1/ t. For an initial wave profile
increasing in the direction of propagation, it is shown that where the quadratic nonlinearity
coefficient diverges, the slope of the wave goes to zero. �DOI: 10.1121/1.2363946�
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I. INTRODUCTION

Relevant scenarios in mine countermeasures �MCM� us-
ing explosives to clear buried mines emphasize the physi-
cally interesting problem of a nonlinear compressional wave
propagating from a fluid medium �ocean or atmosphere� into
an unstressed granular medium �seafloor or dry earth�. When
the overdensity in the fluid medium is small but finite, the
wave is well described by nonlinear acoustics with quadratic
nonlinearity.1,2 In a granular medium, however, the lowest
order nonlinearity in the equation of state is no longer qua-
dratic, but the Hertzian nonlinearity of order 3/2.3–5 The non-
linearity coefficient of a medium is linearly related to the
second derivative of pressure with respect to overdensity,
and thus diverges near the unstressed state for the Hertzian
nonlinearity.

A recent experiment4 shows an interesting transition
from quadratic nonlinearity at low �but finite� wave ampli-
tude to Hertzian nonlinearity at high amplitude. In this case
the transition is caused by prestressed granules being sepa-
rated and clapping together when the sinusoidal exciting
wave exceeds a level determined by the prestress. The ex-
periment used transverse forcing to bring about the clapping
of granules. Unfortunately, there seems to be no equivalent
data using compressional forcing. In the seafloor or earth,
initially unstressed granules may be driven together by a
strong compressive wave if the bulk modulus of the grain
material �e.g., quartz� is sufficiently higher than that of the
interstitial fluid. A transition from quadratic to Hertzian non-
linearity would begin as intergranular stresses become sig-
nificant.

If one wishes to model a nonlinear wave propagating in
an unstressed granular medium taking the usual assumption
of quadratic nonlinearity, one has to decide what value of the
nonlinearity coefficient to use. It begins at an arbitrarily high
value when grains first come in contact, and decreases to a
finite value at maximum stress. If the granular medium is
prestressed, the quadratic theory may be assumed valid over
a limited interval by Taylor’s expansion of the bulk stress -
strain relation about a nonzero baseline strain rate �0. One is

left, however, with the problem of the nonlinearity coeffi-
cient diverging at least as fast as �0

−1/2 in the limit of small
strain.3

What are the physical consequences of an arbitrarily
large nonlinearity coefficient on a propagating wave? Does
the wave develop pathological behavior perhaps leading to
its instability? Resolution of these questions arises from stat-
ing the nonlinearity explicitly without Taylor’s expansion.
One can do this by augmenting the equation of state with a
term of fractional order and proceeding without Taylor ex-
panding the additional term. �This paper argues that the di-
verging nonlinearity coefficient is an artifact of Taylor’s ex-
pansion of a nonanalytic equation of state.� Using the ratio of
perturbation energy to unperturbed energy as a stability mea-
sure, we will show that linear stability of a wave subject to
Hertzian nonlinearity appears to be weakened slightly �but
not destroyed� relative to a wave with quadratic nonlinearity.

Self-similar nonlinear acoustic plane waves are descrip-
tive of explosive shock waves and sonic booms in homoge-
neous media at late times. The equations of nonlinear acous-
tics without dissipation admit similarity solutions with
similarity variable x / t.6,7 With the addition of viscous dissi-
pation, similarity solutions exist in the form of a function of
time multiplied by a function of x / t1/2. In the limit of small
viscosity, these solutions tend toward the inviscid solutions
depending on x / t.

The analysis presented here investigates the idealized
but physically incomplete inviscid limit. Four reasons exist
for doing this: �1� granular materials exhibit frequency-linear
attenuation for which similarity solutions are not available;
�2� the inviscid limit yields compact closed-form solutions
for shock evolution which are valuable to benchmark a nu-
merical model in the limit of low attenuation; �3� inviscid
solutions reveal clear tendencies between higher order non-
linearity and increased wave stability; �4� inviscid solutions
reveal the physical consequences of a diverging nonlinearity
coefficient.

While it is conventional wisdom that shock waves in
uniform media evolve toward similarity profiles, analyses
leading to asymptotic decay rates of perturbations to plane
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shock waves of arbitrary strength have been lengthy and
mathematically detailed.8–12 Perturbations to particular shock
systems have been shown to decay at least as fast as an
inverse fractional power of time.8,11,12 When the entropy in-
crease behind the shock is neglected,8 the asymptotic behav-
ior of perturbation amplitude is t−1/2; when entropy increase
is included12 the asymptotic behavior is t−3/2. Weak shocks
are defined as those having small fractional changes in den-
sity. For self-similar weak shocks depending on x / t, the
analysis of small perturbations is greatly simplified, and per-
turbation energy will be shown to fall off at least as fast as
t−1. Since weak shocks are isentropic up to third order in
amplitude,7 this result is consistent with that of Ref. 8.

We will derive asymptotic recovery rates for perturbed
self-similar weak shocks subject to arbitrary order nonlinear-
ity 1�n�3 using the nonlinear progressive wave equation2

�NPE�. Results are applicable to the recovery of weak shocks
which are temporarily subjected to environmental inhomoge-
neities �including turbulence13–15 in the fluid case n=2�, and
then emerge into a homogeneous environment.

The analysis to follow does not include configurations in
which either planar waves or inviscid flow are not appropri-
ate. Examples are Mach reflections16 from an interface and
propagation within a turbulent flow.

II. THEORY

The NPE describes evolution of finite-amplitude acous-
tic density fluctuations �� in a wave-following coordinate
system moving in the x direction at a nominal sound speed
c0, where subscript zero refers to the undisturbed medium
ahead of the wave,

�t�� = −
1

2c0
�x�p���� + c0

2���2/�0 − ���� −
c0

2
�

�

x

��
2 ��dx ,

�1�

where �t is the time derivative in the moving frame, x=x�
−c0t is the reduced x coordinate �x� refers to a frame fixed in
the medium�, �0 is the unperturbed density of the medium
with �=�0+��, p is pressure, and ��

2 ���y
2+�z

2�. The x- inte-
gration path in �1� begins in the quiescent medium ahead of
the wave where �� and its derivatives are zero. Error terms in
�1� are O���3 ,��2�2�, where � is the wave-normal angle with
respect to x. For this reason it is sufficient to use an adiabatic
equation of state p���� since weak shock heating is cubic in
shock amplitude.7 We must also confine attention to nonlin-
earity of order 1�n�3 in order to remain within the error
limits of Eq. �1�.

For media which support acoustic waves �e.g., fluids,
saturated granular media, or prestressed granular media�, c0

is the linear sound speed of the undisturbed medium. For dry
granular media, the sound speed varies with the local strain
rate as �1/4, and is thus zero in the unstressed state. Such a
medium does not support acoustic waves, and the use of Eq.
�1� is not appropriate. �A Riemann solution applicable to
unstressed dry granular media without transformation to a
moving frame will be given below.�

Nonlinear plane waves are described by Eq. �1� in one
dimension, resulting in the Riemann equation

�t�� = − f�����x��, �2�

where

f���� =
1

2c0
� �p

���
+ c0

2�2��/�0 − 1�� , �3�

and f is the sound speed relative to c0 :c=c0+ f����. It is
helpful to leave �3� expressed as is rather than assume the
usual Taylor’s expansion with coefficient of quadratic non-
linearity in order to accommodate nonanalytic p����.

In Eq. �2� we introduce the similarity variable � and seek
solutions of the form ���x , t�=�����,

� �
x

t
→ �x =

1

t

d

d�
�t = −

�

t

d

d�
. �4�

Equation �2� becomes

−
�

t

d��

d�
= −

f����
t

d��

d�
, �5�

which yields the condition for plane-wave self-similarity,

f���� = � = x/t . �6�

The self-similar profile is thus

���x,t� = f−1�x/t� . �7�

Assuming f���� is a monotonically increasing and continu-
ous function �7� implies that �� is a monotonically increasing
function of x. Then, in order for �� to remain bounded, it
must vary smoothly in segments except for shock locations
where its amplitude decreases discontinuously, with proper
jump conditions at the discontinuities.

It should be noted that special analytic solutions17 of the
KZ equation1 including shocks exist which are neither planar
nor self-similar. The analysis below implies that at late times
such nonplanar shocks propagating in a homogeneous me-
dium evolve toward self-similar planar shocks. One should
note that numerical methods used in the solution of the KZ
equation apply only to quadratic nonlinearity.

A. Linear perturbation in one dimension

We now perturb Eq. �2� to determine the stability of the
self-similar wave. First, consider perturbations in one dimen-
sion on a region where �� is continuous,

���x,t� → ���x,t� + ���x,t� . �8�

Equation �2� yields

�t�� = − f�����x�� −
df

d��
�x���� . �9�

From �4� and �6� we find

�x�� =
1

t

d��

d�
, �10�

and

df

d��
=

d�

d��
. �11�

With �6�, �10�, and �11�, Eq. �9� yields
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�t�� = −
x

t
�x�� −

1

t
�� . �12�

It is straightforward to show that, for t	 t0
0 �12� has the
solution

���x,t� =
t0

t
���x

t0

t
,t0� , �13�

where ���x , t0� is the perturbation at t= t0.

B. Shock discontinuities

We examine freely propagating waves as could be gen-
erated by an explosive source. Consider a profile ���x� which
varies continuously with a single zero between shock discon-
tinuities as in Fig. 1. We take the origin at the zero, which
remains fixed in the reduced x coordinate frame, so that
���0�=0 without loss of generality. The shock illustrated in
Fig. 1 happens to be symmetric about the origin, but this is
not a necessity. Expressing Eq. �2� as

�t�� = − �x����� , �14�

where

����� = ���
f���d� =

1

2c0
�p���� + c0

2���2

�0
− ���� , �15�

the Rankine-Hugoniot condition18 for mass conservation
across a shock at xs may be stated

dxs

dt
=

���
����

= 	�����
��

	xs, �16�

where the brackets indicate the jump across the shock. Equa-
tions �14� and �16� imply mass conservation as follows:

�
0

xs

��dx = const. �17�

As a result of Eqs. �2� and �6�, one finds that on �0,xs� the
self-similar wave is related to its initial state as follows:

���x,t� = ���xt0/t,t0� . �18�

Thus, at late times the self-similar profile is determined by
its behavior at an early time near x=0. If we take ���x , t0�
�xm near x=0 where m is a positive constant, then Eqs. �6�
and �7� imply ���x , t�� �x / t�m. Allowing that m is not neces-
sarily an integer, the proportionality is stated

���x,t� = b · � x

t
�m

, �19�

where b is constant. Then, from �7�

f���� = ���

b
�1/m

. �20�

Equations �3� and �20� imply that when the dominant non-
linearity in the equation of state is of order 1�n�3, one has

p � ��n → m = 1/�n − 1� . �21�

Thus, a quadratic nonlinearity n=2 gives m=1, descriptive
of an N wave, while Hertzian nonlinearity n=3/2 gives m
=2, or a parabolic profile. The divergent nonlinearity coeffi-
cient near ��=0 for the Hertzian nonlinearity is accompanied
by �x�� going to zero.

C. Consequences of divergent nonlinearity parameter

A general result illustrating the effect of divergent non-
linearity coefficient upon the wave slope for a nonlinear
plane wave may be derived by using the method of charac-
teristics to solve Eqs. �2� and �3�,

���x,t� = g�x − tf����� , �22�

where

g�x� = ���x,0� . �23�

Forming the x derivative of Eq. �22� and bringing �x���x , t�
to the left side gives

�x���x,t� =
�x��xr,0�

1 + t�x��xr,0�� �2p

���2 +
2c0

2

�0
�/2c0

=
�x��xr,0�

1 + c0t�x��xr,0�/�0

, �24�

where �x��xr ,0� refers to �x�� evaluated at t=0, xr=x
− tf����x , t��, and the coefficient of quadratic nonlinearity is
given by

 � 1 + 	 � log c

� log �
	

0
= 1 + 	1

2

�0

c0
2

�2p

���2	
0

. �25�

When Hertzian nonlinearity is present, p��� contains a term
proportional to ��3/2, so that ���−1/2 as ��→0. The second
expression in �24� reveals the following for →� and t

0: �a� when the initial condition has a zero with positive
slope in the direction of propagation, the wave slope �x�� at
x=0 is forced to zero; �b� when the initial condition has a
zero with negative slope in the direction of propagation, the
wave slope at x=0 becomes infinite �a shock begins to form�
immediately. The shock discontinuity in case �b� begins at

FIG. 1. Schematic diagram for a self-similar wave in one dimension with
shock discontinuities at x0 and x1. The origin is taken where the wave
reaches zero continuously.
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zero amplitude and increases with time until the wave ages
sufficiently; then, it decreases as the wave becomes self-
similar.

Returning to the self-similar shock resulting from the
equation of state �21�, the shock location and strength from
�19�, �15�, and �16� are

xs�t� = xs�t0��t/t0�m/�m+1� �26�

�s��t� = �s��t0��t/t0�−m/�m+1�. �27�

The energy in the basic state may be obtained from �19� and
�26� to give

�
0

xs

��2dx � t−m/�m+1�, �28�

which falls off slower than 1/ t. When the slope at x=0 is
nonzero, one has m=1, which results in a classic N-wave
shock with ���x , t��x / t, xs�
t, and both �s� and the energy
integral �28� decrease as 1/
t. For Hertzian nonlinearity,
m=2, so that xs� t2/3, and both �s� and the energy integral
�28� decrease as t−2/3.

The energy in the perturbation may be integrated from
�13� to give

�
0

xs

��2dx =
t0

t
�

0

xst0/t

��2�x,t0�dx . �29�

It is permissible to use the unperturbed shock location in
�29�, since inclusion of the perturbed value �xs would add a
term of third order in ��. Since the upper limit of integration
on the right side of �29� decreases with time, the energy in
the perturbation decreases at least as fast as 1 / t. From �28�
and �29�, stability of the self-similar plane wave in one di-
mension is established including shock jump conditions. In
particular, the ratio of perturbation energy �29� to the wave’s
unperturbed energy �28� decreases at least as fast as
t−1/�m+1�= t−1+1/n.

D. Linear stability against three-dimensional
perturbations

Consider now a three-dimensional perturbation of a non-
linear plane wave,

���x,t� → ���x,t� + ���x,y,z,t� . �30�

From Eq. �1� and the steps leading to Eq. �12�, the three-
dimensional version of Eq. �12� becomes

�t�� = −
x

t
�x�� −

1

t
�� −

c0

2
�

�

x

��
2 ��dx . �31�

While direct solution of this equation is not available as in
the one-dimensional case, it is possible to demonstrate that
the perturbation energy decays at least as fast as 1 / t. Multi-
plying Eq. �31� by 2�� yields

�t��2 = −
x

t
�x��2 −

2

t
��2 − c0���

�

x

��
2 ��dx �32a�

=−
x

t
�x��2 −

2

t
��2 − c0�� · ����

�

x

����dx�
+

c0

2
�x����

�

x

��dx�2

. �32b�

Near shock discontinuities, we consider �� as the limit of a
continuous function which falls to zero rapidly for x outside
the shock. Integrating �32b� over all space, with ��=0 at
infinity, leads to the following:

�t� ��2dxdydz = −
1

t
� ��2dxdydz

−
c0

2
� dydz����

−�

�

��dx�2

. �33�

To achieve this result, the first term on the right side of �32b�
was integrated by parts, and the third term on the right yields
a surface term which vanishes at infinity. Equation �33�
shows that the energy in the three-dimensional perturbation
field falls off at least as fast as 1 / t. We conclude from �28�
and �33� that the basic state is stable against three-
dimensional perturbations: as in the one dimensional case,
the ratio of perturbation energy �33� to the wave’s energy
�28� decreases at least as fast as t−1/�m+1�= t−1+1/n.

It is worth noting that �33� yields stability of self-similar
plane waves against arbitrary three-dimensional perturba-
tions explicitly. In many physical systems stability analysis
must resort to local dispersion relations, treating differential
equation coefficients as locally constant.

E. Riemann solution for unstressed dry granular
media

Returning to the issue of a medium with zero sound
speed in the unstressed state, we invoke the equation for the
right-propagating Riemann invariant7 for an isentropic self-
similar wave, which may be stated

��t + �v + c��x���� = 0, �34�

where v=�0
��c / ��0+w�dw is the particle velocity and c2

=�p /���. As before, x� refers to a coordinate system fixed in
the medium. Equation �34�, which may be regarded as exact,
agrees with Eqs. �2� and �3� up through second order. The
condition for self-similarity corresponding to �6� is

� � x�/t = �v + c� . �35�

Taking p���3/2 gives f����= �v+c����1/4+O���5/4�. The
lowest order expression for the similarity solution corre-
sponding to �19�, �26�, and �27� is

���x�,t� � �x�/t�4,

xs��t� = xs��t0��t/t0�4/5,

�s��t� = �s��t0��t/t0�−4/5. �36�
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Equation �36� reveals that Hertzian nonlinearity in a dry un-
stressed granular medium results in different self-similar
shock behavior from that found in a fluid or a saturated
granular medium at onset of Hertzian nonlinearity as dis-
cussed after Eq. �28�. In particular, the shock amplitude de-
creases faster and the zero stress point remains fixed in the
medium.

Stability of the similarity solution �36� against one-
dimensional perturbations follows from the analysis of Sec.
II A, with x replaced by x�. The ratio of perturbation energy
to the wave’s total energy falls as t−1/5. Since the NPE ap-
plies only to media which support acoustic waves in the
unperturbed state, one must rely on the more general stability
proofs of Refs. 8–12 for stability against three-dimensional
perturbations.

III. A NUMERICAL EXAMPLE WITH MIXED
NONLINEARITY

Given the lack of experimental data on nonlinear com-
pressional waves in fluid-saturated granular media, we give a
numerical result illustrating nonlinear wave behavior subject
to Hertz forces of various amplitudes in a fluid medium. The
numerical experiment applies to a Hertzian chain that might
be realized by placing spheres in a long, fluid-filled cylinder
whose diameter equals that of the spheres. This configuration
traps fluid between spheres so that there is no differential
flow.

When an elastic sphere is compressed by a force F in the
x direction, the resulting decrement h in diameter along x is
given by5

F =

2

3

E

1 − �2h3/2R1/2, �37�

where E is the Young’s modulus of the sphere material, � is
Poisson’s ratio, and R is the sphere radius. Taking h�R, the
density perturbation in the resulting effective medium
�spheres plus fluid� is

��

�0
�

h

2R
, �38�

where �0 is the unperturbed density of the bulk medium. An
equation of state for the Hertzian chain treated as a bulk
medium is obtained by adding the fluid pressure to the inter-
granular Hertz force F divided by the area of the cylinder
�R2,

p = �0c0
2�u + �0 − 1�u2 + a · max�0,u�3/2� , �39�

where

u =
��

�0
, �40�

c0 and 0 are the bulk medium’s unperturbed sound speed
and quadratic nonlinearity coefficient19 in the absence of
Hertz forces, respectively, and

a =
4

3�

E

�0c0
2 �1 − �2�−1 �41�

is a nondimensional quantity specifying the amplitude of the
Hertz force. The max function in Eq. �39� reflects the fact
that grains can only transmit positive stress. Applying Eqs.
�3� and �6� to �39�, we find for the similarity solution

u0 +
3

4
au1/2 =

x

c0t
, x 
 0. �42�

For x�0, the second term on the left side of �42� is absent.
The physically relevant solution to �42� is

��

�0
=  �2�3

4
a�2

−
3

2
a
�3

4
a�2

+ 40
x

c0t
+ 40

x

c0t
�/�40

2� , x 
 0,

x/0c0t , x � 0.

�43�

Figure 2 illustrates the self-similar waveforms from Eq. �43�
for various values of the Hertz force parameter a. Shock
discontinuities are not shown since their location depends on
the initial condition from which the self-similar wave

evolved, and the values of 0 and t. Figure 2 supports the
vanishing slope of the waveform near a zero crossing with
initially positive slope in the presence of Hertz forces �Eq.
�24��, as can be shown directly from Eq. �43� for a
0. The

FIG. 2. Self-similar wave profiles for the equation of state �39�. The curves
are labeled with the value of the Hertz force parameter a.
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discontinuity in slope at the origin for a
0 in Fig. 2 reflects
the fluidlike behavior of the medium for negative strain, and
the sudden onset of Hertz forces for positive strain.

IV. SUMMARY

For media which support acoustic waves the NPE,2 Eq.
�1� predicts stability of self-similar plane waves including
shocks subject to Hertzian and other low-order nonlinearities
despite the divergence of the quadratic nonlinearity coeffi-
cient at zero stress. This stability implies that the fate of all
nonlinear acoustic plane waves in lossless homogeneous me-
dia is self-similarity. Equation �33� shows that the energy in
a three-dimensional perturbation falls off at least as fast as
1 / t, while Eq. �28� shows that energy in the self-similar
plane wave falls off slower than 1/ t for nonlinearity of order
1�n�3. The ratio of the perturbation energy to the wave’s
unperturbed energy falls off at least as fast as t−1+1/n, where
n=2 for fluidlike media, and n=3/2 for the Hertzian nonlin-
earity of intergranular contacts. In this measure, stability is
positively correlated with increasing order nonlinearity. For
purely one-dimensional cases �Eq. �8��, the detailed evolu-
tion of the perturbation field is given in Eq. �13�.

It has been shown in Eq. �24� that for general nonlinear
plane waves with initial amplitude increasing in the direction
of propagation, the slope of the wave goes to zero where the
nonlinearity coefficient diverges as in Fig. 2. For waves with
amplitude initially decreasing in the direction of propagation,
divergent nonlinearity coefficient causes the wave to steepen
toward shock formation immediately.

Since a nonanalytic component in the equation of state
�i.e., Hertzian nonlinearity� has physical consequences not
amenable to the use of a quadratic nonlinearity coefficient, it
seems reasonable to treat the analytic portion of p���� in Eq.
�1� with traditional methods, and add the nonanalytic com-
ponent separately without Taylor’s expansion �see Eq. �39�
for an example�. The NPE is well suited for this approach,
whereas the method used in numerical solution of the KZ
equation1 is limited to quadratic nonlinearity.
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set of generalized boundary conditions were proposed, based on a thin layer �thickness �
wavelength� model of the acoustic interface. In this paper, the model is extended to cover the more
pathological nonlinearity of the adhesion interphase—that is, the critically important thin layer
where bonds are formed between adhesive and substrate. First, the boundary conditions are shown
to be sufficiently general to cope with all manner of interphase nonlinearity, including unilateral
cases such as clapping or slipping. To maintain this generality, an analytic time domain solution is
proposed based on expansion in terms of the layer thickness rather than the conventional expansion
in terms of harmonics. Finally, the boundary conditions are applied to an interphase failure model
based upon basic continuum damage mechanics principles. It is proposed that such a model, which
can predict the evolution of the interphase damage under stressful conditions, may allow a
proper prediction of the ultimate adhesion strength based on nonlinear parameters measured
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I. INTRODUCTION—GENERALIZATION
OF BOUNDARY CONDITIONS

“Boundaries” in continuum mechanics are an abstraction
that allows for the application of a simple piecewise continu-
ous model to the inhomogeneous problem of two homoge-
neous media joined at some interface. Provided the variation
occurs over a small enough region, much smaller than the
wavelength of any probing beam, this is a reasonable ap-
proximation, and simple equations relate the fields on one
side to those on the other.1 Similar equations can be derived
for any narrow layer using a linear expansion and the equa-
tions of motion; in other words, the motion can be related
quasistatically from one side of any sufficiently thin layer to
the other, treating it as a boundary.2–4 In a previous paper,5

we argued, with little justification, that the generalized
boundary conditions developed from a thin layer expansion
can be applied to model cases of imperfect interfaces, such
as adhesion failure. This meshes well with the so-called in-
terphase theory of adhesion failure,6–8 which argues that ad-
hesion failure most often occurs in the mating region where
bonds are formed �or not� between particles of two different
species, and that the immediate neighborhood of this region
�the “interphase”� often has properties that are significantly
different from those of either bulk material. As this region
fails, it becomes increasingly nonlinear, with, in particular,
an increasing lack of tensile strength. A recent paper by
Rokhlin et al.9 demonstrated how this very idea could be
exploited by using high amplitude, low frequency vibrations
to increase the sensitivity of reflected high frequency ultra-
sound to adhesive bonding degradation. The basis of the ap-
proach is that the low frequency vibrations put the bond
quasistatically into a state of compression or tension, which
is then probed with the high frequency ultrasound. By way of

explaining their results, the authors modeled the adhesive
bonding region as a static distribution of springs of varying
lengths. The effective elastic constant of the bondline is de-
pendent on the number of springs in contact across the inter-
face at any given moment. They then applied a previously
published linear thin layer boundary condition model,10 to
calculate the effect of the stressed interphase on a high fre-
quency ultrasonic probe wave.

In this paper, we set out to show what happens when we
treat the correspondence between a nonlinear adhesion inter-
phase region and the nonlinear thin layer in our the previ-
ously published boundary model.5 That model is fully ca-
pable of dealing with the quasistatic case in Ref. 9, but can
also handle the nonlinearity induced in hypothetical high
power ultrasonic waves propagating across the damaged re-
gion. This latter situation is one that many experimentalists
have attempted to exploit, with little success, and is precisely
the case we consider in this paper. Incidently, one of the
conclusions reached here is that multimodal techniques may
well be the only practical way to test the interphase region of
a bond. Also, in this paper, as in our previous one, we have
suggested an unconventional approach to solving the ultra-
sonic nonlinear thin layer interaction problem in the time
domain. This allows us to deal dynamically with any reason-
able combination of layer nonlinearity and incident ultra-
sonic wave form while maintaining the general nature of the
solution. Furthermore, instead of relying on the typical static
spring models, we here demonstrate how a simple continuum
damage mechanics may be applied to an adhesive interphase
region in order to model the continuous development of fail-
ure behavior, from perfectly welded to completely broken.
This approach is based on the notion that bond failure is an
incremental process, and any complete theory of adhesion
failure should be able to handle all aspects of this process.
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II. GENERALIZED BOUNDARY CONDITIONS APPLIED
TO THE NONLINEAR INTERFACE

As mentioned, the generalized boundary conditions, in-
cluding some nonlinear expressions, were derived in a pre-
vious paper.5 The key expressions connecting the fields on
either side of a thin layer are

ui
II��nk,t� − ui

I�0,t� = np

�ui
L�0,t�
�xp

� , �1�

nj�Tij
II��nk,t� − Tij

I �0,t�� = njnp

�Tij
L�0,t�
�xp

� , �2�

where u and T are the displacement and stress, respectively,
and the superscripts I, II, and L refer to fields in the material
on the left side of the interface, the right side of the interface
and the interface layer itself. � is the interface layer thick-
ness, and nj is the jth component of the unit vector perpen-
dicular to the interface. In general, these expressions are
linked by the continuity of displacement and traction, thus it
is possible to remove all reference to the fields in the layer
with appeals to its constitutive and inertial laws. The linear
case was dealt with in our previously mentioned paper. In the
case of possibly nonlinear interface relations, one can appeal
to a more general form of the constitutive Hooke’s Law. This
might be written

Tij = Cij� �uk

�xl
� , �3�

where the Cij are some general functions of the displacement
gradients. Most commonly, the second and higher order
terms are orders of magnitude smaller than the linear term,
which is more explicitly suggested by an expansion

Tij = cijkl�1 + FL� �us

�xt
�� �uk

�xl
, �4�

where FL� � is some small function.
Using the Kronecker delta, we can define a projection

operator, �ij 	�ij −ninj, to separate tensor components acting
perpendicular and parallel to the interface. It is then possible
to use the continuity of the traction and parallel gradients to
rewrite the constitutive equation of the layer

njnpTip
ave + � jpTip

L = cijkl
L �1 + FL�ntnq

�us
L

�xq
+ �qt

�us
ave

�xq
��

� �nlnq

�uk
L

�xq
+ �ql

�uk
ave

�xq
� , �5�

where ave refers to the continuous field components approxi-
mated as the average of those in the two substrates: ui

ave

= 1 � 2 �ui
I+ui

II�. �Although this notation is preferable, it
should be little different from simply evaluating in the
more convenient of I or II.� It is clear that what we have is
a set of six equations that may be solved to evaluate the
six unknown directed derivatives of displacement and
traction that appear on the right sides of Eqs. �1� and �2�.
Multiplying by nj, it is possible to find the unknown di-
rectional derivatives of the displacement, taking advan-
tage of the small size of FL to get a first order inversion

nq

�ui
L

�xq
= ��ij

LTjp
avenp − �ilk

L �ql

�uk
ave

�xq
��1 − FL�¯��� , �6�

where �ij
L = �nlnkcikjl

L �−1 with �nrntcirst
L �−1�njnlcijkl

L �=�ks, �ilk
L

=�ij
Lnscjskl

L , and

�¯� = �nt�sj
L Tjp

avenp + ��lt�ks − nt�slk
L ��ql

�uk
ave

�xq
� , �7�

is found by replacing the unknown term in the argument of
FL with its zeroth order approximation. The stresses in the
layer may then be found �making use of �1+FL��1−FL�
1�:

Tij
L = �ijk

L npTkp
ave + ��ijkl

L + cijkl
L FL�¯���ql

�uk
ave

�xq
, �8�

where �ijk
L =cijrl

L nl�kr
L and �ijkl

L = �cijkl
L −cijvt

L nt�vlk
L �.

The results for the traction boundary condition are
somewhat easier. Noting that particle velocities and accelera-
tions are continuous across the layer, Newton’s second law
gives

�
�2ui

ave
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�Tpi
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�xp
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�Tip
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�Tij
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It is clear that
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�Tij
L
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= �L�2ui

ave

�t2 − � jp

�Tij
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and

njnp

�Tij
L
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ave
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L nq� jp

�Tkq
ave
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− ��ijkl
L + cijkl
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�2uk
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It is worth noting, however, that in general, �L is also field
dependent, in fact, it is inversely proportional to the local
material volume

�0
L

�L =
Vol

Vol0
= 1 + 	ii

L , �11�

where 	ij is the strain tensor. This could also be expressed in
terms of the substrate fields as

�L = �0
L�1 + ni� j

L�1 − FL�¯��Tjp
I np

+ ��kl − ni�ilk
L ��ql

�uk
I

�xq
�−1

. �12�

It is expected that, in most cases, the contribution of this
term will be somewhat smaller than that of the nonlinearity
in Eqs. �6� and �10�.

With the complete boundary conditions given above, it
is possible to build general models for multiple layer systems
in the usual manner, however, algebraic expressions can only
be found by using a perturbation expansion of some sort. For
harmonic excitation and weak layer nonlinearity, it is conve-
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nient to use an expansion in terms of higher harmonics. This
has been the approach of most theorists. Such an approach
should be suspect for cases of nonclassical interphase non-
linearity, for example, clapping or slipping cases, based as it
is on the superposition principle. It is possible, however, to
approach the problem in the time domain, using an expan-
sion in terms of the layer thickness. This approach was out-
lined, although for normal incidence only, in our previous
paper. In brief, it involves partial wave expansions on either
side of the layer of the form

A�sjxj ± t� + A��sjxj ± t�
�sjxj ± t�� + O��2� , �13�

where si is the slowness, and the layer is presumed at x3=0.
These partial waves are phase matched at the interface, and
may be related to the incident wave form to the zeroth order
by setting �=0, to first order by setting �2=0, and so on. It
will also be necessary to relate the traction and displacement
boundary conditions by integrating or differentiating the par-
tial waves with respect to time. Since time derivatives are
continuous across the interface layer, this approach is per-
fectly valid, resulting in a set of algebraic equations that may
be expressed generally as

�
�

pi
�̄R�
�

�n�− t� + �
�

pi
�̄R�
�

�n�t� = Fi
�n

− �
�

Pi3
�̄ R�
�

�n�− t� + �
�

Pi3
�̄ R�
�

�n�t� = Gi
�n, �14�

where � and � refer to reflected and transmitted partial
modes with displacement and traction polarizations at the
interface, pi and Pi3=ci3klpksl, respectively. R�,� are the usual
transmission and reflection coefficients for the partial wave
modes. The 
�n are the nth order corrections while Fi

�n and
Gi

�n are the nth order driving factors. For zeroth order,
clearly 
�0=1 and Fi

�0 and Gi
�0 are derived directly from the

displacement and traction polarizations of the incident
waves.

Most often the full solution may be significantly simpli-
fied to address a particular case. For the work below, which
is intended mainly to demonstrate the concept of the dam-
aged interface, or interphase, our consideration is restricted,
for simplicity, to normal incidence and isotropic media. In
that case, the equations simplify to set of nonlinear variants
of the so-called “quasistatic” boundary conditions11,12

ui
II − ui

I = �ij
L�1 − FL�¯��Tjp

I np� �15�

npTip
II − npTip

I = �L�2ui
ave

�t2 � . �16�

Typically, the expression is used in its linear form, with FL

=0, in which case the �ij
L may be directly related to the

“spring constants”: Kij =nlnkcikjl
L = ��ij

L�−1; as well, often the
layer inertia is ignored by setting the layer density, �L, to
zero. Notice that these equations are valid for both longitu-
dinal and shear polarizations. If the layer is linear and iso-
tropic, it is possible to write cikjl

L =L�ik� jl+2�L�ij�kl, result-
ing in Kij =2�L�ij + �L+2�L�ninj, or, in the notation of the
quasistatic approach, Kij =KT�ij +KLninj. It is clear, however,

that the usual quasistatic boundary conditions will generally
fail for oblique incidence for purely geometrical reasons.
Even for the simplest case of an isotropic, linear layer, the
boundary conditions will have additional terms �also noted
by Rokhlin and Wang�3
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−1npTkp

ave −
KT

KL
ni�pk

�uk
ave

�xp
�� , �17�

npTip
II − npTip

I = ��L�2ui
ave

�t2 − �iq

�Trp
ave

�xq
nrnp − �KL − KT�

��pq
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While it is now clear that we can apply our generalized
boundary conditions to a layer of nonlinear media, it is less
clear that this makes this model suitable to the more patho-
logical cases of failing and damaged interphases. In particu-
lar, the derivation of these expressions relied on a formal
statement of material continuity. Certain types of interface
failure, such as partial or complete disbonds, would appear to
be outside the scope of this theory. It is not necessary, how-
ever, to cling to this view of the theory. Instead, it is possible
to view the right hand sides of Eqs. �1� and �2� as simply
providing a connection between the two media, which may
be made as general as one might wish. In particular, this
theory has been extended to deal with cases of unilateral
boundary conditions, such as clapping or sliding interfaces.
In this paper, we will not be explicitly using those results, so
they have been relegated to Appendix A, for those who are
interested. In general, the unilateral results may be most sim-
ply approximated using a bilinear layer model, where the
layer density is zero, and the layer stiffness approaches in-
finity when the surfaces are in contact, but approaches zero
when they are not.

III. THE “THIN LAYER” MODEL APPLIED
TO THE DAMAGED INTERPHASE

A. Bonding failure as damage

Over the past decade or so, much attention has been
given to the problems of the ultrasonic nondestructive evalu-
ation of adhesively bonded structures.9,13–15 While certain
defects are easily detected by the most common techniques,
and the presence of such defects are clear indications of
weakness, their absence has not proven to be an indication of
strength. This unhappy situation arises because other struc-
tural defects, such as zero-volume disbonds, may occur, to
which contemporary ultrasonic techniques are not particu-
larly sensitive. Much effort has therefore been expended in
developing techniques which might be more sensitive to
such defects, for example, the measurement of the nonlinear
properties of the interface itself. Although much has been
claimed over the years, and some success has been shown for
specific examples, a lot of suspicion remains regarding the
efficacy of these various proposals, hindering their accep-
tance in the broader community. In the authors’ opinion, one
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of the major reasons for this is a lack of any universal model
that can effectively link the parameters of the wave, a dy-
namic, hopefully nondestructive, probe, to the bond strength,
defined quasistatically and destructively. This section pro-
poses a possible solution to this problem. The basis of the
idea is the following. Each adhesion-substrate interphase
may be considered as a weak layer �see Fig. 1�, an invitation
for localized damage to take place. The damage may be of
two varieties, one being the damage which occurs as a result
of the mechanical and environmental stresses on the working
part; the other is built-in due to shortcomings in joining pro-
cess. Fundamentally, one would expect similar behavior
from these two situations, however, this does mean that the
properties used for the “undamaged” state must be carefully
calibrated based on the best case scenarios, rather than the
“as-cured” initial state of the material. Using these param-
eters, it is possible to develop two sets of equations: the
damage impacted elastic constitutive equations and the dam-
age evolution equations for the interphase layer. This gives
the possibility of designing a technique for using strong ul-
trasonic waves to evaluate the current damage state, while
keeping new damage introduction to acceptable levels. The
ultimate strength of the bond, as would be determined by a
pull test, is then inferred from the damage model. The dam-
age model itself must be validated through standard tensile
tests.

B. A simple one-dimensional damage model
of the interphase

In a simple model, the damaged interphase may be
thought of as comprised of two parts, the delaminated frac-
tion, 
, and the intact fraction, 1−
.16 For the one-
dimensional �1D� case, the undamaged interphase will be
treated as a thin linear material, with a constitutive relation

like T= C̄	, where 	 is the nominal strain of the interface:
	�=uII−uI. Any delaminated region is presumed to have full
strength under compression and no strength under tension. In
that case, the simplest possible model for the constitutive

relation of the entire region would be T= C̄�1−
�	 under

tension, and T= C̄	 under compression. Although this model
is clearly only a first approximation, there is little consensus
in the literature regarding how to improve upon it, and it well

illustrates the general idea. Such a bilinear model is easily
introduced into the results of the previous sections, even for
multiple interphases.

The second task is to build a model controlling the dam-
age evolution. Such a model could be quite complicated,
taking into account plastic deformation, hardening, creep,
etc. Here, for simplicity, it is assumed that the evolution of
the interface is dominated by brittle damage, that is, that
plastic flow and hardening are negligible. This would mean
that such a model is most appropriate for the more brittle
adhesives—cyanoacrylates, or diffusion bonds, for example,
and not really suitable for rubbery or highly plastic adhe-
sives. One expression that gives a reasonable damage behav-
ior is


 − 
0 = � C̄

X
��

	2�, �19�

where 
0 is the initial damage, C̄ is the undamaged elastic
modulus, and the evolution parameters X and � control, in
combination, the failure rate and the peak strength of the
virgin material. This expression may be rewritten as

X�
 − 
0�
1
� = C̄	2, �20�

from which it more apparent that it gives the relation be-
tween damage and elastic potential energy. Specifically, it
determines how damage is driven by a relaxation in strain
energy. This expression, with � typically set to unity, is com-
mon in the literature of continuum damage mechanics. Under
monotonic loading, it results in stress-strain curves and dam-
age evolution as shown in Fig. 2. The basic features of this
curve may be fit to experiment. More details regarding the
origins of this curve may be found in Appendix B and Refs.
16–18.

Once the interface damage characteristics, in the form of
the damage impacted constitutive equation and the damage
evolution equations, are written, it is possible to model the
interface behavior under the influence of strong acoustic
waves �or virtually any other disturbance�. The major diffi-
culty lies in the nonlinearities inherent in this situation. For-
tunately, the situation involves two quite different timescales
during most of the motion. Because the idea is to be as
nondestructive as possible, these investigations should take
place in the regime where the evolution in the damage hap-
pens over a great many cycles of the wave. Thus the period
of the wave is the fast time scale and the damage evolution,
for the most part, is the slow time scale. The model may be
implemented in the following way. At time t, acoustic waves
impinge on the damaged interface, possibly multiple modes
on either side. The �=0 �perfect interface� boundary condi-
tions are solved to approximate the modal amplitudes at this
instant. Superpositions of the these zeroth order solutions are
then used to approximate the stress and acceleration at the
interface. These are used in the right hand side of the bound-
ary conditions expressions, along with the current magnitude
of the damage �
�t−�t��, to find first order corrections to the
wave and stress amplitudes. 	�t�, the strain across the inter-
face, is then inferred from the first order fields, and used
either directly or incrementally, as �	=	�t�−	�t−�t�, in or-

FIG. 1. Reflection from an interphase layer modeled as a thin, nonlinear
layer. The region of adhesion bonds and defects is best thought of as a layer
having physical properties significantly different from either substrate.
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der to determine the new damage, 
�t�. The process is re-
peated for the next time step. The fact that 
 changes rela-
tively slowly compared to the period of the wave means that
it is unnecessary to improve on this by imposing some sort of
cyclic self consistency algorithm.

C. Interphase damage simulations

The 1D model of the damaged interphase is quite simple
to implement as described. This was done for values of the
material meant to roughly simulate the adhesion layer be-
tween a metal and an epoxy adhesive impinged upon by a
high power ultrasonic wave. A single damaged interphase, of
thickness 0.01 mm, elastic modulus 30 GPa, and virgin
strength of 10 MPa �see Fig. 2� is located between a pair of
dissimilar half spaces, with reflection coefficient 0.5. A
1 MHz longitudinal wave, normally incident at the interface,
with stress amplitude of 1 MPa was chosen. This amplitude
is large enough to show noticeable bilinear distortion, but not
large enough to significantly increase the interphase damage
in any given period. Figure 3 shows the interphase strain
curves for damage levels of 0%, 25%, 50%, and 75%. The
bilinear distortion is quite clear here. Unfortunately, how-
ever, this distortion is not detected independently, but only its

impact on the reflected or transmitted wave, where its impact
is reduced by a factor of the interphase layer thickness. The
result is a slight phase shift correction in the tension side of
the waves �Fig. 4� compared to the undamaged material.
Clearly this is not easily discerned in the wave form itself.
One way to detect the effect is to make use of spectral analy-
sis. Table I shows the harmonic content for the interphase
strain and the reflected and transmitted signals. Note that,
because of the simple constitutive model chosen here, the
even harmonics are seen to dominate over the odd ones. We
do not wish to imply that this effect will be noticeable in the
typical nonlinear experiment dealing with adhesive bonds.
Such experiments typically measure the sum total of nonlin-
ear effects, including the strong material nonlinearities of the
adhesives themselves. The interphase defects that are so
critical to understanding adhesion failure likely do not gen-
erate harmonic distortions strong enough to be detected with-
out significant effort. However, when interphase effects
dominate the nonlinearity, such as occurs near regions of
local delamination, the nonuniform generation of harmonics
is well documented.19 The suppression of odd harmonics
shown here is just the simplest instance of this phenomenon.

In the continuum damage model described, damage can
accumulate even if the wave amplitude is small. It should be
noted that most damage models make use of a threshold
value of the strain below which it is assumed that no damage
occurs. The discussion here would apply only to waves hav-
ing amplitudes above this rather arbitrary limit. Even for the
case analyzed above, where the maximum stress in the wave
is significantly below the interphase layer strength, the layer
could fail after a sufficiently long pulse. As the vibration
continues, damage buildup continues, as a result, the effec-
tive tensile elastic modulus and the ultimate tensile strength
both decrease, until it drops below the maximum stress of the
wave, and delamination occurs.

One of the more interesting prospects, then, is the use of
pulses to probe damaged interfaces. In conventional nonlin-
ear ultrasound, long tonebursts are used—due to their narrow

FIG. 2. Evolution of damage �upper� and stress �lower� during monotonic
strain loading for various initial damage states. Here the virgin material was

assumed to have an elastic modulus, C̄ of 30 GPa, an ultimate strength of

10 MPa and failing slope of 20C̄.

FIG. 3. Interface strain due to a 1 MPa pulse �10% Tmax� reflecting from the
damaged interphase between dissimilar media. From least to greatest distor-
tion: 0%–75% initial damage. The damage increase calculated for all of
these cases is negligible. This would change if the amplitude or length of the
toneburst were increased.
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bandwidth, it is much easier to investigate the harmonics. As
is clear above, however, a long, strong, toneburst could dam-
age the interface significantly. An alternative would be to use
a short, sharp spike. Because of its short duration, a single
such spike could have a significantly larger amplitude, prob-
ing more of the stress-strain curve, and still create less dam-
age than a toneburst. Obviously, spectral analysis may not be
an option in this case, however, given the asymmetrical as-
pect of this nonlinear distortion, it is possible to get good
results using inverse phase processing. That is, following a

pulse, A�t�, apply a second pulse of inverse phase, −A�t�. The
reflected �or transmitted� pulses from each are then added,
effectively eliminating the symmetric parts of the response.
Figure 5 demonstrates how effective such an analysis can be
in this particular case.

While the damage analysis was demonstrated here in 1D
only, there is nothing preventing its extension to two-
dimensions or three-dimensions using the results of previous
sections. The main thing missing is a damage evolution and
damage response for shear stresses applied to the interface.
This might be similar in form to those proposed for the lon-
gitudinal stress, except that the result would not have the
same symmetry. In fact, from a previous analysis of friction
coupled interfaces,20 it is expected that we would find the
dominance of odd rather than even harmonics.

IV. CONCLUSION

We have shown in this paper how generalized boundary
conditions can be adapted to deal with a large variety of
dynamic behavior. This provides a unique opportunity to de-
velop a model which is capable of demonstrating the entire
range of interphase behavior. Such a model may be derived

FIG. 4. Reflected �upper� and transmitted �lower� waves from a damaged
interphase between dissimilar media. The nonlinear distortion here is much
less obvious than that in Fig. 3 might have suggested; with increasing com-
plexity and additional layers, the situation becomes more difficult to inter-
pret.

TABLE I. Normalized harmonic amplitudes for the interphase strain �Fig.
3�, reflected and transmitted signals �Fig. 4� for a harmonic wave incident on
a boundary with 75% damage.

Harmonic

Damage
75% 1st 2nd 3rd 4th 5th

At interphase 1.0 0.25 2.9e-6 0.052 1.0e-6
Reflected 1.0 0.020 9.2e-5 0.0045 9.2e-5
Transmitted 1.0 0.021 0.0001 0.0047 0.0001

FIG. 5. Pulse reflected from a damaged interphase between dissimilar media
�upper�. Phase inversion processing can be used to remove the fundamental
�lower�, that is, the superposition of two signals reflected from the interface,
the direct signal plus the signal with inverse phase.
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from continuum damage mechanics, as demonstrated in the
final sections of the paper. In that model, the damage may be
inferred, at least under ideal conditions, from the nonlinear
distortion it introduces into passing ultrasonic waves, and at
the same time may be used to estimate the remaining
strength of the interface, as defined using monotonic loading.
One drawback is that the acoustic power required to generate
nonlinear effects is a significant fraction of the remaining
strength of the material, and may result in the rapid failure of
bonds with even a little damage. That is, there is only a
narrow amplitude window where significant harmonics are
produced without introducing significant new damage. This
likely explains the difficulty the nonlinear ultrasonics com-
munity has had in making such a scheme operational—either
the harmonic generation is small, or the part has already
failed. However, with a clear, validated theory connecting
the damage and the acoustic nonlinearity, it should be pos-
sible to monitor a threshold. For example, if the minimum
strength required is Tmax, the damage evolution theory can be
used to determine the allowed initial damage 
0, which cor-
responds to this strength. Then the nonlinear layer theory can
be used to establish the amplitude of an interrogating wave
or pulse needed to have some measurable nonlinear distor-
tion. This then becomes the determining factor in whether a
part is good or bad. If it proves difficult to achieve a suffi-
cient signal to noise ratio using ultrasonics alone, it is our
opinion that this could be significantly enhanced using a
multi-modal approach, for example, ultrasonics plus static
loading, ultrasonics plus thermal pulse, or ultrasonics plus
vibration. Some of these approaches are already being ex-
plored in the lab.9,19,21 However, further work is needed to
establish the link between the parameters measured via these
techniques and the actual bond strength.
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APPENDIX A: GENERALIZED BOUNDARY
CONDITIONS EXTENDED TO THE UNILATERAL
INTERFACE

Two cases of particular interest involving nonlinear be-
havior at interfaces are the so-called clapping nonlinearity
and slipping nonlinearity. Both of these unilateral boundary
cases involve unbonded surfaces in close contact, which give
rise to time varying boundary conditions involving discon-
tinuous, but well behaved, displacements.22–24 Perhaps more
of an issue, common to both these cases, is that the boundary
conditions for at least half of the bilinear motion are formu-
lated entirely in terms of the tractions, whereas standard
boundary conditions always consist of one set of conditions
relating the tractions and one set relating the displacements.
As will be demonstrated, this does not pose a huge problem
in either case, as one may simply reformulate traction bound-
ary conditions in terms of displacements.

First, begin by considering the clapping case. For this to
be interesting, a static compressive external pressure, P, is
required, which forces the open gap to close. �It is simple to
include a spring-like closing model if it is of interest. Doing
so does away with the unilateral nature of the problem, how-
ever.� Thus the boundary conditions, for the closed interface,
are �see Ref. 24�

uII − uI = 0, �A1�

TII − TI = 0, �A2�

which may be easily achieved by setting the interface “layer”
density and stiffness to 0 and �, respectively.

After the gap opens, no absolute condition exists on the
displacements beyond uII�uI, but independent conditions on
the tractions do exist

TII = 0, �A3�

TI = 0. �A4�

First, it is clear that TII−TI=0, as before. Second, this im-
plies, in terms of partial waves, that, after integration

− �ZIA0���t� + �ZIA����t� − P = 0

⇒A���t� = A0��t� +
P

ZI
t + C�, �A5�

− �ZIIA����t� − P = 0

⇒A���t� = −
P

ZII
t + C�. �A6�

It is therefore also true that

uII − uI = A���t� − A0��t� − A���t�

= − 2A0��t� + 2A0��t0� − � 1

ZI
+

1

ZII
�P�t − t0� .

�A7�

Here, as in Eqs. �14�, the subscript � refers to mode reflected
back from the interface and � to the transmitted mode. The Z
are the acoustic impedances: �Z=��v=kC where C is the
pertinent elastic constant. The integration constants C� and
C� were determined by the initial condition that uII−uI=0 at
t0, the instant that the interface opens. This instant is that
in which the traction TI�t�, initially positive, passes
through zero going negative. The other transition time,
back to the closed state, occurs when uII−uI next goes to
zero. These times, which are essential to the form of the
resulting nonlinearity, can either be found a priori by an
analytical analysis,24 or, in an incremental time domain
simulation, with a simple test. It is clear that, although per-
haps somewhat different than initially construed, the gener-
alized boundary conditions are sufficiently flexible to deal
with this case.

The sliding case works in a similar manner. During the
sliding motion, assuming a classical two-constant frictional
force, only traction boundary conditions20 exist
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TII = − sgn�v��kP , �A8�

TI = − sgn�v��kP , �A9�

where sgn�v� is the sign of the relative velocity and �k is the
coefficient of kinetic friction. Using the same technique as
before, it is possible to recast these equations as

uII − uI = − 2AI��t� + 2AI��t0�

− � 1

ZI
+

1

ZII
�sgn�v��kP�t − t0� + �0. �A10�

The rest of the motion works as in the clapping case, with the
transition from the stuck motion to the slipping motion oc-
curring at the point where the acoustic stress exceeds the
static friction, �s. The transition back to stuck motion occurs
when the acoustic stress drops below the kinetic friction. It is
possible, with some effort, to generalize the ideas above to
oblique incidence.

APPENDIX B: DAMAGE MODEL PARAMETERS FROM
THE MONOTONIC LOADING CURVE

The brittle damage mechanics model used here is a gen-
eralization of that found in the first chapters of Ref. 18. The
main extension is to propose a two parameter “damage
strengthening parameter” that results in a sufficiently flexible
monotonic loading curve, that could conceivably be matched
to experimental data. Such a curve will ideally increase from
zero along a nearly straight line, reach a peak value �the
strength of the material�, then drop rapidly until failure �see
Fig. 2�. For the damage evolution described in Eq. �19�, such
a curve is the result of plotting T, the measured stress, versus
	, the total strain, as it increases from zero. Clearly, as 	
increases, so does the damage, thus

T = �1 − 
0 − � C̄

X
��

	2��C̄	 . �B1�

It is then a simple thing to link the parameters of this theory,

C̄, 
0, X, and � to the features of this curve. While a great
many ways may be conceived of going about this, including
a least squares approach, the form of the expression chosen
makes it simple to perform this analytically. We will concen-
trate, then on the relationships between the following sets of
prominent features:

• the location of the nonzero root,
• the slopes at the zero crossings, and
• the location and height of the peak stress.

Clearly, this gives more than enough information to deter-
mine our set of parameters. Practically, however, not all are
so easily accessible, so it is possible to choose to use those
that are most convenient.

The simplest feature to analyze is the second root or
zero crossing location, found by setting T=0 above. The first
root is clearly at 	=0. The second occurs at

	0
2 =

X

C̄
�1 − 
0�

1
� . �B2�

If we are looking at an initially virgin material, with 
0=0,
this is just the ratio between the modulus and the X param-
eter.

The slope of the curve at any point is the first derivative
of Eq. �B1�:

dT

d	
= �1 − 
0�C̄ − �2� − 1�� C̄�+1

X� �	2�. �B3�

At 	=0, this is, not surprisingly �1−
0�C̄. This slope gives,
for the virgin material, the elastic modulus; for the fatigued
material, it gives the initial damage, as explained above.

At the second root, one finds a slope of: −2��1−
�C̄.
Given the initial damage and elastic modulus, this is the
clearest way to find the � parameter.

Unfortunately, because a continuum damage theory is
generally not considered to be valid as failure takes over, it
may not be a great idea to rely too heavily on values taken
near the second zero crossing of the curve. More important is
to match the values near the peak stress. The peak stress will
occur at the point where Eq. �B3� is set to zero, that is, when

	m
2 =

X

C̄
�1 − 
0�

1
��2� + 1�− 1

� . �B4�

It is notable that the ratio 	m
2 /	0

2 is independent of X:

	m
2

	0
2 = �2� + 1�− 1

� . �B5�

The peak stress, found by plugging Eq. �B4� into Eq. �B1�, is

Tm = 2�� 1 − 
0

2� + 1
� 2�+1

2� �C̄X . �B6�

The damage at peak stress is found to be independent of X:


m =
2�
0 + 1

2� + 1
. �B7�

Although it is initially not obvious how to take advantage of
this result, it is possible to use it to simply relate the peak
stress to its location. The result is also independent of X, and
gives an alternative method for finding �:

Tm

	m
=

2��1 − 
0�C̄
�2� + 1�

. �B8�
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Axial radiation force of a Bessel beam on a sphere and direction
reversal of the force
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An expression is derived for the radiation force on a sphere placed on the axis of an ideal acoustic
Bessel beam propagating in an inviscid fluid. The expression uses the partial-wave coefficients
found in the analysis of the scattering when the sphere is placed in a plane wave traveling in the
same external fluid. The Bessel beam is characterized by the cone angle � of its plane wave
components where �=0 gives the limiting case of an ordinary plane wave. Examples are found for
fluid spheres where the radiation force reverses in direction so the force is opposite the direction of
the beam propagation. Negative axial forces are found to be correlated with conditions giving
reduced backscattering by the beam. This condition may also be helpful in the design of acoustic
tweezers for biophysical applications. Other potential applications include the manipulation of
objects in microgravity. Islands in the �ka ,�� parameter plane having a negative radiation force are
calculated for the case of a hexane drop in water. Here k is the wave number and a is the drop radius.
Low frequency approximations to the radiation force are noted for rigid, fluid, and elastic solid
spheres in an inviscid fluid. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2361185�

PACS number�s�: 43.25.Qp, 43.25.Uv, 43.20.Fn, 43.80.Jz �MFH� Pages: 3518–3524

I. INTRODUCTION

There have been numerous theoretical investigations of
the acoustical radiation force of plane traveling waves �often
referred to as progressive waves� incident on spherical ob-
jects in an inviscid fluid.1–7 Some aspects of the radiation
force of focused acoustic beams on spheres have also been
calculated.7–11 Some research suggests the possibility of trap-
ping small objects �such as biological cells� near the focus of
a single traveling wave.10,11 The ability to either trap an ob-
ject or pull it back toward the source of a single beam of
sound may be a desirable alternative to the better known
form of “acoustic tweezers” based on counterpropagating
sound beams from a pair of transducers.9 Such single-beam
acoustic tweezers may provide an alternative to “optical
tweezers” widely investigated for the purpose of trapping
biological cells or other small objects.12–15 In either the
acoustic or electromagnetic case an important property of
focused beams is that conditions have been predicted where
the radiation force is in the opposite direction of the beam
propagation even in the absence of significant dissipation.
For plane wave illumination of spheres having isotropic
properties in situations where dissipation can be neglected,
the radiation force is directed along the direction of propa-
gation for the reasons reviewed below in Sec. III.

The purpose of this paper is to calculate the radiation
force caused by an acoustic Bessel beam16–19 in an inviscid
ideal fluid incident on a sphere having isotropic material
properties in the case where the sphere is centered on the
Bessel beam. As an example, the force is calculated for the
case of a spherical drop of a hydrocarbon liquid in water. For

an appropriate choice of frequency and Bessel beam param-
eters, the force is predicted to be opposite the direction of the
beam propagation.

Scalar wave acoustic Bessel beams are an axisymmetric
solution of the Helmholtz equation for the complex velocity
potential of the form20

�B�x,y,z� = �0 exp�i�z�J0�� � �x2 + y2�� , �1�

where �0 determines the beam amplitude, z and �x ,y� denote
the axial and transverse coordinates, � and � denote the axial
and radial wave numbers, J0 is a zero-order Bessel function,
and �2+�2=k2= �� /c0�2, where c0 denotes the phase veloc-
ity of the fluid. Here and in subsequent discussions of
first order quantities the complex time factor of the form
exp�−i�t� has been separated from the spatial dependence
of complex functions. The complex first order acoustic
velocity and pressure are uB=��B and pB= i��0�B where
�0 is the density of the surrounding fluid. The radiation
force calculation uses Marston’s solution21 for the scatter-
ing of an ideal Bessel beam by a sphere centered on the
beam. Relevant aspects of that solution are noted here in
Appendix A.

An important parameter in the characterization of a
Bessel beam is the cone angle � which describes the angle of
the planar wave components of the beam relative to the z
axis.20–23 That angle is related to the parameters in Eq. �1� by

� = arccos��/k� = arcsin��/k� . �2�

That angle is illustrated in Fig. 1 for the problem under con-
sideration. The other important parameters in the evaluation
of the radiation pressure are the wave-number-radius product
ka of the sphere and the sphere’s material properties relative
to those of the surrounding fluid. As discussed in Sec. III, the
usual plane wave limit5,6 is recovered for the general radia-
tion force expression Eq. �10� for the case �=0. As a con-a�Electronic mail: marston@wsu.edu
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sequence of the finite width of all sources, Bessel-like beams
only retain their form over a finite propagation distance.16–23

The incident wave considered here is an ideal Bessel beam.
In addition to extending the understanding of situations

where radiation forces are negative relative to the axis of a
beam and related aspects of acoustic tweezers, some other
potential applications of this analysis include the manipula-
tion of fluid objects �such as liquid drops,24,25 localized gas
clouds,26 or flames27� in reduced gravity �associated with
space flight� where small forces acting over a long time du-
ration can significantly affect the dynamics and positioning
of objects. In addition since the analysis is sufficiently gen-
eral to allow for the sphere to be metallic or ceramic there
may be applications to the measurement of the acoustic in-
tensity of approximate realizations of Bessel beams16,18,22,23

as has long been the case for approximate realizations of
plane waves.3,4

The present analysis completely ignores the complica-
tions resulting from thermal-viscous effects and from acous-
tic streaming. Analytical studies by Doinikov28–30 indicate
that there are numerous situations where such corrections to
the radiation force may be especially significant for the case
of traveling waves. For situations where the fluids used have
sufficiently small viscosities, experiments have given satis-
factory agreement with the inviscid radiation force of a trav-
eling wave. Examples include low viscosity hydrocarbon liq-
uid drops in water as well as the case of various solid spheres
illuminated by quasiplane waves.3,4 The thickness of the os-
cillating viscous external boundary layer �and in the liquid
drop case, the thickness of oscillating internal boundary
layer� must be much less than both the wavelength and the
sphere radius a. It is assumed that this condition holds for the
situation considered here. It is noteworthy that Doinikov30

has predicted that as a consequence of viscous corrections a
bubble may be attracted to a source of sound, however the
mechanism in that case differs from the inviscid radiation
force illustrated here for liquid drops.

II. RADIATION FORCE ON A SPHERE
IN A BESSEL BEAM

It is convenient to evaluate the radiation force by using
the farfield scattering summarized in Appendix A. The analy-

sis of radiation forces based on farfield properties27,31–33 is an
alternative to the nearfield approach of King1 and Yosioka
and Kawasina.2 The analysis is facilitated by the property of
the radiation stress tensor27,33 ST for an ideal fluid that
� •ST=0. As a consequence, by application of the divergence
theorem, the integral for the radiation force on the object can
be transformed to a surface located at a large distance from
the object.27,33 In the present case this surface is taken to be
a spherical surface of radius r with kr�1. Let Re and Im
designate real and imaginary parts of a complex quantity.
The axial radiation force on the sphere is33

Fz = − ��0k2�I1 + I2 − I3� , �3�

I1 = ��0a/2�2�
−1

1

�F�ka,w,b��2wdw , �4�

I2 = ��0ra/2��
−1

1

Re��B
*F�ka,w,b�eikr�wdw , �5�

I3 = ��0ra/2k��
−1

1

Im����B/�z�*F�ka,w,b�eikr�dw , �6�

where w=cos �, � is the scattering angle shown in Fig. 1,
b=cos �, and * denotes complex conjugation. Equations
�3�–�6� follow from Eq. �6� of Ref. 33 after expressing the
scattering with the normalization used in Eq. �A1� in which
the amplitude F is dimensionless. The expression has been
simplified by taking the amplitude factor �0 to be real and by
omitting two terms proportional to �0

2 �shown in Ref. 33�
which do not contain F. The sum of the omitted terms van-
ishes. �The radiation force Fz vanishes when the scatterer is
removed from the volume considered27 so that then there is
no scattering and F=0.� The integrals in Eqs. �4�–�6� may be
evaluated in the limit of large kr by using the partial-wave
representations of F and �B given in Eqs. �A2�, �A4�, and
�A6� and by using properties of the Legendre polynomials
listed in Appendix B. The partial wave coefficients 	n and �n

are related by Eqs. �A3� and �A4� to the partial wave expan-
sion of the scattering for plane wave incidence. The integrals
reduce to

I1 = �2�0/k�2�
n=0




�n + 1��	n	n+1 + �n�n+1�Pn�b�Pn+1�b� ,

�7�

I2 = ��0/k�2�
n=0




�n + 1��	n + 	n+1�Pn�b�Pn+1�b� , �8�

I3 = − ��/k���0/k�2�
n=0




�2n + 1�	nPn
2�b� . �9�

Notice that � /k=cos �= P1�b�. Using Eq. �B3�, gives I3=
−I2. The acoustic intensity �in W/m2� along the axis of the
Bessel beam is I0= ��0c0 /2���k�0

2�= ��0c0 /2��k�0�2 cos �.
The axial radiation force on the sphere becomes

Fz = ��a2��I0/c0��1/cos ��YP�ka,cos �� , �10a�

FIG. 1. Geometry of the radiation force calculation. The sphere is located on
the axis z of an ideal Bessel beam. As explained in Refs. 20–22, the beam
may represented by a superposition of plane waves having a cone angle �.
The scattering angle relative to the beam axis is denoted by �.
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YP = − �2/ka�2�
n=0




�n + 1�

��	n + 	n+1 + 2�	n	n+1 + �n�n+1��

�Pn�cos ��Pn+1�cos �� , �10b�

where the normalization of the dimensionless function YP

was selected for ease of comparison with standard results for
plane traveling waves.3–7 When � is 90° the product
Pn�cos ��Pn+1�cos �� vanishes for all n because either n or
n+1 is odd. Consequently YP vanishes in that limit as re-
quired by symmetry.

III. RADIATION FORCE IN THE PLANE-WAVE LIMIT

In the limit of a plane traveling wave, cos �=1 and
Pn�cos ��=1 for all n. Consequently YP reduces to the stan-
dard expression given by Hasegawa et al.5,6 Notice that
while the present derivation uses the exp�−i�t� convention
and Hasagawa et al. use the exp�i�t� convention, the form of
YP is retained since the dependence on �n always appears as
the product �n�n+1. This limit also agrees with a result for YP

based on the exp�−i�t� convention.34 For plane waves, Eqs.
�8�, �9�, and �A2� give

I2 − I3 = − 2I3 = 2��0/k�2�
n=0




�2n + 1�	n

= − ka��0/k�2 Im�f�ka,1�� , �11�

where f�ka , cos ��=F�ka , cos � ,1� is the dimensionless
form function in the plane wave limit. In the case of a
scatterer having no dissipation, �sn � =1 and the optical
theorem35 gives for the imaginary part of the forward scat-
tering form function,

Im�f�ka,1�� = �ka/2��
0

�

�f �2 sin �d� . �12�

Combining Eqs. �3�, �4�, �10a�, �11�, and �12� gives in that
case,

YP = �1/2��
0

�

�f�ka,cos ���2�1 − cos ��sin �d� , �13�

which is non-negative. Equation �13� is equivalent to an
early result of Westervelt31 specialized to the case of no ab-
sorption and in the case of light scattering, an early result of
Debye.36,37 Inspection of Eq. �13� shows that the behavior of
�f �2 for � near � is significantly weighted in the evaluation of
YP. Reducing the scattering into the backward hemisphere
reduces the radiation force. For a perfectly reflecting sphere
having ka�1, except near a narrow forward diffraction
peak21,35 �f � 	1 and Eq. �13� gives YP	1. Including the
absorption of a sphere introduces a positive term,31 not in Eq.
�13�, which is proportional to the ratio of the absorption
cross section to the geometric cross section �a2.

IV. FORCE ON A RIGID SPHERE
IN A BESSEL BEAM

Consider now the case of a fixed rigid sphere placed on
the axis of a Bessel beam. In that case the sn are given by21

sn=−hn
�2��ka�� /hn

�1��ka��, where hn is a spherical Hankel func-
tion of the indicated kind and primes denote differentiation.
Figure 2 shows YP from Eq. �10b� for a plane wave �the
upper solid curve� and a Bessel beam having �=60° �the
dashed curve�. It was numerically found that the series in Eq.
�10� may be truncated for n somewhat in excess of ka. A
large value of � was selected so as to clearly show the re-
duction in YP. When ka is very small, less than approxi-
mately 0.3, the scattering is dominated by the monopole �n
=0� and dipole �n=1� terms of Eq. �A2�. Using
Mathematica® to obtain the leading order term in the small
ka expansion of YP, gives the following low frequency ap-
proximation:

YPLF�ka,cos �� = �ka�4�1 + �2/9�P2�cos ���P1�cos �� .

�14�

Only s0 and s1 were found to influence YP to this order of ka.
The lower solid curve in Fig. 2 shows YPLF when ka is small
for �=60°. Comparison with the dashed curve shows that
at small ka the result from Eq. �10b� is recovered. Taking
�=0 in Eq. �14� gives YP	�ka�4�11/9�, which is King’s
result1 for a massive rigid sphere.

V. FORCE ON AN IDEAL FLUID SPHERE
IN A BESSEL BEAM

In this case the sn are given in Appendix A. When ex-
pressing the relative fluid properties it is convenient to use
the dimensionless parameters of Yosioka and Kawasima2 and
of Lee and Wang38 which are �=ci /c0 and =�i /�0 for the
inner-to-outer fluid sound speed and density ratios. In the
plane wave case, the YP for several ka for a liquid drop
having �=1/1.15 and =1.005 were tabulated by Yosioka et
al.3 The numerical algorithm used here was found to agree
with the tabulated values of YP. Crum39 lists typical values of
these ratios for immiscible hydrocarbon liquid drops in water
at near room temperature conditions. The example of a liquid

FIG. 2. Dimensionless radiation force function YP from Eq. �10b� for a fixed
rigid sphere for an incident plane wave �upper solid curve� and an incident
Bessel beam having �=60°. The results are expressed in terms of the size
parameter ka for the sphere. The short lower solid curve is the low fre-
quency approximation from Eq. �14� for �=60°.
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drop in a Bessel beam considered in Fig. 3 is a hexane drop
for which �=0.719 and =0.656. Figure 3 shows YP for
several values of � including the plane wave case. It was
numerically found that the series in Eq. �10� may be trun-
cated for n somewhat in excess of ka.

The anomalous regions where YP is negative are dis-
cussed in Sec. VI. Consider here the reduction in YP with
increasing � when ka is less than 0.5. As reviewed in Sec. IV
when ka is small the scattering is dominated by the mono-
pole and dipole terms in Eq. �A2�. Only those partial waves
contribute to the leading order in the small ka expansion of
YP. By using Mathematica® the leading order term in the low
frequency approximation is found to be

YPLF = �4�ka�4/�2��G2 + �2/9��1 − �2P2�b��cos � ,

�15a�

G�,�� =  − ��/3�2� , �15b�

where �=1+2 and b=cos �. The result of Yosioka and
Kawasima2 �also found by Lee and Wang38� is recovered
when �=0. Equation �15� shows that while the cos � factor
causes a reduction in YPLF with increasing �, the dependence
on � is complicated by the term involving P2�cos ��. The
low-frequency approximation for an incompressible �but
movable� sphere is found by taking the limit �2→
 in Eq.
�15b� so that G in Eq. �15a� is replaced by G= where  is
the density ratio. In the plane wave limit YPLF reduces to
�4�ka�4 /�2��2+ �2/9��1−�2� in agreement with King’s
analysis for a movable incompressible sphere.1 The fixed-
rigid sphere limit for a Bessel beam, Eq. �14�, is recovered
by taking →
 and �2→
 in Eq. �15�.

VI. NEGATIVE AXIAL RADIATION FORCES
IN A BESSEL BEAM

Inspection of Fig. 3 reveals for �=45° and 60°, there are
ka regions where YP becomes negative. When YP is negative
the radiation force is directed opposite the direction of beam
propagation. To understand the reversal in the direction of
the force, recall from the plane-wave example discussed in
Sec. III that the backscattering amplitude strongly influences

YP. Figure 4 shows the backscattering form function magni-
tude �F�ka ,−1 ,cos ��� for �=45° and 60° for the fluid
sphere considered in Fig. 3. Inspection of Fig. 4 shows that
there are prominent minima in �F� for the regions where YP is
negative. This property is also evident by comparing the �
dependence of �F�ka , cos � , cos ��� for ka at or near the cen-
ter of the regions where YP is negative with the case where
�=0. Figure 5 shows this comparison for a hexane sphere
with ka=3.17 in a beam with �=45°. The scattering in the
entire backward hemisphere is suppressed in the Bessel beam
case relative to the plane-wave case. Since ka is not large
only a few partial waves contribute significantly to the scat-
tering in Eq. �A2� and �F� is found to be a slowly varying
function of � in comparison to large ka examples for rigid
and soft spheres shown in Ref. 21. Inspection of Fig. 5 and
Eq. �B2� suggests that scattering into the backward hemi-
sphere is suppressed because the factor Pn�cos �� affects the
significant partial waves. Figure 6 shows a similar compari-
son for �=60° and ka=2 which corresponds to a region
where YP is negative. In that case, however, fewer partial
waves are significant. The most negative value of YP for the
example in Fig. 3 is YP=−0.081 at ka=2.03 for �=60°. For
�=45° the most negative YP value is −0.0297 which is at

FIG. 3. Dimensionless radiation force function YP from Eq. �10b� for a
sphere of ideal fluid having the relative properties of a liquid hexane drop in
water for four values of � :0° �upper solid curve�, 30° �upper dashed curve�,
45° �lower dashed curve�, and 60° �lower solid curve�. For �=45° and 60°
there are regions where YP is negative so that the radiation force is directed
opposite to the propagation direction of the Bessel beam.

FIG. 4. Dimensionless form function magnitude from Eq. �A2� calculated
for backscattering for the fluid sphere considered in Fig. 3 for �=45° �solid
curve� and �=60° �dashed curve�. The regions where YP is negative in Fig.
3 are associated with reduced backscattering.

FIG. 5. The solid curve is the angular distribution of the scattering ampli-
tude �F� from Eq. �A2� for the liquid drop considered in Fig. 3 for a condi-
tion where YP is negative: ka=3.17 and �=45°. The dashed curve is for
ka=3.17 with phase wave incidence ��=0° �. The comparison shows that
the scattering into the backward hemisphere is significantly depressed in the
Bessel beam case.
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ka=3.17. For �=60° the small local maximum in YP in Fig.
3 at ka=2.86 corresponds to a local maximum in �F� at ka
=2.85 in Fig. 4.

To search for other regions having negative radiation
force, YP from Eq. �10b� was evaluated for a sphere having
the properties of an ideal hexane drop in water ��=0.719,
=0.656� for a dense grid of points on the region 0�ka
�6, 0° ���90°. Negative values were found only in the
part with 1�ka�6, 40° ���90°. Figure 7 shows that YP

is negative on islands within that subregion. From symmetry
and from the form of Eq. �10�, YP vanishes when �=90°. For
�=30° with this � and , YP was computed to be non-
negative for ka�20.

A systematic search for regions of negative YP in the
four parameter domain �ka, �, , �� was beyond the scope of
this investigation. Restricting attention to � of 45° and 60°,
examples giving negative YP are easy to find even for
spheres having different properties than hexane spheres in
water. For a carbon tetrachloride sphere in water39 �
=1.587, �=0.619� there are negative YP peaks at �ka, �, YP�
of �2.98, 45°, −0.0269� and �2.29, 60°, −0.0309�. For a ben-

zene sphere in water39 �=0.874, �=0.861� there are nega-
tive YP peaks at �ka, �, YP� of �3.75, 45°, −0.00455� and
�2.55, 60°, −0.0111�.

Inspection of Eq. �15� suggests that for small ka, YP

becomes negative when the fluid parameters  and � are
selected to give G� ,��=0. It is also necessary for � to lie
between 54.7346° and 90° so that P2�cos ���0 and cos �
�0. The condition G� ,��=0 gives �= ���1+2� / �32��.
Figure 8 shows 104YP for =1.2 and �= ��3.4/4.32�
	0.887. Also shown is 104YPLF from Eq. �15�. Notice that
YP is negative as predicted but that when ka exceeds 1.52,
YP becomes positive. As noted in Sec. V, YPLF is influenced
by only the monopole and dipole scattering terms in Eq.
�A2�. Positive YP may be due to partial waves in Eq. �B2�
with n�1. The 104 prefactor was included in Fig. 8 because
of the very small magnitude of YP which is typically less
than 10−4 in this region.

VII. DISCUSSION AND CONCLUSIONS

The main result in Eq. �10� gives the radiation force for
an isotropic sphere centered on an ideal Bessel beam. The
partial wave coefficients 	n and �n are related by Eqs. �A3�
and �A4� to the partial wave expansion of the scattering for
plane wave incidence. The derivation of Eq. �10� was suffi-
ciently general to allow for the case where the absorption of
acoustic energy by the sphere cannot be neglected. This is
often the case for plastic or polymer spheres placed in
water.5,40 Including absorption causes �sn � �1 while the con-
nection with 	n and �n in Eq. �A4� remains applicable. In the
numerical examples for YP and the analytical approximations
of the low frequency behavior, Eqs. �14� and �15�, absorption
is neglected.

When absorption is negligible, the approximation in Eq.
�15� becomes applicable to a small solid elastic sphere by
taking the inner sound speed to be ci= ��cL

2 − �4/3�cT
2� where

cL and cT are the longitudinal and transverse wave velocities
of the elastic material. That replacement has been shown to
yield the proper monopole and dipole scattering contribu-
tions for the equivalent fluid sphere when ka is small in the
present case where the viscous properties of the outer fluid
are neglected.41 For that replacement to be applicable it is

FIG. 6. Like Fig. 5 except that for the solid curve ka=2 and �=60° and the
dashed curve is ka=2 and �=0°.

FIG. 7. Islands where YP is computed by Eq. �10b� to be negative are shown
as dark patches that are bounded by a contour at YP=0. These are shown for
a hexane sphere in water. The examples where YP is negative in Fig. 3 are in
the leftmost islands.

FIG. 8. The solid curve is YP from Eq. �10b� for a fluid sphere with relative
fluid properties selected to give G� ,��=0 in Eq. �15� by taking =1.2 and
�= ��3.4/4.32�. The dashed curve is the low frequency approximation in
Eq. �15�. The solid curve YP is negative for ka between 0 and 1.52.
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necessary for ka to be much less than the ka of any low-
frequency resonance, including that of the n=2 partial
wave.40

The existence of conditions where YP becomes negative
suggests that it may be feasible to point a Bessel beam at a
sphere and use the acoustic radiation force to pull the sphere
back towards the source. This application is plausible in re-
duced gravity �space-based platforms� where small radiation
forces can significantly affect the motion of spheres over an
extended period of time. For a more definitive analysis, how-
ever, it would be necessary to analyze the transverse force on
the sphere for spheres displaced slightly from the axis of the
Bessel beam. That analysis is outside the scope of the present
discussion since Eqs. �10� and �A2� are only directly appli-
cable for a sphere centered on a Bessel beam.

The comparison of Fig. 3 with plots of the scattering
shown in Figs. 4–6 �and other results not shown here� indi-
cate that the regions where YP is negative with a significant
magnitude tend to occur where the backscattering amplitude
is suppressed as a consequence of the illumination by a
Bessel beam. It is plausible that this correlation with back-
scattering may be used to find regions of enhanced perfor-
mance of acoustic tweezers or other devices for biophysical
applications.9–11,42 When ka is small so that Eq. �15� is ap-
plicable, from the example in Fig. 8, negative YP appear
unfortunately to be small in magnitude.

Concerning the unresolved question of the transverse
stability of spheres on the axis of a Bessel beam, the follow-
ing observations are noteworthy. Liquid filled circular cylin-
drical acoustic levitators produce a standing wave pressure
distribution where the radial dependence of the pressure is
typically of the form J0����x2+y2�� as in the Bessel beam
case. Numerous examples have been demonstrated where
small drops and bubbles in water �or in other liquids� are
attracted to the axis of such cylinders.24,39,43,44 Much less is
known about the radial stability when ka is not small. The
mathematical existence of conditions for ideal spheres to
have transverse stability in acoustic Gaussian beams11 makes
it plausible that conditions can also be found for acoustic
Bessel beams. The existence of transverse stability of objects
trapped in light beams is also supportive.12–15 Ordinarily
transverse stability of gas bubbles in liquids subjected to the
optical radiation pressure of a laser beam requires that the
beam has an axial irradiance minimum.45 Stability of bubbles
in light beams of a different type was recently
demonstrated.46 If necessary the transverse stability of
spheres in acoustic Bessel beams could be altered by super-
posing a second acoustic beam �at a different frequency�
having an axial pressure minimum.47
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APPENDIX A: FARFIELD SCATTERING BY A SPHERE

For a sphere having isotropic material properties cen-
tered on the Bessel beam and placed at z=0, using the coor-
dinate system shown in Fig. 1, the farfield scattering is given
by

�s�r,�� = �a/2r��0Feikr, �A1�

where the partial wave series for the dimensionless form
function is found to be21

F�ka,cos �,cos �� = �− i/ka��
n=0




�2n + 1��sn − 1�

�Pn�cos ��Pn�cos �� . �A2�

The scattering angle relative to the z axis is denoted by �.
Here the coefficient �sn−1� is the same as the partial wave
coefficient for the dimensionless form function associated
with scattering caused by plane wave illumination35

f�ka,cos �� = �− i/ka��
n=0




�2n + 1��sn − 1�Pn�cos �� . �A3�

It is convenient for the purposes of the present paper to in-
troduce a normalized partial wave coefficient 	n+ i�n= �sn

−1� /2 where

	n = �Re�sn� − 1�/2, �n = Im�sn�/2 �A4�

and Re and Im designate real and imaginary parts. As re-
viewed in Ref. 21, the sn and the factors �sn−1� are known
for many types of spheres. When none of the incident acous-
tic energy is absorbed, the complex sn are unimodular.35 For
example in the case of an inviscid fluid sphere sn is given by
sn=−Dn

* /Dn where the denominator is48

Dn = �ikajn�ka/��hn
�1���ka� − �0�ka/��jn��ka/��hn

�1��ka� ,

�A5�

�i and �0 are the densities of the sphere and the surrounding
fluid and �=ci /c0 is the corresponding ratio of sound veloci-
ties. In Eq. �A5�, primes denote differentiation of spherical
Bessel and Hankel functions and * denotes complex conju-
gation.

The partial wave series for the incident wave, the Bessel
beam in Eq. �1�, is21

�B = �0�
n=0




in�2n + 1�jn�kr�Pn�cos ��Pn�cos �� . �A6�

APPENDIX B: PROPERTIES OF LEGENDRE
POLYNOMIALS

Properties of the Pn�w� used in the derivation of Eqs.
�7�–�10� include49

�
−1

1

Pm�w�Pn�w�dw = �2/�2n + 1���mn, �B1�
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�
−1

1

wPm�w�Pn�w�dw = Imn, �B2�

where Imn=0 unless m=n±1, In+1n=2�n+1� / ��2n+1��2n
+3�� and In−1n=2n / ��2n−1��2n+1��. The following49 was
also used:

�n + 1�Pn+1�w� − �2n + 1�wPn�w� + nPn−1�w� = 0. �B3�

The following special cases are noteworthy: P0�w�=1,
P1�w�=w, P2�w�= �3w2−1� /2, and P2�cos ��=0 for �
=54.7356°.

1L. V. King, “On the acoustic radiation pressure on spheres,” Proc. R. Soc.
London 147, 212–240 �1934�.

2K. Yosioka and Y. Kawasima, “Acoustic radiation pressure on a compress-
ible sphere,” Acustica 5, 167–173 �1955�.

3K. Yosioka, T. Hasegawa, and A. Omura, “Comparison of ultrasonic in-
tensity from radiation force on steel spheres with that on liquid spheres,”
Acustica 22, 145–152 �1969�.

4T. Hasegawa and K. Yosioka, “Acoustic radiation force on fused silica
spheres, and intensity determination,” J. Acoust. Soc. Am. 58, 581–585
�1975�.

5T. Hasegawa and Y. Watanabe, “Acoustic radiation pressure on an absorb-
ing sphere,” J. Acoust. Soc. Am. 63, 1733–1737 �1978�.

6T. Hasegawa, Y. Hino, A. Annou, H. Noda, M. Kato, and N. Inoue,
“Acoustic radiation pressure acting on spherical and cylindrical shells,” J.
Acoust. Soc. Am. 93, 154–161 �1993�.

7X. C. Chen and R. E. Apfel, “Radiation force on a spherical object in an
axisymmetric wave field and its application to the calibration of high-
frequency transducers,” J. Acoust. Soc. Am. 99, 713–724 �1996�.

8J. R. Wu and G. Du, “Acoustic radiation force on a small compressible
sphere in a focused beam,” J. Acoust. Soc. Am. 87, 997–1003 �1990�.

9J. R. Wu, “Acoustical tweezers,” J. Acoust. Soc. Am. 89, 2140–2143
�1991�.

10J. W. Lee, K. L. Ha, and K. K. Shung, “A theoretical study of the feasi-
bility of acoustical tweezers: Ray acoustics approach,” J. Acoust. Soc. Am.
117, 3273–3280 �2005�.

11J. W. Lee and K. K. Shung, “Radiation forces exerted on arbitrarily lo-
cated sphere by acoustic tweezer,” J. Acoust. Soc. Am. 120, 1084–1094
�2006�.

12A. Ashkin, J. M. Dziedzic, J. E. Bjorkholm, and S. Chu, “Observation of
a single-beam gradient force optical trap for dielectric particles,” Opt.
Lett. 11, 288–290 �1986�.

13A. Ashkin, “Forces of a single beam gradient laser trap on a dielectric
sphere in the ray optics regime,” Biophys. J. 61, 569–582 �1992�.

14K. Svoboda and S. M. Block, “Biological applications of optical forces,”
Annu. Rev. Biophys. Biomol. Struct. 23, 247–285 �1994�.

15J. A. Lock, S. Y. Wrbanek, and K. E. Weiland, “Scattering of a tightly
focused beam by an optically trapped particle,” Appl. Opt. 45, 3634–3645
�2006�.

16D. K. Hsu, F. J. Margetan, and D. O. Thompson, “Bessel beam ultrasonic
transducer: Fabrication method and experimental results,” Appl. Phys.
Lett. 55, 2066–2068 �1989�.

17J. A. Campbell and S. Soloway, “Generation of a nondiffracting beam
with frequency-independent beamwidth,” J. Acoust. Soc. Am. 88, 2467–
2477 �1990�.

18J.-y. Lu and J. F. Greenleaf, “Ultrasonic nondiffracting transducer for
medical ultrasonics,” IEEE Trans. Ultrason. Ferroelectr. Freq. Control 37,
438–447 �1990�.

19K. B. Cunningham and M. F. Hamilton, “Bessel beams of finite amplitude
in absorbing fluids,” J. Acoust. Soc. Am. 108, 519–525 �2000�.

20J. Durnin, “Exact solutions for nondiffracting beams. I. The scalar theory,”
J. Opt. Soc. Am. A 4, 651–654 �1987�.

21P. L. Marston, “Scattering of a Bessel beam by a sphere,” �submitted�.
22J. Durnin, J. J. Miceli, Jr., and J. H. Eberly, “Diffraction-free beams,”

Phys. Rev. Lett. 58, 1499–1501 �1987�.

23D. McGloin and K. Dholakia, “Bessel beams: Diffraction in a new light,”
Contemp. Phys. 46, 15–28 �2005�.

24P. L. Marston and D. B. Thiessen, “Manipulation of fluid objects with
acoustic radiation pressure,” Ann. N.Y. Acad. Sci. 1027, 414–434 �2004�.

25S. K. Chung and E. H. Trinh, “Containerless protein crystal growth in
rotating levitated drops,” J. Cryst. Growth 194, 384–397 �1998�.

26R. Tuckermann, B. Neidhart, E. G. Lierke, and S. Bauerecker, “Trapping
of heavy gases in stationary ultrasonic fields,” Chem. Phys. Lett. 363,
349–354 �2002�.

27W. Wei, D. B. Thiessen, and P. L. Marston, “Acoustic radiation force on a
compressible cylinder in a standing wave,” J. Acoust. Soc. Am. 116, 201–
208 �2004�.

28A. A. Doinikov, “Acoustic radiation pressure on a rigid sphere in a vis-
cous fluid,” Proc. R. Soc. London, Ser. A 447, 447–466 �1994�.

29A. A. Doinikov, “Acoustic radiation force on a spherical particle in a
viscous heat-conducting fluid. III. Force on a liquid drop,” J. Acoust. Soc.
Am. 101, 731–740 �1997�.

30A. A. Doinikov, “Acoustic radiation pressure exerted by a spherical wave
on a bubble in a viscous liquid,” Wave Motion 24, 275–279 �1996�.

31P. J. Westervelt, “The theory of steady forces caused by sound waves,” J.
Acoust. Soc. Am. 23, 312–315 �1951�.

32L. P. Gorkov, “On the forces acting on a small particle in an acoustical
field in an ideal fluid,” Sov. Phys. Dokl. 6, 773–775 �1962�.

33C. P. Lee and T. G. Wang, “Acoustic radiation force on a bubble,” J.
Acoust. Soc. Am. 93, 1637–1640 �1993�.

34F. G. Mitri, “Acoustic radiation force due to incident plane-progressive
waves on coated spheres immersed in ideal fluids,” Eur. Phys. J. B 43,
379–386 �2005�.

35P. L. Marston, “Generalized optical theorem for scatterers having inver-
sion symmetry: Applications to acoustic backscattering,” J. Acoust. Soc.
Am. 109, 1291–1295 �2001�.

36P. Debye, “Der Lichtdruck auf Kugeln von beliebigem Material,” Ann.
Phys. 30, 57–136 �1909�.

37H. C. van de Hulst, Light Scattering by Small Particles �Wiley, New York,
1957�, pp. 124–130.

38C. P. Lee and T. G. Wang, “Radiation pressure and acoustic levitation,”
Nonlinear Acoustics, edited by M. F. Hamilton and D. T. Blackstock �Aca-
demic, New York, 1998�, pp. 177–205.

39L. A. Crum, “Acoustic force on a liquid droplet in an acoustic stationary
wave,” J. Acoust. Soc. Am. 50, 157–163 �1971�.

40B. T. Hefner and P. L. Marston, “Backscattering enhancements associated
with subsonic Rayleigh waves on polymer spheres in water: Observation
and modeling for acrylic spheres,” J. Acoust. Soc. Am. 107, 1930–1936
�2000�.

41R. A. Roy and R. E. Apfel, “Mechanical characterization of microparticles
by scattered ultrasound,” J. Acoust. Soc. Am. 87, 2332–2341 �1990�.

42W. T. Coakley, “Ultrasonic separations in analytical biotechnology,”
Trends Biotechnol. 15, 506–511 �1997�.

43R. E. Apfel, “Technique for measuring the adiabatic compressibility, den-
sity, and sound speed of submicroliter liquid samples,” J. Acoust. Soc.
Am. 59, 339–343 �1976�.

44D. F. Gaitan, L. A. Crum, C. C. Church, and R. A. Roy, “Sonolunines-
cence and bubble dynamics for a single, stable, cavitation bubble,” J.
Acoust. Soc. Am. 91, 3166–3183 �1992�.

45B. T. Unger and P. L. Marston, “Optical levitation of bubbles in water by
the radiation pressure of a laser beam: An acoustically quiet levitator,” J.
Acoust. Soc. Am. 83, 970–975 �1988�.

46J. Y. Ye, G. Chang, T. B. Norris, C. Tse, M. J. Zohdy, K. W. Hollman, M.
O’Donnell, and J. R. Baker, Jr., “Trapping cavitation bubbles with a self-
focused laser beam,” Opt. Lett. 29, 2136–2138 �2004�.

47B. T. Hefner and P. L. Marston, “An acoustical helicoidal wave transducer
with applications for the alignment of ultrasonic and underwater systems,”
J. Acoust. Soc. Am. 106, 3313–3316 �1999�.

48K. A. Sage, J. George, and H. Uberall, “Multipole resonances in sound
scattering from gas bubbles in a liquid,” J. Acoust. Soc. Am. 65, 1413–
1422 �1979�.

49J. D. Jackson, Classical Electrodynamics, 3rd ed. �Wiley, New York,
1999�, Sec. 3.2, pp. 96–101.

3524 J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Philip L Marston: Radiation force of Bessel beams



Precursor arrivals in the Yellow Sea, their distinction from
first-order head waves, and their geoacoustic inversion

Peter H. Dahl and Jee Woong Choi
Applied Physics Laboratory, University of Washington, 1013 NE 40th Street, Seattle,
Washington 98105-6698

�Received 11 May 2006; revised 21 September 2006; accepted 21 September 2006�

Measurements made as part of the 1996 Yellow Sea experiment at location 37° N, 124° E,
undertaken by China and the U.S. are analyzed. Signals generated by explosive sources were
received by a 60-m-length vertical line array deployed in waters 75 m deep. Evidence is presented
that precursor arrivals measured at ranges less than 1 km are refracted waves that are zeroth order
in their ray series classification, and this directly points to the existence of a gradient in sediment
sound speed. In contrast, first-order head waves, which are much weaker in amplitude, would exist
only if this gradient were absent. It is found that the energy spectrum of precursor arrivals agrees
well with a zeroth-order model, i.e., it is proportional to the source amplitude spectrum, S�f�, where
f is frequency, rather than a first-order model, which would have it proportional to S�f� / f . From
travel time analysis the sediment sound speed just below the water-sediment interface is estimated
to be 1573 m/s with a gradient of 1.1 s−1, and from analysis of the energy spectrum of the precursor
arrivals the sediment attenuation is estimated to be 0.08 dB/m/kHz over the frequency range
150–420 Hz. The results apply to a nominal sediment depth of 100 m. © 2006 Acoustical Society
of America.
�DOI: 10.1121/1.2363938�
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I. INTRODUCTION

In Choi and Dahl,1 the influence of a sound speed gra-
dient in surficial sediments on the set of precursor arrivals
defined as signals arriving prior to the water wave is ana-
lyzed. The distinction between a first-order head wave �con-
stant sound speed in the seabed� and a zeroth-order refracted
wave �positive sound-speed gradient in the seabed� is high-
lighted, with the latter being much more energetic. Figure 1
shows the two types of precursors: one represented by a
single ray path and identified as a first-order head wave and
the other consisting of multiple ray paths for which the term
zeroth order is used. The first-order and zeroth-order nomen-
clature is from Choi and Dahl1 and originates from a ray
series classification as discussed in Červený and Ravindra.2

For the zeroth-order case the earliest arrival is the C0

wave �also called a refracted wave or diving wave� with
subsequent arrivals �Cn waves, n=1,2 , . . .� being multiple
refracting-seabed reflecting; these are also known as diving
wave multiples.3 The C0 wave undergoes upward refraction
with a single turning point �Fig. 1�, with an initial grazing
angle at the water-seabed interface, �0, which exceeds the
critical angle �c, and subsequent arrivals �Cn waves, n
=1,2 , . . .� have initial grazing angles �c��n��0. Following
the linear gradient assumption, the travel time difference be-
tween the C0 wave and C1 wave is given by �T0�1

=a2L2
3 /32c1s

3 , where c1s is the seabed sound speed at the
water-sediment interface, a is the coefficient describing a
linear gradient in sound speed in the sediment, and L2 is the
horizontal range �Fig. 1� that corresponds to the first-order
head wave2 generated within a �hypothetical� seabed of con-
stant sound speed c1s.

For the first-order head wave, the amplitude spectrum of
the precursor arrival goes as S�f� / f , where S�f� is the source
amplitude spectrum as function of frequency f , while gener-
ally for the zeroth-order case, the amplitude spectrum of the
precursor arrival goes as S�f�. The exception is the transition
between the two cases as represented by the interference
head wave2 that arises from the superposition of the Cn

waves �n=0,1 , . . . � that are not separated in time, i.e.,
�T0�1��t, where �t is the characteristic time duration of the
incident wave. In this case, the parameter �= �32f�T0�1�1/3

also applies1,2. For ��1, the interference head wave assumes
spectral properties akin to first-order head waves; for ��1
the spectral properties tend toward zeroth order and the am-
plitude is significantly greater.

In this paper, field observations of precursor arrivals
made in the Yellow Sea are described, and evidence is pre-
sented that these arrivals are zeroth-order refracted waves.
Synthetic time series generated using parabolic equation
�PE� methods are used to support this evidence, and geoa-
coustic parameters describing a linear gradient in compres-
sional sound speed and attenuation in the seabed are inverted
from the data. Since these observations are zeroth order, they
relate directly to a positive gradient in sediment sound speed,
and an equivalent �or effective� half-space geoacoustic
model consistent with these observations cannot be identi-
fied.

This paper is organized as follows. A short description
of the field measurements and the marine geology at the
experimental site is given in Sec. II. In Sec. III the arrival
structure versus time and depth is analyzed, and an inversion
based on travel time is carried out to estimate sound speed
just below the water-sediment interface and its gradient. Sec-
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tion IV discusses the spectrum of the precursors and inver-
sion for an estimate of the sediment compressional wave
attenuation. The spectra represent clear evidence that the pre-
cursors are zeroth-order refracted waves. A summary and
short discussion are given in Sec. V, along with additional
evidence relating to the amplitude of the precursor arrivals
that supports our conclusions.

II. THE EXPERIMENT AND SITE

The measurements were made as a part of the 1996 Yel-
low Sea experiment undertaken by China and the U.S.
�YS96� and involving the Chinese research vessels SHI YAN 3

and SHI YAN 2. Although occurring less than 8 months later,
several works published in the proceedings of the 1997
Beijing Shallow Water Acoustics Conference4 provide addi-
tional experimental overview and some preliminary results
from YS96.

The experimental site �37°N, 124°E� in the central Yel-
low Sea was centered roughly between the tip of the China’s
Shandong Peninsula and the landmass of Korea, in waters
75 m deep �Fig. 2�. Here, the Yellow Sea is representative of
an epicontinental sea with a flat and broad seafloor with ter-
rigenous sediment.5 Coring data reported in a marine atlas of
the Yellow Sea6 suggest that the surficial sediment within the
first meter consists of silty sand composed of 50%–70% sand
and 10%–20% clay, with some shell components and mean
grain size �in phi scale� of 3–4�. Based on this mean grain
size the compressional sound speed and density ranges
would be 1570–1610 m/s and 1.84–1.92 g/cm3, respec-
tively, according to the empirical relations given in Jackson
and Richardson.7 However, both grain size and porosity can
affect sound speed8,9 and we do not have information on the
latter.

Seismic profile records �500–3000 Hz�, for which one
profile line nearly precisely overlaps the experimental site,10

show an absence of layered sequences to a sediment depth of
�100 m. High-resolution chirp sonar records �3.5–12 kHz�
that also overlap with the experimental site5 are devoid of
layered structure to their maximum penetration depth of
�10 m into the sediment. Thus, a conceptual geoacoustic
model for the experimental site consistent with these marine
geological observations is that of a nonlayered sediment ex-
tending to depth �100 m below the seafloor. It is also rea-

sonable to assume that a positive, linear gradient in compres-
sional sound speed applies over this �100-m depth scale for
terrigenous sediment.11,12

The YS96 data set analyzed here originates from the
broadband propagation measurements made at range less
than 1 km, on 22 August 1996 within a few minutes of 12:15
UTC. The R/V SHI YAN 2 starting at range �0.4 nm from the
R/V SHI YAN 3, deployed 38-g explosive sources set to deto-
nate at 7 m and, �15 s later, 50 m, and continued to open in
range from the SHI YAN 3, which held station at position
124°E, 37°N. Signals were recorded on Chinese and U.S.
vertical line arrays deployed over the side of the SHI YAN 3.
Measurements studied here were made with the 16-element
vertical line array �VLA�, element spacing 4 m, deployed by
the Applied Physics Laboratory, University of Washington
�APL-UW� at a position approximately 36 m from the bow
of the 104-m-long SHI YAN 3 on its starboard side. These data
were first bandpass filtered between 75 and 750 Hz, then
digitized at a 2-kHz sampling rate.

As noted previously, the focus of this paper is on the
precursor arrivals for which evidence is given that these ar-
rivals represent noninterfering Cn waves. Such arrivals show
in the data only at close range owing to sediment attenuation,
and also require the deeper �50 m� source to be visible
within the arrival structure. Accordingly, the primary data for
this work are grouped into four sets corresponding to four
source detonations from the SHI YAN 2, at ranges defined as
distance from the stern of the SHI YAN 2 to the deployment
location of the APL-UW VLA on the SHI YAN 3, estimated to
be 699, 701, 723, and 869 m, for sets 1–4, respectively. An
uncertainty of ±10 m in range separation applies to each case
based on quadrature addition of GPS ship positioning errors.
The source depth estimates are 54, 47, 50, and 49 m, for sets
1–4, respectively, based on measurements of the bubble
pulse duration, with a ±3-m uncertainty based on bubble

FIG. 1. Left side: sound-speed profile in seabed showing constant sound
speed, zero gradient �dashed line�, and nonzero positive gradient �solid line�.
Right side: Equivalent ray path for a first-order head wave corresponding to
a constant sediment sound speed �dashed line�, and multiple ray paths, Cn

waves �n=0,1 , . . . �, constituting a zeroth-order refracted wave, which cor-
responds to a positive gradient for sound speed �solid line�. Note that graz-
ing angle �n varies slightly with Cn wave, and is greater than the critical
angle �c.

FIG. 2. Location of the 1996 Yellow Sea experiment conducted by China
and the U.S. including bathymetry contours in meters.
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pulse measurement precision.13 Finally, results of a study of
the measurements made from the VLA deployed by the In-
stitute of Acoustics, Beijing, at a position closer to the stern
of the SHI YAN 3, and involving sources deployed at longer
ranges, is given by Rogers et al.;17 these results are com-
pared with ours in Section IV.

III. TRAVEL TIME ANALYSIS AND INVERSION

A. Identification of contributions to the arrival
structure

The ray diagram �Fig. 3�b�� shows for set 1 the first four
water-borne rays �eigenrays� received by the 46- and 66-m
depth hydrophones from source at depth 54 m. These are
predicted with a ray-tracing code that carries out horizontal
range step integration for travel time, depth, and angle, using
fourth-order Runge-Kutta methods.18 �We define a water-
borne ray as one with path in the water column, although it
may have undergone reflection from the bottom and or sea
surface.� The sound-speed profile �Fig. 3�a�� used in the ray
computations originates from the conductivity-temperature-
depth �CTD� cast made from the SHI YAN 3 within a few
minutes of the acoustic measurements, which shows a strong
thermocline that is common to the Yellow Sea in late sum-
mer. The first water-borne ray arrival �henceforth referred to
as the “first arrival”� corresponds to the path reflected from
the sea surface once for all receivers between 66 and 10 m.
For receivers between 66 and 34 m the second arrival corre-
sponds to the direct path which has approximately 10 dB less
spreading loss, whereas for shallower receivers the second
arrival interacts with the seabed and then the sea surface.
�The shallowest receiver at 6 m is inoperable.�

Figure 4�a� displays the arrival structure versus time and
depth within the 75–750-Hz band for all 16 receivers. Using
the aforementioned ray code, the solid red lines trace the
computed arrival time fronts associated with the first ten
water-borne rays, which are aligned on the figure by match-
ing the location of the first arrival associated with receiver
depth 46 m. The dashed red line traces the measured arrival
time front of the precursor arrival relative to the first arrival
that is associated with water-borne rays. In the geometry
used in this experiment, the precursor arrival and the first

arrival are the only arrivals that can be resolved given the
bandwidth of the receiving VLA. Because absolute time
measurements are not available, the difference in their travel
times is a key observable that is used for travel time analysis
and inversion. Call this difference �ij, where subscripts i and
j represent the ith element of the receiving array and the
experimental data set j, respectively. Figure 4�b� shows the
selective narrow bandpass outputs for the arrival structure
received at depth 66 m, with the shaded area highlighting the
very distinct precursor arrival that exists only at lower fre-
quencies. The two vertical dotted lines correspond to the
time interval, T1, between the shock wave and first bubble
pulse for this set where T1=19 ms as estimated using auto-
correlation. At this receiver depth the interval T1 is also
manifested as a duplicate precursor arrival, although the in-
terfering first arrival makes the duplicate precursor less dis-
tinct; for progressively shallower hydrophones the first ar-
rival interferes with and eventually masks the duplicate
precursor arrival. Note that although the interval T1 is readily
visible in the time series data, portions of the data with travel
times beyond the first arrival exceed the dynamic range of
the VLA’s receiving network owing to the close range of the
source; prior to this time the received levels are within the
dynamic range and the response is linear. In the following
section, ray theory estimates for the travel time difference
between the precursor arrival and the first arrival, �̂ij, are
defined and compared with measured �ij as defined above.
These comparisons are limited to 46–66-m depths because
precursor arrival travel times are more reliably estimated at
these depths.

B. Travel time analysis for the C0 wave

A reasonable physical model for the precursor travel
time observations is one corresponding to the zeroth-order
ray picture of Fig. 1, depicting upward refraction owing to a
positive sound-speed gradient in the sediment. Although
there are other options for canonical geoacoustic models in-
volving gradients �e.g., see Ref. 19�, a linear gradient model
for the compressional sound speed in the seabed of the form
c1s+az will be assumed here, where z is depth below the
water-sediment interface. This assumption is made because
of its simplicity and analytic form for travel time, and be-
cause other relational properties for refracted waves devel-
oped around the linear model can be exploited. Evidence
given in Sec. II, involving seismic profile, and chirp sonar
records also support using a nonlayered sediment structure.

A model for the travel time TC0
of the first-arriving C0

wave is given by

TC0
=

1

a
�ln�1 − sin �t

1 + sin �t
�� +

HS + HR

cw sin �0
, �1�

where the first term covers the sediment-borne phase, param-
etrized by �t, the transmitted grazing angle in the sediment,
and the gradient a. The second term covers the water-borne
phase of the C0 wave assuming this phase is governed by the
�known� constant water sound speed, cw=1479.8 m/s, a rea-
sonable assumption given the �50-m source depth and
receiver depths greater than 46 m, where HS and HR are,

FIG. 3. �a� Sound speed versus depth determined by the conductivity-
temperature-depth �CTD� casts from the R/V SHI YAN 3. �The CTD measure-
ments were made by the South China Sea Institute of Oceanology.� �b� Ray
diagram showing the first four water-borne ray arrivals for receiver depths
of 46 m �solid line� and 66 m �dashed line�. The ray corresponding to the
first arrival �labeled 1st� undergoes reflection from the sea surface; other
labels indicate order of subsequent arrivals.
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respectively, the source and receiver heights above the
water-sediment interface. Computed travel times for the
C0 wave from Eq. �1� minus ray-based estimates of travel
time for the first arrival, using the sound-speed profile in
Fig. 3�a�, give the calculated values, �̂ij, to be compared
with measured �ij.

Following an approach similar to that in Chapman et
al.,20 a Monte Carlo simulation is used to estimate c1s and a
with an objective function to be minimized for the inversion
defined by

E = 	
i

	
j


��ij − �̂ij�2. �2�

A subset of �500 best models, selected on the basis of
satisfying E�1 ms, is obtained from 50 000 uniformly
random configurations, for which the search space of c1s

and a is 1480–1650 m/s and 0.1–2.0 s−1, respectively.
Mean values and standard deviations of c1s and a esti-
mated from the model subset are 1573 m/s±5 m/s and
1.1 s−1±0.1 s−1, respectively. Figure 5 displays the arrival
structure for the bottom six hydrophones for all sets in a
more expanded scale to allow comparison between the
measured data and the modeled relative travel times. The
closed �C0 wave arrival time� and open �first arrival time�

symbols reflect the final inversion result, for which the
modeled travel times of first arrival are plotted over their
corresponding estimated times to provide the absolute
time reference. We take the inversion to apply to a depth
into the sediment corresponding to the turning depth of
the C0 wave, or �50 m.

Note that it is important to keep in mind that travel time
versus depth �or range� for an zeroth-order refracted wave
can appear very similar to that of a first-order head wave
�also called a pure head wave�.2 Carrying out the same in-
version using instead a physical model based on the travel
time for a first-order head wave, T1HW, given by

T1HW =
r

c1
+

�HS + HR�cw


1 − � cw

c1
�2� 1

cw
2 −

1

c1
2� , �3�

where r is the source-receiver range, yields an estimate c1,
the constant sound speed in the sediment �1587 m/s�, and
corresponding critical angle ��c=21° �. Assuming the lin-
ear gradient model for the sediment and using the esti-
mated values for c1s and a, then the theoretical arrival
angles at the VLA for sets 1–3, i.e., �0 in Eq. �1�, range
between 23° and 24° for receiver depths between 66 and

FIG. 4. �a� The set 1 arrival structure versus time and
depth for 16 channels �top channel at depth 6 m is dam-
aged� and computed arrival time fronts �red solid lines�
corresponding to the first 10 eigenrays. The dashed red
line traces the measured arrival time front of the pre-
cursor arrival relative to the first arrival associated with
the water-borne rays. Time series data in the region to
the left of time 40 ms is amplified by a factor of 2 for
clarity. �b� Narrow bandpass outputs for the arrival
structure for the 66-m depth hydrophone; shaded area
highlights the precursor arrival phase. The two vertical
dotted lines correspond to the time interval T1 between
the shock wave and first bubble pulse; �ij is the arrival
difference between the precursor arrival and the first
arrival.
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46 m, respectively, and between 24.5° and 25.5° for the
same depth range for set 4. Estimates of arrival angle from
the VLA data are consistent with these values, but unam-
biguous confirmation of the theoretical arrival angles with
this field data is not possible. Specifically, the difference
in travel times between two elements is used for an angle-
of-arrival estimate, which puts the arrival angle between
22° and 25° depending on data set. Owing to strong cur-
rents there was some degree of array tilting; e.g., the ar-
ray’s tilt sensor at depth 17 m indicated a tilt of varying
degree, with an rms tilt of nominally �2°, although there
is ambiguity as to the orientation of the tilt components
with respect to the line-of-site between source and the
VLA. Furthermore, the uncertainty in the estimate for
travel time difference at a hydrophone separation of 20 m
is ±0.25 ms, which translates to uncertainty of ±1°.

IV. ESTIMATES OF THE PRECURSOR ENERGY
SPECTRAL DENSITY AND INVERSION FOR
SEDIMENT ATTENUATION

Inversion for sediment compressional wave attenuation
is based on an estimate of the transient precursor energy
spectral density �ESD�. Note that Godin et al.21 used spectra
from first-order head-wave arrivals to invert for the compres-
sional sound-speed attenuation in the sediment, though the
inversion approach used here, including assumptions con-
cerning the nature of precursor arrivals, differs from their

work. The ESD is expressed in the decibel equivalent of
units proportional to energy flux density per hertz, along with
a noise ESD that is comparable on this relative scale. A
reference ESD �defined below� is also required which has an
arbitrary offset from the precursor and noise ESD.

For sets 1, 2, and 4 signal time series segments of dura-
tion 22.5 ms are extracted from the bottom five channels
because of their stronger signal-to-noise ratio �SNR�. Al-
though used in the travel time analysis, data from set 3 are
not used for this purpose because it is significantly different
from the other sets in its spectral character for reasons un-
known. An example time series is that shown in the left-hand
shaded box in Fig. 4�b�. The extracted time series data are
demeaned and tapered with an equal-length Tukey window
�cosine-tapered window, parameter 0.4�; this effectively
smoothes the transition of the beginning and ending 10
sample points while leaving the middle 25 sample points
untapered. A spectrum is then estimated with a 90-point rect-
angular window FFT and the five estimates of the ESD are
averaged, giving 10 degrees of freedom to the final spectral
estimate for a given set, which puts the 90% confidence in-
terval at −2.6 and +4 dB about a spectral estimate.

The equivalent noise ESD is estimated from the 0.5 s of
data recorded prior to the precursor arrival and on the bottom
two array channels. The time series for each channel is di-
vided into 44 subrecords of length 45 points, from which the
noise ESD is estimated in the manner described above for
the signal case but with much greater precision �90% confi-
dence interval is approximately ±1 dB�. The primary source
of noise is the engine and machinery sound emanating from
the SHI YAN 3, which is readily audible from the time series.

Sediment attenuation is estimated from the noise-
corrected precursor ESD by comparing it with a reference
ESD representing the spectral density of the explosive source
signal plus linear effects associated with the channel and
receiving system. It is important to emphasize that the short-
duration precursor arrivals do not originate from the entire
explosive source time function containing both shock and
bubble pulse features, but instead originate from the shock
wave only. In some instances, as in Fig. 4�b�, a duplicate
precursor arrival can be seen in the data with arrival time
delay ��19 ms� with respect to the initial precursor corre-
sponding to the primary bubble pulse. Thus, the source spec-
tral density used here does not have the frequency modula-
tion property associated with the interference between the
shock wave and the bubble pulse.

To generate a reference ESD the explosive source time
series measurements reported in Peng et al.22 are used; they
were recorded during the ASIAEX experiment in the East
China Sea using the same weight and type of sources as
those used in this experiment. The ASIAEX time series data
show a shock pulse of duration �1 ms with characteristic
rise time, t0�0.2 ms, based on a 10%-to-90% amplitude
rise-time measure. Thus, for the shock wave alone, for fre-
quencies f 	1/ �2
t0�, we expect the spectrum to be flat then
go as 1/ f2 for higher frequencies.23 It is expected that some
additional portion of the explosion time series is operative in
generating the precursor arrivals, e.g., a portion up to but not
including the first bubble pulse. A reasonable approximation

FIG. 5. �a� The arrival structure versus time and depth for the bottom six
hydrophones for set 1. The closed �C0 wave arrival time� and open �first
arrival time� symbols reflect the final inversion result, for which the mod-
eled travel times of first arrival are plotted over their corresponding esti-
mated times to provide the absolute time reference. �b�–�d� Same displays
for sets 2–4.
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is to take the spectrum of the shock pulse plus the first nega-
tive phase, of total duration �11 ms. There remains some
uncertainty as to which spectrum, shock wave alone or shock
wave plus first negative phase, applies; given that these spec-
tra are not substantially different we take the average of the
two and identify the resulting energy spectral density as
�S0�f��2.

The result for �S0�f��2 is modified slightly to account for
the transfer function associated with the channel, �H1�f��2,
plus the analog receiving network of the VLA, �H2�f��2. For
this, a precursor arrival originating from a source spectrum
much wider than �H2�f��2 is simulated without seabed attenu-
ation using the range-dependent acoustic model �RAM� PE
code,24 with result identified as �H1�f��2. �For this simulation,
the inverted c1s=1573 m/s and gradient a=1.1 s−1 are used,
which apply to a sediment depth of 500 m at which point a
false bottom is imposed, and for sediment density we use
1.85 g/cm3 as suggested in Ref. 17.� Next, a function
�H2�f��2 is defined that approximates the receiving network
between �75 and 750 Hz, and finally the transfer function is
defined as �H1�f��2�H2�f��2. Note that �H1�f�� does not apply
to the entire underwater sound channel per se, but instead
represents the effects of the path identified as a plausible
physical model for the YS96 observations and is associated
with an identifiable arrival precursor phase. This is the
zeroth-order refracted wave for which the constituent ray
paths �Cn wave, n=0,1 , . . .� are shown in Fig. 1. There is a
small degree modulation in �H1�f�� resulting from the sepa-
ration of the C0 wave and subsequent �weaker� Cn wave �n
=1,2 , . . . �. Specifically, L2 is �600 m for sets 1 and 2, and
�750 m for set 4; using the inverted values for a and c1s, the
travel time difference between the C0 wave and the C1 wave,
�T0�1, is �2.5 ms for sets 1 and 2, and �4.5 ms for set 4,
and a slight modulation at frequency intervals, given by
�1/�T0�1, can be seen in �H1�f��. This is discussed further in
Sec. V.

The reference ESD, �Sref�f��2, in Fig. 6 is defined as

�Sref�f��2 = �S0�f��2�H1�f��2�H2�f��2. �4�

Sediment attenuation is estimated by finding the weighted
least-squares fit between the measured precursor ESD ex-
pressed in decibels, and the following model:

10 log10�Sref�f��2 − �L̂2f/1000 + K , �5�

where � is sediment attenuation coefficient in dB/m/kHz, L̂2

is the path length of C0 wave in the sediment �approximately
equal to L2 for ranges �c1s /a�, and K is an arbitrary decibel
offset that emerges from the inversion algorithm. For sets 1
and 2 the estimate for the sediment attenuation is
0.08±0.01 dB/m/kHz. When this value for attenuation is
applied to Eq. �5� the result is the red line in Fig. 6�a�. For
set 4 the estimate is 0.07±0.02 dB/m/kHz, and similar
comparison is shown in Fig. 6�b�. The final result ob-
tained by a weighted average is 0.08±0.01 dB/m/kHz.
This estimate should be interpreted as a depth-average,
i.e., averaged over approximately 50 m, corresponding to
the turning depth of the C0 wave.

Despite some degree of uncertainty in the reference
spectrum, the results strongly suggest that the spectrum of
the precursor arrival is not that of a first-order head wave,
unless unrealistically negligible sediment compressional
wave attenuation is assumed, which is not plausible. This is
because, in the case of a first-order head wave, the ESD of
the head wave is already related to the reference spectrum by
1/ f2 scaling �green lines in Figs. 6�a� and 6�b�� in the ab-
sence of any additional sediment attenuation. In both data
examples shown in Fig. 6 the attenuation estimates extend
down to 150 Hz, which is the lowest frequency that lies suf-
ficiently within the passband for which the −3-dB frequency
is nominally 75 Hz. The upper frequency limit for estimating
attenuation depends on SNR. For the average of set 1 and 2
data, this frequency is 420 Hz given that for higher frequen-
cies the SNR is less than 3 dB; for the same reason the upper

FIG. 6. �a� Estimate of the energy spectral density �ESD� of the precursor arrival based on the average of set 1 and set 2 data �black line� compared with model
ESD �red line�. The precursor ESD is corrected for noise �uncorrected is orange line� with values reliable to frequencies between 150 and 420 Hz. The model
ESD is the reference ESD �gray line� corrected for sediment attenuation according to Eq. �5�, for frequencies 150–420 Hz. Within the same frequency range
the reference ESD is also shown scaled by 1/ f2 �green line�, which corresponds to a first-order head wave without sediment attenuation. The precursor and
noise ESD are directly comparable in this relative decibel scale, whereas the reference ESD is displayed with an arbitrary decibel offset. �b� Same for set 4
data, but with frequency range inversion restricted to frequencies between 150 and 350 Hz.
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frequency limit for set 4 data is 350 Hz. Thus, we take
150–420 Hz as the frequency range applicable to the sedi-
ment attenuation inversion, and the result is nominally con-
sistent with the inversion result based on longer range propa-
gation measurements from YS96.17 Specifically, the two
inversion results give the same estimate for attenuation at a
frequency of �250 Hz, whereas those from Ref. 17 give
slightly lower and higher estimates for attenuation at lower
and higher frequencies, respectively, owing to their nonlinear
trend for sediment attenuation as a function of frequency,
compared with the linear trend given here. A trend substan-
tially different from a linear one was not observable over our
relatively small frequency range.

V. SUMMARY AND DISCUSSION

Short-range ��1 km� propagation measurements taken
in the Yellow Sea have been analyzed with emphasis on un-
derstanding the nature of the precursor arrivals that are dis-
tinguished by their arriving prior to any water-borne arrival.
The signals were generated by broadband explosive sources
and received on a 16-element vertical line array �VLA�, re-
ceiver separation 4 m, roughly spanning the water column of
depth 75 m. Evidence has been presented that the precursor
arrivals are zeroth-order refracted waves that directly point to
the existence of a gradient in sediment sound speed. Using
travel time analysis involving the precursor arrival and the
first-arriving water-borne ray, the sound speed just below the
water-sediment interface was estimated to be 1573 m/s, with
gradient estimated to be 1.1 s−1.

The characteristic time duration of the incident wave, �t,
is less than 2 ms. As discussed in Sec. I, the estimated travel
time difference between the C0 wave and the C1 wave, �T0�1,
exceeds this bound, and thus the precursor arrival is assumed
to consist of a C0 wave that does not interfere with subse-
quent Cn waves �n=1,2 , . . . �. In this case, however, a true
observation of the time-separated C0 and Cn waves is not
possible owing to sediment attenuation. For example, �T0�1

for set 4 is estimated to be �4.5 ms, and a PE simulation
�Fig. 7� of the precursor arrival shows that well-separated C0

and C1 waves in the absence of attenuation are not distin-
guishable when attenuation is included in the simulation.
Note that the term noninterfering as used here is based on the
separation of the C0 wave from the C1 wave; later-arriving
Cn waves �n=2,3 , . . . � can still interfere with the C1 wave if
their travel time difference is small compared to �t. For ex-
ample, for the C1 and C2 waves, �T1�2=a2L2

3 /172.8c1s
3 ,

which is �1 ms.
The energy spectrum of the precursor arrival constitutes

a direct observable of frequency-dependent attenuation origi-
nating from propagation in the sediment over a relatively
precisely known range. Using this energy spectrum, sedi-
ment compressional wave attenuation was estimated to be
0.08 dB/m/kHz over the nominal frequency range
150–420 Hz. Observations outside this frequency are not
possible with these data owing to high-pass filtering on the
low-frequency end and insufficient SNR on the high-
frequency end. Given that the frequency of experimental data
was �150 Hz, it is assumed that this attenuation is compres-

sional wave attenuation rather than that associated with an
energy loss due to conversion to shear waves.

The amplitude of the precursor arrival provides addi-
tional evidence that points to the nature of the Yellow Sea
observations insofar as a zeroth-order refracted wave propa-
gating within sediment with a positive sound-speed gradient
can be readily distinguished from a very weak first-order
head-wave arrival. Figure 8 shows a comparison of the mea-
sured and synthetic �PE� time series data corresponding to
the bottom seven receivers for set 2. Note that a duplicate
synthetic time series with a time lag equal to the bubble
pulse period T1 was coherently added to the PE result to
approximate the effect of the first bubble pulse. The two
dashed lines in Fig. 8�a� highlight the arrival time front of
the precursor arrival and the first arrival displayed in both the
data and the synthetics. These lines trace out the symbols
denoting relative travel time, originally plotted in Fig. 5�b�
for set 2, and therefore reconfirm overall agreement in travel
time analysis involving ray theory, inversion using Eq. �1�,
and the PE synthetics. Excluding results in Fig. 8�c�, the PE
simulation is based on the final inversion result �c1s

=1573 m/s, a=1.1 s−1, �=0.08 dB/m/kHz�, and the syn-
thetic time series for all depths are calibrated by matching
the amplitude of negative phase of the precursor arrival mea-
sured by the receiver at depth 54 m �see Fig. 8�b� and its
inset�. As noted previously, the VLA receiver dynamic range
is exceeded at these short source-to-receiver ranges for
acoustic energy arriving after the first arrival, and data cor-
responding to these travel times are not interpreted. Never-
theless, the calibration as so defined maintains a satisfactory
agreement between simulation and measurement for the am-
plitude of the first arrival and precursor arrival as recorded
by the other receivers. The ratio of precursor arrival to first
arrival amplitude is �0 to 3 dB for the PE simulation, and
�0 to 4 dB for the data, depending on receiver depth.

To compare with the above, the PE simulation is re-
peated �Fig. 8�c�� using a geoacoustic model based on a con-
stant sound speed �1587 m/s� in the sediment without sedi-
ment attenuation to produce a first-order head wave. This

FIG. 7. Comparison between PE-simulated Cn waves �n=0,1 , . . . � without
sediment attenuation �thin line� and with sediment attenuation of
0.08 dB/m/kHz �thick line� for source bandwidth of 75–750 Hz; geometry
is the same as for set 4 with receiver depth equal to 66 m.
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value for the sound speed in a half-space yields a similar
relation between the arrival times for the precursor arrival
and first arrival �Sec. III�. Using the same factor to calibrate
the synthetic data in Fig. 8�c�, the synthetic amplitude is
approximately the same as the synthetic data shown in Fig.
8�b� for arrival times beyond the precursor phase. However,
in this case the ratio of precursor arrival amplitude to first
arrival amplitude is now about −20 dB, even though sedi-
ment attenuation is set to zero, and it is thus difficult to
imagine the first-order head wave actually being observable
in field data.

Although the field measurements discussed here have
provided much information on the nature of precursor arriv-
als in the Yellow Sea, their analysis is limited to the ampli-
tudes of these precursor arrivals and of the first water-borne
ray arrivals, plus their relative travel times, owing to system
dynamic range. This is the reason the peak amplitude of the
synthetic time series exceeds that of the measured time series
as in Fig. 8�b�. Yet, the measured time series amplitude also
eventually exceeds that of the synthetic time series, e.g., as
in Fig. 8�b� between 100 and 150 ms. Here, we cannot rule
out the inclusion of bistatic reverberation from the hull of the
SHI YAN 3. However, another possible explanation is the ex-
istence of a reflecting layer located deeper than the C0 wave
turning depth that we can readily speculate further on using
PE synthetics. For example, adding a reflecting half-space
layer to the above geoacoustic model at a sediment depth of
200 m, for which sound speed increases abruptly by
�100 m/s, produces similar low-frequency oscillations in

the synthetic time series between 100 and 150 ms, with the
time series prior to this point being unchanged. Thus, based
on the approximately 50-m turning depth of the C0 wave, our
results should be viewed as applying only to this depth ex-
tent into the sediment. However, insofar as Ref. 10 provides
evidence for the absence of reflecting layers to a nominal
depth of 100 m in this region of the Yellow Sea, we adopt
this depth as an upper bound.
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I. INTRODUCTION

The parabolic equation method is a powerful approach
for solving range-dependent problems in ocean acoustics.1

An important issue in this area is to improve accuracy for
problems involving shear waves.2–5 In this paper, we present
a parabolic equation solution that should be accurate for a
large class of ocean acoustics problems that involve elastic
sediments and sloping bathymetry. Such problems can also
be solved using normal modes,6,7 the wave-number
spectrum,8,9 finite differences,10 and finite elements,11 but the
parabolic equation method is very efficient for range-
dependent problems.

A parabolic wave equation is obtained by factoring the
operator in the wave equation into a product of incoming and
outgoing operators. If range dependence in the medium is
sufficiently gradual, outgoing energy dominates incoming
energy, and the problem can be simplified by obtaining an
approximate solution in terms of the outgoing operator. Para-
bolic wave equations are exact in a stratified medium. The
factorization of the operator is an approximation for range-
dependent problems. Even when the range dependence is
gradual, significant errors may accumulate with range. Ef-
forts to reduce these errors have been underway since the late
1980s.

A series of range-dependent benchmark problems was
designed for testing the accuracy of parabolic equation solu-

tions, and amplitude errors were observed for problems in-
volving sloping ocean bottoms.12 It was initially believed
that these errors are due to two-way effects and that the
parabolic equation method has serious accuracy limitations
for range-dependent problems. A complex ray solution was
used to demonstrate that back-scattered energy is negligible
for one of the benchmark problems.13 This provided hope
that parabolic equation solutions could be modified to pro-
vide accurate solutions to range-dependent problems. The
first progress in this direction was the rotated parabolic
equation,14 which accurately handles a sloping ocean bottom
by working in a rotated coordinate system that is aligned
with the interface. Although the ocean surface is not aligned
with this coordinate system, it is easy to enforce the pressure
release boundary condition on a sloping boundary.

Since the rotated parabolic equation was restricted to
constant slopes, other techniques for handling range depen-
dence were developed. More general types of range depen-
dence can be handled by approximating the medium in terms
of a series of range-independent regions, using the parabolic
equation to propagate the field through each region, and then
applying a correction at the vertical interfaces between re-
gions. Energy-conservation corrections have proven to be
effective when shear wave effects can be neglected.15,16

Single-scattering corrections also provide accurate solu-
tions.17 Since the energy-conservation and single-scattering
corrections have had limited success for problems involving
shear waves,18–20 there has recently been a renewed interest
in the rotated parabolic equation and related approaches.
When range dependence is sufficiently gradual, accurate so-
lutions can be obtained using a mapping approach,21 which is

a�Present address: United States Military Academy, West Point, New York
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based on mapping the ocean bottom to a horizontal interface.
The mapping gives rise to additional terms in the wave equa-
tion that would be difficult to handle in a parabolic equation
solution, but the effect of these terms are easy to handle
approximately when slopes are small.

In this paper, we generalize the rotated parabolic equa-
tion to problems involving variable slopes. In Sec. II, the
basic idea is described and tested for fluid problems. In Sec.
III, the variable rotated parabolic equation is generalized to
problem involving elastic sediments.

II. VARIABLE SLOPES

In this section, we describe the variable rotated parabolic
equation and test it for problems involving fluid sediments.
The ocean-sediment interface is approximated in terms of a
series of constant slope regions. The field is propagated
through a given region using a parabolic equation in a coor-
dinate system that is aligned with the interface. This ap-
proach was applied in the original implementation of the
rotated parabolic equation for constant slope problems.14 Us-
ing the approach illustrated in Fig. 1, an initial condition for
the next region is obtained on a line that is orthogonal to the
interface. On the red part of the line, the initial condition is
obtained by interpolating the solution in the current region.
On the green part of the line, the initial condition is obtained
by extrapolating the solution a short distance into the next

region by overshooting the point where the slope changes.
Linear interpolation and extrapolation provides sufficient so-
lution accuracy. As indicated by the blue �ocean� and tan
�sediment� regions in Fig. 1, the slope artificially remains
constant in the overshoot region. If the change in slope is
small, this approximation should be accurate away from the
interface, including on the green part of the line. If changes
in slope are sufficiently large or frequent, the red part of the
line may not be confined to the current region. It is straight-
forward but tedious to obtain solution values on a �r ,z� grid
by using the successive coordinate rotations.

We test the variable rotated parabolic equation by com-
paring with energy-conserving parabolic equation solutions,
which are known to be accurate for many problems. In order
to illustrate the magnitude of the error when range depen-
dence is not treated properly, we also present solutions that
conserve pressure across vertical interfaces �the approach
that was used before energy-conserving solutions were intro-
duced�. We work in cylindrical coordinates, where r is the
range from the source and z is the depth below the ocean
surface.

Example A consists of upslope and downslope cases. A
25 Hz source is located at z=100 m. The sound speed is
1500 m/s in the water column and 1700 m/s in the sedi-
ment, where the density is 1.5 g/cm3 and the attenuation is
0.5 dB/�. For the upslope case, the bathymetry is 400 m for
r�2 km, 200 m for r�8 km, and linear for 2 km�r
�8 km. For the downslope case, the bathymetry is 200 m
for r�2 km, 400 m for r�8 km, and linear for 2 km�r
�8 km. Solutions for example A appear in Fig. 2. The pres-
sure conserving solution has significant errors for both cases.
For the upslope case, the variable rotated and energy-
conserving parabolic equation solutions are nearly identical.
For the downslope case, the agreement is good but there are
some small differences.

Example B illustrates that the difference between the
rotated and energy-conserving parabolic equation solutions
can be significant and that it is the energy-conserving solu-
tion that breaks down. For this downslope problem, the
bathymetry increases linearly from 300 m at the source to
600 m at r=10 km. A 25 Hz source is located at z=100 m,
and the sound speed is 1500 m/s in the water column. In the
sediment, the sound speed is 1850 m/s, the density is
5 g/cm3, and the attenuation is 0.5 dB/�. An artificially
large value is used for the density in order to magnify the
difference between the solutions. Since the bottom slope is
constant, this problem can be solved by the method of com-
plex rays.7 Solutions for example B appear in Fig. 3. The
rotated parabolic equation solution agrees with the complex
ray solution. The errors in the energy-conserving solution are
apparently due to the large density contrast, the stair-step
approximation of the interface, and the neglect of nonpropa-
gating modes, which can contribute to the transmission of
energy to long ranges for some range-dependent problems.

III. SEISMO-ACOUSTICS PROBLEMS

In this section, we generalize the variable rotated para-
bolic equation to problems involving elastic sediments. For

FIG. 1. Geometry of the variable rotated solution. The horizontal black lines
are the ocean surface �above� and the bottom of the computational grid
�below�. The sloping black line segments indicate an ocean-sediment inter-
face that has been approximated in terms of a series of constant slopes. On
the colored line that is orthogonal to the interface, an initial condition is
obtained by interpolation �red� and extrapolation �green�. The field is ex-
trapolated slightly beyond the change in slope by overshooting a short dis-
tance while keeping the slope constant, as indicated by the blue �ocean� and
tan �sediment� regions. The gray areas above and below the horizontal lines
represent zero padding, which can be used to simplify the bookkeeping.
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this case, the dependent variable is a vector, which must be
rotated along with the coordinate system. We use a rotated
version of the �ux ,w� formulation of elasticity,22,23 where ux

is the horizontal derivative of the horizontal displacement
and w is the vertical displacement. In this formulation, it is
easy to handle solid-solid interfaces in the sediment.23 In
each region of constant slope, x is the tangential variable, ux

is the tangential derivative of the tangential displacement,
and w is the normal displacement. The elastic parabolic
equation is of the form22,23

�

�x
�ux

w
� = L�ux

w
� , �1�

where L is a depth operator.
In a series of four steps, the field in the current region is

interpolated, extrapolated, and rotated to obtain an initial
condition in the next region. In the first step, we apply the
inverse of L to the field in the current region to obtain

� u

� w 	 = L−1�ux

w
� . �2�

We now have both components of the displacement vector
�u ,w� in the current region. In the second step, we rotate
�u ,w� to obtain w in the next region. In the third step, we
obtain the dilatation � in the current region as follows:

��

w
� = D�ux

w
� , �3�

D 
 �1 �/�z

0 1
� . �4�

Since � is invariant under rotation, we now have � and w in
the next region. In the fourth and final step, we obtain the
initial condition in the next region by applying D−1.

FIG. 2. Transmission loss at z=30 m
for example A, which involves a
10 Hz source in shallow water. There
are uplope �left column� and down-
slope �right column� cases, with
changes in slope at r=2 km and r
=8 km. The variable rotated solutions
are shown as dashed curves. �a, b� The
energy-conserving solutions are in
agreement with the variable rotated
solutions, but there is a slight differ-
ence for the downslope case. �c, d�
There are significant errors in the
pressure-conserving solutions.

FIG. 3. Transmission loss at z=30 m for example B, which involves a
25 Hz source in an environment with a large density contrast across the
ocean-sediment interface and bathymetry increasing linearly from
300 m to 600 m over 0�r�10 km. The complex ray solution �dashed
curves� is known to be accurate for this problem. �a� The variable rotated
solution is in agreement with the reference solution. �b� The energy-
conserving solution has significant errors.
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For the examples, we compare variable rotated solutions
with energy-conserving18 and mapping21 solutions. The
energy-conserving correction for elastic media is approxi-
mate, but it provides fairly accurate solutions for many prob-
lems. The corrected mapping solution is accurate when range
dependence is sufficiently gradual. It is also related to the
variable rotated solution. The ocean-sediment interface is
aligned with the coordinate system in both solutions, which
differ in the way that changes in slope are handled. In the
mapping solution, the field is extrapolated with a leading-
order correction factor. In the variable rotated solution, the
extrapolation is correct to higher order. In order to illustrate
the magnitude of the error when range dependence is not
treated properly, we also present the uncorrected mapping
solution.21

Example C is an upslope problem consisting of two
sediment types and different slopes. A 10 Hz source is placed
at z=390 m in an ocean in which the sound speed is
1500 m/s. The bathymetry is 600 m for r�4 km and lin-
early decreases to 300 m over 4 km�r�rmax. In the sedi-
ment, the density is 1.5 g/cm3, the compressional attenua-
tion is 0.2 dB/�, and the shear attenuation is 0.4 dB/�. The
compressional and shear speeds are 3400 m/s and 1700 m/s
for the high speed case and 2400 m/s and 1200 m/s for the
low speed case. Solutions appear in Fig. 4 for the case rmax

=20 km. Based on the results for the acoustic examples, we
would expect the variable rotated solution to be accurate for
these problems. The energy-conserving solution has small
errors for the high speed case and moderate errors for the
low speed case. There are significant errors in the uncor-
rected mapping solutions. The corrected mapping solutions
agree with the variable rotated solutions. Solutions appear in
Fig. 5 for the cases rmax=8 km and rmax=12 km. There are
errors in the corrected mapping solutions, which are larger
for the larger slope.

IV. CONCLUSION

The rotated parabolic equation has been generalized to
problems involving variable slopes. The medium is approxi-
mated in terms of a series of regions of constant slope. The
original rotated parabolic equation algorithm is used to
propagate the field through each region. In order to obtain an
overlap between regions, the field is extrapolated a short dis-
tance beyond each change in slope. A starting field in the
next region is then obtained by interpolating and extrapolat-
ing from the field in the current region. For the elastic case,
the solution vector is rotated along with the coordinate sys-
tem by applying a series of operators. We confirmed the ac-
curacy of the approach for the fluid case and found that

FIG. 4. Transmission loss at z=30 m
for example C, which involves a
10 Hz source in an environment with
600 m bathymetry for r�4 km and a
constant upslope to 300 m at r
=20 km. There are high and low wave
speed cases involving compressional
and shear speeds of 3400 m/s and
1700 m/s �left column� and 2400 m/s
and 1200 m/s �right column�. The
variable rotated solutions are shown as
dashed curves. �a, b� The solution that
approximately conserves energy has
errors for both cases, but the errors are
larger for the low wave speed case. �c,
d� The uncorrected mapping solution
has significant errors for both cases.
�e, f� The corrected mapping solution
agrees with the variable rotated solu-
tion for both cases.
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energy-conserving solutions break down for some downslope
problems. The results presented for the elastic case suggest
that the variable rotated parabolic equation is accurate for a
large class of seismo-acoustic problems.
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Using a full-wave acoustic model, Monte Carlo numerical studies of intensity fluctuations in a
realistic shallow water environment that simulates the Straits of Florida, including internal wave
fluctuations and bottom roughness, have been performed. Results show that the sound intensity at
distant receivers scintillates dramatically. The acoustic scintillation index SI increases rapidly with
propagation range and is significantly greater than unity at ranges beyond about 10 km. This result
supports a theoretical prediction by one of the authors. Statistical analyses show that the distribution
of intensity of the random wave field saturates to the expected Rayleigh distribution with SI=1 at
short range due to multipath interference effects, and then SI continues to increase to large values.
This effect, which is denoted supersaturation, is universal at long ranges in waveguides having lossy
boundaries �where there is differential mode attenuation�. The intensity distribution approaches a
log-normal distribution to an excellent approximation; it may not be a universal distribution and
comparison is also made to a K distribution. The long tails of the log-normal distribution cause
“acoustic intermittency” in which very high, but rare, intensities occur. © 2006 Acoustical Society
of America. �DOI: 10.1121/1.2372446�

PACS number�s�: 43.30.Dr, 43.30.Pc, 43.30.Re �DRD� Pages: 3539–3552

I. INTRODUCTION

Since the sonar detection process is probabilistic in na-
ture, more than 50 years of research has been directed toward
understanding intensity fluctuations of acoustic signals
propagating in the ocean.1 Sound-speed variability due to
oceanic heterogeneities leads to distortion and variability of
the acoustic signals propagating in such an environment.
This temporal and spatial variability is caused by oceanic
processes with dynamics that are inherently nonlinear and
imposes physical limits on sonar detection systems. Applica-
tions such as coherent signal processing must take into ac-
count this variability of the acoustic signal. The statistical
behavior of the fluctuations of intensity in sonar applications
is crucial in the theory of signal detection and a change in the
probability distribution describing these fluctuations may
lead to revision of such theories.

Most of the research activity on understanding the be-
havior of acoustic signals in the presence of such inhomoge-
neities has concentrated on deep-water environments where
bottom interaction of the acoustic signals can be ignored, and
acoustic propagation conserves energy, i.e., there is no ap-
preciable attenuation. Applications of wave propagation
through random media �WPRM� theory to deep-water
waveguides focused, for example, on understanding the

transmission of acoustic pulses and extracting intensity mo-
ments, e.g. the variance of intensity, called the scintillation
index,

SI = ��I − �I��2�/�I�2, �1�

where I denotes the signal intensity. A perfectly coherent
signal has SI=0. In this paper, the average intensity �I� is
normalized to unity.

In weakly fluctuating media or propagation over short
distances, the distortion of the acoustic wave fronts is suffi-
ciently small that the variation of the signal amplitude in the
cross-range direction is a small fraction of the average am-
plitude. This is the weak scattering or unsaturated regime and
has been shown2 to accurately describe wave transmission
when the scintillation index is less than 0.3. The amplitude of
the signal is then distributed according to a log-normal
distribution.3 Over long propagation paths or in strongly
fluctuating media, wave front distortion is severe, causing
spatial and temporal decorrelation of the signal. This is the
fully saturated regime of scattering characterized by large
intensity fluctuations with a variance comparable to the av-
erage intensity �i.e., the scintillation index is near one�. The
asymptotic distribution determining the intensity statistics is
the Rayleigh �exponential� distribution so that the scintilla-
tion index is unity. This asymptotic distribution is universal
in the sense that, within a broad class of sound-speed vari-
ability, the exact form of this variability is irrelevant.

In reality, this asymptotic regime is often never reached
in the ocean. Many experiments at very long ranges show
that the saturated region of acoustic propagation is never
reached. There can be many reasons for this, an example
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being the existence of very large �spatially� fluctuations of
the sound speed �mesoscale eddies�. This “outer-scale” prob-
lem also exists in radio wave propagation through interstellar
media,4 which is a case where there is a power-law turbulent
fluctuation spectrum with effectively no “largest” scale. The
regime of saturated scattering only applies at ranges large
enough where the propagation region �e.g., Fresnel zone� is
much larger than the scales associated with the physics of the
propagation medium. Many experimental situations are just
never in this asymptotic regime and the analysis of the scin-
tillations and intensity distributions in such experiments are
not easily explained �and therefore more interesting�.

The Rayleigh distribution of intensity,1,5 derived from
the central limit theorem applied to additive scattering pro-
cesses, has long dominated the thinking of researchers con-
cerned with the saturation regime of acoustic signal fluctua-
tions using statistical theories of WPRM. The first theory of
WPRM that led to the Rayleigh distribution is due to
Shishov,6 who considered a plane wave incident on a ran-
domly fluctuating medium with uniform background and ho-
mogeneous, isotropic fluctuations. This theory was later ex-
tended by many researchers7 with the goal of predicting the
transient behavior of SI and the intensity distribution before
the saturation regime is reached, where SI=1 and the Ray-
leigh distribution is obtained. More relevant to ocean acous-
tics, the intensity distribution at the center of a ray tube in an
ocean with a general sound speed profile was shown by
Dashen8 to asymptotically approach the Rayleigh distribu-
tion, and be even calculated a small correction term. A basic
assumption in that work is that a single ray tube can be
analyzed without regard to the many other ray tubes that
contribute to the signal at long ranges, i.e., multipath inter-
ference effects are ignored. Dashen’s ray-based theory was
later refined and developed into a quantitative method for
estimating the range to saturation for a single ray tube in
realistic ocean environments.3,9 In a different vein, Dozier
and Tappert10 developed a stochastic coupled mode theory
and showed that if there are N propagating modes then satu-
ration at long ranges corresponds to an equipartition of
modal power, and the intensity is uniformly distributed on
the surface of an N-dimensional sphere. For large N this
intensity distribution approaches the Rayleigh distribution.
The range to saturation was numerically computed for real-
istic internal wave fluctuations11 and since this theory explic-
itly includes multipath interference effects, the saturation
range was found to be surprisingly small. The Rayleigh dis-
tribution of intensity, with the random phase approximation
built in, is generally believed to represent the final state of
statistical equilibrium beyond which no change is possible. It
is considered to correspond to thermodynamic equilibrium,
the maximum entropy state, and according to ergodic theory
the state of equipartition on the energy surface.

In the shallow-water ocean, the physical boundaries
radically change the nature of wave propagation—the bound-
aries themselves lead to severe multi pathing while subbot-
tom absorption and conversion to nonacoustic forms of en-
ergy lead to loss mechanisms that invalidate conservation of
energy. Since this energy conservation is such a fundamental
concept in the long-range behavior of intensity statistics dis-

cussed above �e.g., it is necessary for equilibrium to exist�, it
is not too surprising that intensity statistics would be very
different in shallow-water oceans. WPRM theory was ex-
tended to include the effects of lossy bottom interactions by
several researchers,12–14 but the effects of these losses on
intensity fluctuations was not considered until the work of
one of the author.15 There, the intensity distribution describ-
ing the asymptotic �in range� state of the system was shown
not to be the equilibrium, or Gaussian, distribution by deter-
mining that acoustic signals propagating in a lossy shallow
water waveguide asymptotically have a scintillation index
that increases exponentially with range. This is a universal
situation as long as there is a nonzero difference in the at-
tenuation between modes �in a modal picture� and random
mode coupling. Of course, varying these parameters will
change the length scale determining the exponential increase,
but this will always occur unless the differential attenuation
between modes vanishes.

By extending the statistical theory of mode coupling10,11

to include lossy boundary interactions and by examining the
fourth moment statistics, it was shown in Ref. 15 that the
mean intensity asymptotically �i.e., as r→�� decays with
range according to �I�= I0exp�−�1r� and the mean square in-
tensity asymptotically decays in range according to �I2�
= I1

2exp�−�2r�. Letting �=2�1−�2�0, then the asymptotic
form of the scintillation index is

SI = A exp�− �r� − 1, �r → � , �2�

where A does not depend on range. As noted above, this
result is universal in the presence of differential mode attenu-
ation. This surprising result, which does not violate any
known law of physics or mathematics, shows that the Ray-
leigh distribution cannot represent the range asymptotic state
of intensity fluctuations in such a system. This behavior of
the scintillation index was confirmed in numerical simula-
tions through a realistic internal wave field by Tielburger,
Finette, and Wolf.16 This state of large scintillations is re-
ferred to as “supersaturation.” The exponent � is called the
“generalized Lyapunov exponent” by analogy to the
“Lyapunov exponent” familiar from studies of chaos theory
in underwater acoustics.17 Both exponents are difficult to
estimate from theory, from numerical simulations, or from
experimental observations. The term generalized Lyapunov
exponent comes from work on the theory of random
matrices18 �especially as it applies to localization in wave
propagation in disordered media�.

This paper proposes that the long-range intensity distri-
bution function is log-normal instead of Rayleigh, although
comparison is also made to a modified Bessel or K distribu-
tion. It should be emphasized that the appearance of the log-
normal distribution is an asymptotic phenomena in a very
similar way that the appearance of the Rayleigh distribution
is asymptotic; applications to long-range shallow-water
propagation experiments should have the same caveats as
discussed previously for the Rayleigh distribution. The log-
normal distribution has appeared previously in WPRM; as
mentioned earlier, it has been used to describe weak intensity
fluctuations with a small scintillation index. Jakeman19 has
suggested it as a possible intensity distribution in the “strong
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focusing” regime �where random caustics appear� and notes
that it is natural when the scattering processes are multipli-
cative �as in random matrix theory� and numerous. In the
supersaturation region, the log-normal distribution appears
asymptotically; the variances are large because the tail in the
appropriate log-normal distribution for the intensity is wide
�becoming wider with range� and decays slowly with in-
creasing intensity.

In this work, numerical simulations of sound propaga-
tion in the Straits of Florida, a well characterized oceanic
environment with random fluctuations20–22 are performed
with the aim of improving the understanding of signal inten-
sity fluctuations. A parabolic-equation numerical method23 is
used to study sound propagation in a realistic shallow water
environment that simulates the Straits of Florida. As in many
other shallow water areas, internal wave activity is found to
be the dominant cause of sound speed fluctuations in the
Straits of Florida affecting acoustic wave propagation.20,22 In
the frequency range of interest, mode coupling due to mul-
tiple scattering is strong, implying that both the amplitudes
and phases of the sound pressure vary. Because of the exis-
tence of a strong thermocline layer, sound propagation in the
Straits of Florida is characterized by downward refraction
and frequent bottom interactions. Additionally, the bottom
sediments in the Straits of Florida are mostly sandy carbon-
ates that allow acoustic energy at grazing angles exceeding
the critical angle to penetrate and be absorbed. This gives an
ideal environment to study scintillation statistics. In this en-
vironment, the University of Miami Parabolic Equation24

�UMPE� numerical model is exercised for a large number of
realizations of the internal wave field, equivalent to sampling
the ocean over a large geophysical time interval. The scintil-
lation index of the sound intensities is then obtained by a
Monte Carlo average of the simulated data, and the probabil-
ity distribution of the sound intensities is determined.

It is found that a log-normal distribution provides an
excellent description of the intensity distribution. By con-
trast, the K distribution is found not to provide as good a
description. By fitting the log-normal model to simulated
data using standard quantitative statistical tests, it is found
that the parameter of the best log-normal fit, equivalent to �r
in Eq. �2� grows linearly with the propagation range at long
ranges.

In the sequel, Sec. II provides information about the
intensity distributions that are used to describe “saturated”
and supersaturated behavior. Section III describes the simu-
lations performed using the UMPE numerical code, and the
environmental inputs, internal waves in particular, are de-
tailed. The sound attenuation and intensity scintillations are
then displayed, and a large simulation data set is obtained.
Section IV describes the statistical analysis whereby the scin-
tillation index is calculated, and both the log-normal and K
probability distributions are tested as candidate distributions.
In addition, the parameters that give the best fit to the data
are determined as a function of range. Discussion and con-
clusions are contained in Sec. V.

II. INTENSITY DISTRIBUTIONS

For later reference and to establish notation, properties
of intensity distributions are defined and reviewed. The in-
tensity distribution function � is defined such that the prob-
ability that the intensity I lies in the interval between I and
I+dI is ��I�dI. The nth moment of ��I� is

�In� = �
0

�

In��I�dI �3�

The mean intensity is normalized to �I�=1 for all the statis-
tical analyses in this paper. The cumulative probability func-
tion is

P�I� = �
0

I

��I��dI� �4�

and P���=1. The median intensity Im is defined by

P�Im� = 1/2. �5�

Half of the intensities are expected to have values respec-
tively less than and greater than Im.

The Rayleigh distribution for the intensity follows from
the assumption that the real and imaginary parts are drawn
from a Gaussian distribution. If the mean intensity is set to
unity, there are no free parameters in the distribution; thus,
the scintillation index cannot increase exponentially with
range. The log-normal has a free parameter that can be used
to allow range dependence for the scintillation index. An-
other one-parameter distribution often used in scintillation
theory is the modified Bessel or K distribution. This paper
compares the simulation results to these three distributions
and uses the behavior of the scintillation index to determine
free parameters �i.e., the free parameter becomes the scintil-
lation index�. Another distribution often used is the general-
ized gamma distribution, which has more than one free pa-
rameter; additionally it includes the log-normal distribution
as a limiting case. If the log-normal distribution provides a
good fit of the results then so does the generalized gamma
distribution.

A. Rayleigh distribution

The Rayleigh distribution of intensity is well known to
be

�R�I� = exp�− I� �6�

and the moments of the Rayleigh distribution are

�In� = n ! , �7�

which gives SI= �I2�−1=1. The cumulative probability is

PR�I� = 1 − exp�− I� , �8�

giving Im=ln 2.

B. Log-normal distribution

Since the Rayleigh distribution cannot be used to de-
scribe the strong scintillations discussed earlier and because
the numerical simulations discussed below support the pic-
ture of a supersaturation region, the log-normal intensity dis-
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tribution is examined as a possible candidate. Recalling that
the mean intensity is normalized to unity, the log-normal
distribution �see, e.g., Ref. 25 pp. 220-221� becomes

�L�I� = �I�2���−1exp�− �ln I + �/2�2/2�� , �9�

where the single parameter � in this distribution is the vari-
ance of ln I:

� = ��ln I − �ln I��2� � 0. �10�

The mean value of ln I is

�ln I� = − �/2. �11�

The intensity moments according to the log-normal distribu-
tion are

�In� = exp�n�n − 1��/2� , �12�

and in particular, for n=2, it is seen that

SI = exp��� − 1. �13�

The cumulative log-normal probability distribution is

PL�I� =
1

2	1 + erf
 ln I + �/2
�2�

�� , �14�

where erf�. . .� is the error function and giving the median
intensity

Im = exp�− �/2� . �15�

The coincidence of Eq. �13� with �=�r+ln A to the result in
Eq. �2� is one of the clues that led to consideration of the
log-normal distribution.

The log-normal distribution has previously been used to
describe weak intensity fluctuations in the limit �→0. Then,
with the constraint that the mean intensity is unity, the
Gaussian distribution is obtained

�L�I�  �2���−1/2exp�− �I − 1�2/2�� . �16�

It follows that SI=��1. This paper is concerned with large
intensity fluctuations, �	1, and the log-normal distribution
appears to be novel in this context. For large �, the median
intensity is exponentially small, the mean intensity is unity,
and the rms intensity is exponentially large, �I2�1/2

=exp�� /2�. Thus the log-normal distribution for large � is
relatively flat over an enormous range of intensities. In
particular, the log-normal distribution for large � has a
long “tail” at the high intensity end that would be ob-
served as very strong scintillations that occur as intermit-
tent events. This phenomenon is called acoustic intermit-
tency, and is due solely to acoustic propagation effects.
The numerical simulations discussed below show exactly
this expected behavior.

C. K distribution

Other distributions have been used to look at the non-
Gaussian behavior of the statistics in wave propagation in
random media. Jakeman26 has been a strong proponent of the
K distribution, based on using modified Bessel functions.
Like the log-normal distribution this distribution has a single

parameter �when the mean intensity is unity� that can be
determined by the intensity variance. The probability func-
tion for the amplitude is

�K�A� =
4b


���
�bA��K�−1�2bA� �17�

with b=�� / �A2� and where 
 is the gamma function and
K� is the modified Bessel function. With the mean inten-
sity set to unity, the intensity distribution is then

�K�I� =
2�


���
��I���−1�/2K�−1�2��I� . �18�

For the K distribution the normalized intensity moments are

�In� = n !

�n + ��
�n
���

. �19�

In the particular the scintillation index is

SI = 1 +
2

�
. �20�

As �→�, the K distribution reduces to the Rayleigh distri-
bution. Large values of the scintillation index occur when �
is small, in which case it plays a similar role as exp�−�� for
the log-normal distribution. In the limit as �→0, the mo-
ments have the leading behavior

�In�  n ! �n − 1� ! �−n = n ! �n − 1� ! en�−ln����. �21�

The scaling of the argument of the exponent with the mo-
ment number is completely different than for the log-normal
distribution, Eq. �12�. Values of the higher moments are sub-
stantially smaller than for the log-normal distribution when
the intensity variance is large.

The function in Eq. �18� does not have a simple analyti-
cal expression; however, a useful integral representation27 for
the modified Bessel function gives

�K�I� =
�


����0

� dt

t� e−�It−1/t, �22�

valid for ��0. Thus the cumulative K distribution is

PK�I� =
1


����0

� dt

t1+�e−1/t�1 − e−�It� . �23�

When � is small the median intensity, Im, is also expected to
be small �as it was for the log-normal distribution�. The lead-
ing behavior for small � is

PK�I� = ��I��, �24�

giving Im=2−1/� /�.
For a large scintillation index it is seen that the K distri-

bution is also a very broad distribution and has a very long
tail at high intensities.

III. NUMERICAL SIMULATIONS

Sound propagation in the shallow water Straits of
Florida environment has been studied experimentally for
many years.20 Recently, numerical simulations in that envi-
ronment have been performed with a high fidelity acoustic
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model that includes internal wave fluctuations and bottom
roughness, and good agreement with observed temporal co-
herence of broadband signals has been achieved.22 In this
paper, the same acoustic model and environmental model are
used to study intensity fluctuations of continuous wave �cw�
signals.

A. Environmental inputs

A two-layer environmental model is used, with a 200 m
water layer overlying a semi-infinite sediment layer. The
ocean sound speed is expressed as

c�z,r,t� = c1�z� + c2�z,r,t� , �25�

with �z ,r� being two space coordinates and t being the time
component, representing geophysical time. Here c1�z� is the
range independent deterministic sound speed, and c2�z ,r , t�
is the random component due to the statistical nature of the
small-scale oceanic variability. In this paper, only internal-
wave induced temporal fluctuations are considered.

As is typical of most shallow water regions, there is a
strong thermocline in the water of the Straits of Florida. Es-
pecially during the summer time, the thermocline layer
stretches all the way from the surface to the bottom. The
temperature, T, is assumed to decrease linearly throughout
the whole water column, giving a characteristic downward
refracting sound speed profile

c1�z� = a0 + a1T�z� , �26�

where a0=1450 m/s and a1=4.0 m/s °C. Based on the av-
erage of a number of sound speed profiles taken from
various measurements,20 a linear sound speed profile with
sound speed 1545 m/s at the surface, 1490 m/s at the bot-
tom of water layer, and a constant negative gradient of
dc1 /dz=−0.275 s−1 is used as the deterministic sound
speed profile. The limiting grazing angle at the bottom is
1=cos−1�1490/1545�=15.3°. From previous studies21 the
bottom is modeled as a range independent fluid layer with
constant compressional sound speed of 1650 m/s, constant
density of 1.5 g/cm3, and constant compressional attenu-
ation of 0.06 dB/km Hz. The sound speed gradient in the
sediment is assumed zero, implying that the penetrating
acoustic energy does not return to the water layer; instead,
it is absorbed. The critical grazing angle at the bottom is
c=cos−1�1490/1650�=25.4°.

Volume attenuation in the water column is set to zero
and the water density is set to a constant of 1.025 g/cm3.
Density fluctuations, which induce internal waves, are con-
verted to sound speed fluctuations and are discussed later. In
this two layer model, the deterministic water-sediment inter-
face is assumed to be smooth and flat. A random component
of bathymetric variation is simulated using a power-law
spectrum and is superimposed on the deterministic boundary
as has been described before.28 An rms vertical displacement
of 5 m and a horizontal correlation length 1000 m is used, so
the rms slope is very small. The sea surface is modeled as a
smooth and flat pressure release boundary.

Internal waves are known to exist in the ocean due to
perturbations of the density stratification. In shallow water,
density is controlled mainly by temperature, and the radian
buoyancy frequency profile is determined by

N�z� = �− g� · dT/dz , �27�

where g is the acceleration of gravity and � is the coefficient
of thermal expansion, �=10−4�°C�−1. Since the sound speed
is approximately a linear function of temperature, it fol-
lows from Eq. �27� that

N�z� = �− � · dc1/dz , �28�

where �=g� /a1=2.45�10−4 s−1. With the simplified
model of sound speed introduced above for the Straits of
Florida, the buoyancy frequency is constant and the cor-
responding period is 12.76 min. Thus, a consistent model
of sound speed and internal waves has been achieved.

The goal here is to construct a realistic, stochastic,
internal-wave field that induces small-scale sound speed in-
homogeneities. Thus any possible long period deterministic
solitary waves are disregarded, and the internal waves are
described by a homogeneous and stationary spectrum that is
similar to a Garret-Munk-type spectrum,22 i.e., the vertical
and horizontal scales of the internal waves are substantially
different. If the internal wave fluctuations are horizontally
isotropic, they may be modeled by a power-law spectrum in
continuous wave number space according to

S�kz,k� = �LVLH/2���1 + LV
2kz

2 + LH
2 k2�−3/2, �29�

where kz and k are vertical wave number and horizontal wave
number, respectively, and LV and LH are the vertical and
horizontal correlation length, respectively. The spectrum is
normalized

�
−�

� �
−�

�

S�kz,k�dkzdk = 1. �30�

The dispersion relation of internal wave motion can be ob-
tained as

��kz,k� = Nk/�kz
2 + k2. �31�

Note that the periods of all internal-wave modes are greater
than N−1=12.76 min−1. The effect of the earth’s rotation
has been neglected in the above equations.

The fluctuating part of the sound speed is expressed as

c2�z,r,t� = ��z���z,r,t� , �32�

where the function ��z ,r , t� is the random field with unit
variance and ��z� represents the fact that internal-wave
sound-speed fluctuations can have a strength that is depth
dependent. The random field ��z ,r , t� is efficiently obtained
from the two-dimensional internal-wave spectrum by a two-
dimensional Fourier transform

��z,r,t� = Re�
kz

�
k

â�kz,k�ei�kzz+kr−��kz,k�t�, �33�

where the Fourier coefficients â�kz ,k� have uniformly dis-
tributed random phases and Rayleigh distributed random am-
plitudes specified by the given power spectrum. This guar-
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antees that ��z ,r , t� is a Gaussian random function having
zero mean. The standard deviation ��z� follows from ��z�
= �c2

2�z ,r , t��1/2 but generally a Wentzel-Kramer-Brillouin-
Jeffreys approximation is used to determine it as a function
of depth. In this paper, however, the buoyancy frequency is a
depth independent constant. Together with the boundary
conditions that internal waves vanish at both surface and
bottom, the vertical mode functions of internal waves be-
come pure sine functions. The vertical wave number kz may
be directly linked to the vertical mode number n according to
kz=n� /H, and the complex Fourier transform in kz is re-
placed with a sine transform.

The above procedure is used to construct sound-speed
profiles in the presence of internal waves. Using the values
of the parameters LH=5000 m gives a realistic model of
sound-speed fluctuations.22 In order to generate totally inde-
pendent internal wave fields, different realizations of â�kz ,k�
are generated by a Monte Carlo procedure, this being equiva-
lent to advancing t by large amounts. Note that the Monte
Carlo procedure provides a good representation of the prob-
ability function of the fluctuations â�kz ,k�; whether or not it
provides a good sampling for the probability function of the
intensity of the acoustic field is not apparent.

B. Sound transmission

With the described realistic environment, the UMPE nu-
merical model16 is used to simulate sound propagation in the
Straits of Florida. A point source located at 170 m depth
�30 m above the bottom� projects a single harmonic fre-
quency of 500 Hz. In the absence of bathymetric variations,
the water depth is H=200 m. The acoustic field is displayed
in Fig. 1 by computing the transmission loss in dB units,
which is defined in the usual way as

TL�z,r� = − 10 log10�p�z,r��2, �34�

where p�z ,r� is the sound pressure at the field point �z ,r�
relative to the value at reference range 1 m from the source.
The gray scale is chosen such that black represents low trans-
mission loss or high intensity, and white represents high
transmission loss or low intensity. The displayed dynamic
range is 100 dB. Water depth is shown as a solid black
curve.

For comparison, the internal wave induced sound speed
fluctuations and the bottom roughness are turned off in the
numerical input described above. The sound propagation is
then range independent. The acoustic field plot is shown in
the upper panel of Fig. 1. It is seen that, although bottom
penetration is quite noticeable, acoustic power is well con-
tained in the water column. The confining ability of the
sound channel �due to downward refraction and bottom re-
flection� is clear since the acoustic field is relatively strong in
the bottom part of the water column and the general sound
levels are reasonably high, even at receivers 100 km away
from the source. It is easily understood that the high order
modes penetrate into the bottom and are quickly attenuated,
while attenuation of the low order modes is much weaker.
This propagation pattern, however, is very different when
range dependent sound speed fluctuations are introduced.

In the lower panel of Fig. 1, both the internal wave
induced sound-speed fluctuations and bottom roughness are
included, with the parameters of internal wave fields and
bottom roughness as specified in last subsection. The source
signal strength and the numerical parameters of UMPE
model are the same as used for the range independent case.
There are two main differences between plot �a� and plot �b�
in Fig. 1. First, the sound channel focusing ability has been
destroyed, or at least diluted so that the acoustic wave field
in plot �b� is not structured at all. This can be explained by
multiple scattering due to sound-speed inhomogeneities in-
troduced by either internal waves or bottom roughness, or
both. Second, due to more acoustic energy penetrating the
bottom, the acoustic wave field in �b� is much weaker, about
50 dB less at 100 km, compared to the range independent
case in plot �a�. Here the bottom interaction plays an impor-
tant role in the damping of sound energy �mode stripping�.

Multiple scattering from sound-speed inhomogeneities,
in general, speeds up the mode stripping process by putting
more energy into higher order modes, and therefore, indi-
rectly attenuates the sound signal. One should note that ei-
ther internal waves or a rough bottom may independently
influence sound propagation as discussed. A physical picture
of this process is as follows. Small grazing angle rays are
preferentially scattered to steeper grazing angles by the en-
vironmental fluctuations, until the critical grazing angle is
exceeded, whereupon the steep rays penetrate the bottom and
are absorbed.29 This creates a cascade of energy flowing

FIG. 1. Field plots of cw transmission loss. �a� No fluctuations, range inde-
pendent; �b� with one realization of the internal wave field and bottom
roughness.
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from smaller to larger grazing angles where dissipation oc-
curs due to bottom penetration. In acoustic normal mode
space, the cascade of energy is from lower modes to higher
modes where dissipation occurs due to mode stripping. This
process is analogous to the Kolmogorov cascade of energy
from larger eddies to smaller eddies where dissipation occurs
due to viscosity that is familiar from turbulence theory. This
process also explains why thermodynamic equilibrium statis-
tics, i.e., the Rayleigh distribution, are not applicable to
propagation in real oceanic waveguides.

The details of the scattered acoustic wave fields greatly
depend on the randomly generated internal wave field and
bottom roughness. One phenomenon that is not clearly ap-
parent in Fig. 1�b� is that the sound energy may occasionally
be focused at some small areas forming randomly distributed
“hot spots” on the weak background wave field. This is what
is referred to as large acoustic scintillations. To study this
effect, 2000 single frequency PE simulations are made, each
using a different randomly generated internal wave field, cor-
responding to sampling the fluctuating ocean at a large geo-
physical time interval so that each realization of the internal
wave field is independent. The receivers are fixed at the

source depth �30 m above the bottom�, and at four different
horizontal ranges: 6, 20, 50, and 100 km. The normalized
sound intensities �mean intensity is unity� of 2000 realiza-
tions are plotted in Fig. 2 in the form of an undersampled
time series. It is clear that, from plot �a� to plot �d� in Fig. 2,
the acoustic intensity scintillations increase with the propa-
gation range and none of them shows any regularity. At the
longer ranges, the appearance of hot spots is intermittent and
unpredictable. This is called acoustic intermittency. Since the
environmental fluctuations are not intermittent �they follow
from a Gaussian probability distribution function and thus
there no spikes or hot spots in the sound speed profile� this
intermittency is due to propagation effects in this environ-
ment. The growth rate of the scintillation can be estimated by
calculating a higher moment, the scintillation index, which is
discussed in the next section.

IV. STATISTICAL ANALYSIS

As with many other problems of wave propagation in
random media, the description of an acoustic wave propagat-
ing through an inhomogeneous sound-speed field, e.g., due

FIG. 2. Time series of normalized in-
tensity fluctuations at four ranges. The
realizations of the environmental fluc-
tuations are independent.
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to internal waves, must depend on a statistical method rather
than a deterministic one. The scintillation index and the in-
tensity distribution are two important statistical measures.
The numerical simulations are discussed based on these two
key concepts.

The intensity at a field point �z ,r� for the jth realization
is denoted by Ij. The mean over N realizations is calculated
as the sample average

IN =
1

N
�
j=1

N

Ij . �35�

Then each Ij is divided by IN, which makes the new sample
average exactly equal to unity. The scintillation index is then
calculated as

SIN =
I

N
�
j=1

N 
 Ij

IN

− 1�2

. �36�

In principle, Eqs. �35� and �36� could be computed together
in a single do loop. Numerically, this generally leads to se-
vere cancellation errors and so a two-pass summation algo-
rithm is used; Eq. �35� is first calculated and the result is
used in Eq. �36�.

A. Scintillation index

The acoustic data used in this calculation are obtained
from the aforementioned repeated numerical sound transmis-
sions where each transmission uses an independent simula-
tion of the random internal wave field and bottom roughness.
The total number of realizations is extended to 5000 to help
with sampling the intensity distribution. Figure 3 shows the
scintillation index at a receiver that is displaced horizontally
from the source location to a range of 100 km.

The scintillation index increases with propagation range
and is significantly greater than unity at ranges beyond about
10 km, in accordance with the prediction.15 In an inhomoge-
neous shallow water environment, saturation is reached
quickly at ranges as short as 5 km, due to multipath interfer-
ence effects.9 As shown in Fig. 1, the difference of transmis-
sion loss between the range independent propagation, plot
�a�, and range dependent propagation, plot �b�, becomes sig-

nificant at ranges around 5 km, and keeps growing after-
ward. At about this range, the scintillation index begins to
deviate from the expected saturation value of unity. Figure 2
is another indication of such a phenomenon. At a range of
6 km, the normalized intensities fluctuate as expected at
saturation. At longer ranges, the sound intensity scintillations
increase dramatically, reaching values larger than 50 times
the average intensity.

There are two necessary conditions for the scintillation
index to be greater than unity: first, the average sound inten-
sity should be low; and second, the sound intensity should
fluctuate. Large values of the scintillation index are a conse-
quence of sound intensity fluctuations on a low background
intensity �the average intensity�, similar to the way a remote
star scintillates in the evening’s dark sky. In the ocean acous-
tics case, these two conditions are met by the multiple scat-
tering by internal waves and boundary roughness, and the
frequent bottom interactions and penetrations. Although
large scintillations are rare events, they are readily detectable
when they do occur.

Figures 2 and 3 illustrate a serious difficulty in using
Monte Carlo simulations when looking at higher order mo-
ments of the acoustic intensity. The probability function de-
scribing the environmental fluctuations is Gaussian and can
be well simulated by the Monte Carlo procedure �whether
done uniformly over an interval by some more refined tech-
nique�. If the intensity followed a Rayleigh distribution then
events with intensities much larger than the mean are ex-
tremely rare, implying that the contribution to the scintilla-
tion index �or any other moment of the intensity� of high
intensity events is negligible, and therefore the part of the
intensity distribution containing these “outliers” does not
have to be well sampled. However, the probability function
describing the acoustic intensity is not a priori determined; it
is not clear which sound-speed fluctuations �i.e., which part
of the Monte Carlo distribution describing the sound-speed
fluctuations� would lead to intermittent, large intensities. Re-
iterating, Monte Carlo sampling is over the distribution de-
scribing the sound-speed fluctuations, not over the distribu-
tion describing the resulting acoustic intensity; how the two
distributions are linked is not well determined at present. The
stochastic trajectories of the intensities responsible for these

FIG. 3. Scintillation index as a func-
tion of range for 5000 realizations.
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intermittent events are not determined by the probability dis-
tribution for the intensity even if it was known �this is known
as “large deviation” theory in the stochastics literature18�;
however, these high intensity events provide the major con-
tribution to the scintillation index when it is large compared
to unity. The effect of this inadequate sampling can be seen
in the scintillation plot shown in Fig. 3: as the range in-
creases, the scintillation index �which is an averaged, statis-
tical quantity� becomes highly variable, indicating that even
5000 realizations are not large enough to sample the impor-
tant portion of the intensity distribution. The consequence of
under sampling the intensity distribution is to underestimate
SI; thus the actual values of SI at long ranges are even larger
than indicated in Fig. 3. This issue is revisited later, after
simulation results for the intensity distribution are presented.

As shown in Ref. 15, there exists a mismatch between
the mode-coupling terms, which redistribute the modal ener-
gies, and the mode stripping, resulting in an irreversible loss
of energy. As a result, the expected Rayleigh distribution can
no longer describe the long-range wave propagation behavior
in inhomogeneous waveguides having lossy boundaries. It is
seen that the abnormal large scintillation index beyond about
5 km shown in Fig. 3 is associated with the fact that ex-
tremely small and random wave fields are not Rayleigh dis-
tributed. Other statistical distributions must be introduced in
order to describe this supersaturation effect.

At this stage, it is not possible to calculate a critical
propagation range for such a supersaturation effect to appear.
It depends on the source signal strength, the sound channel,
and many parameters of the random media. It is found that
the growth rate of the scintillation index is more sensitive to
the strength of the internal wave fluctuations than to the de-
tails of the internal wave structure. One more interesting
question is whether the growth of the scintillation index
ceases beyond some range. This possibility is tested by either
increasing the propagation range �to 1000 km� or increasing
the intensity of internal wave induced sound speed fluctua-
tions to 15 m/s rms. No significant indication of a slowing
down of the growth of the scintillation index has been seen.
In both cases the transmission losses are as large as 300 dB
re 1 m. This confirms the effect of exponentially increasing
scintillation index predicted by Creamer, who also showed
that this effect was universal in shallow-water environments.
The universality of the probability distribution function is an
open question.

B. Probability distributions

The evaluation of either the log-normal distribution or
the K distribution defined in Sec. II requires that the param-
eters � and � be estimated. For the K distribution, Eq. �20�
can be used to relate � and the estimated scintillation index,
SIN. For the log-normal the simplest method is to insert the
value of SIN obtained from Eq. �36� into Eq. �13� to obtain
the estimate

�N = ln�SIN + 1� . �37�

If the intensity distribution is log normal, then �N→� as N
→�. The convergence is quite slow when � is large. Inad-

equate sampling of the high intensity tails leads to an under-
estimate of SIN and therefore of �N. A better way to estimate
�N is to use Eq. �11� in the form

�N = −
2

N
�
j=1

N

ln Ij �38�

or to estimate � directly from its definition in Eq. �10�

�N =
1

N
�
j=1

N

�ln Ij − �ln I��2, �39�

where Eq. �38� is used to estimate �ln I�=−�N /2. These two
formulas are found to yield more accurate and stable es-
timates of the parameter � than Eq. �37�. The best estimate
of � is obtained by fitting the cumulative probability func-
tions as explained in the next subsection.

Both the K distribution, Eq. �18�, and the log-normal
distribution, Eq. �9�, have larger probabilities at the high in-
tensity end as compared to the Rayleigh distribution. Addi-
tionally, the shape of these distributions varies with the
propagation range, instead of being a fixed curve. In order to
visualize the difference of the high intensity tails between
these two distributions, the distributions are displayed on
logarithm scales as shown in the left column of Fig. 4. Re-
ceiver ranges at 6, 20, 50, and 100 km are used. On this
logarithmic plot, the Rayleigh distribution is the straight line
independent of range, and the other distributions are curves
that depend on range. For the K distributions, the parameter
� is estimated from Eq. �20�, while for the log-normal dis-
tributions, the parameter � is estimated according to Eq. �39�
above. The thick jagged curves are the probability distribu-
tions of the simulated data obtained by counting the
“events,” and producing histogram plots with bin size �I
chosen so that each bin has enough events in it to be statis-
tically meaningful �error in each bin is square root of the
number of events in each bin�. The number of events N is
equal to the total number of acoustic realizations at one des-
ignated receiver range. In order to increase N, it is assumed
that sound intensities in a small interval around the desig-
nated range have the same probability distribution. This pro-
cedure gives enough data points to calculate statistics with-
out carrying out a huge number of PE realizations. For
example, in the bottom panel of Fig. 4, the total PE realiza-
tion number is 5000, and data at five ranges around 100 km
�the maximum distance is 200 m� are used, so the total num-
ber is N=25,000.

These probability distribution plots indicate that sound
intensity fluctuations of the simulated data are close to a
Rayleigh distribution at short ranges, R=6 km for example,
and change to a another distribution at longer ranges. At the
shorter ranges, the K distribution might be an acceptable can-
didate, but inadequate at the longer ranges. This distribution
adequately provides for the high-intensity tails but is com-
pletely wrong at small and moderate intensities. At long
ranges, the log normal provides a good account of the inten-
sity distribution. The switch over from Rayleigh to log-
normal behavior is smooth and gradual, particularly at the
low intensity end where the Rayleigh and log-normal distri-
butions are nearly indistinguishable. The plots in Fig. 4 illus-
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trate the sampling �of the intensity distribution� problem that
was discussed earlier. It is seen that, while the probability of
high intensity events is low �e.g., 10−3 for I=20 at the
100 km range�, a quantity such as I2��I� is much larger �near
unity�. From Fig. 4, it can be inferred that this quantity is
roughly flat, or even slightly increasing, over the intensity
range from 5 to 20. This incomplete sampling is the cause of
the extreme variability in the scintillation index seen in Fig.
3 at the longer ranges.

The above comparison is not conclusive because an ar-
bitrary bin size �I is used to make the histograms of the
simulated data. A better statistic for this purpose is the cu-
mulative probability distribution, which is computed for the
simulated data according to the methods recommended in
Numerical Recipes.30 The cumulative distributions at four
different ranges are plotted in the right column of Fig. 4
corresponding to their probability distributions in the left
column. The solid thin curves that change with range are for
log-normal distributions while the dotted thin curve is for the
K distribution. The thin curves that do not change with range
are for Rayleigh distributions and the thick curves are for the
simulated data set. Once again, the comparisons of these cu-
mulative distribution functions show that sound intensity
fluctuations tend toward the log-normal distribution at long
ranges while they are Rayleigh distributed at short ranges.
The K distribution is completely inadequate at all ranges. At
ranges greater than about 50 km it appears that the best fit is
to a log-normal distribution. At 100 km, as shown in the

bottom right corner of Fig. 4, the cumulative probability dis-
tribution is almost exactly a log-normal distribution, and it
differs significantly from the Rayleigh distribution. In the
following subsection, the parameter � for the log-normal dis-
tribution is obtained by fitting the distribution functions in-
stead of estimating � from a moment calculation, which
should provide a better description of the simulated data.

C. Fitted log-normal probability distribution

In general, there are two quantitative methods, the
Kolmogorov-Smirnov test and the chi-square test, to exam-
ine the differences between two statistical distributions.30

Since the mean intensity is normalized to unity at each range,
the Rayleigh distribution contains no parameters and the log-
normal distribution contains one parameter, �. The goodness
of fit for the log-normal distribution depends on the accuracy
of the estimate of the parameter �.

Suppose G�I� is the cumulative distribution function of
the simulated data. It is assumed that G�I� can be represented
by PL�I , �̄�, a log-normal distribution with an estimated value
of the parameter �. The estimated parameter �̄ is obtained by
fitting PL�I , �̄� to G�I�. It is called the fitted log-normal dis-
tribution. The fitting process is done by minimizing the chi-
square function

FIG. 4. Probability density functions
�left� and cumulative probability dis-
tributions �right� for normalized sound
intensities at four ranges. The simu-
lated data are the thick curves; the
Rayleigh distributions �range indepen-
dent� and the log-normal distributions
�range dependent� are the thin lines,
while the K distributions are the dotted
lines. The clipping in the simulated
data is due to the finite number of dig-
its retained in the data files for the in-
tensity.
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�2��̄� = �
j

�PL�Ij, �̄� − G�Ij��2, �40�

where the sum is carried over the normalized intensities Ij

until �2 converges. Algorithms from Numerical Recipes5 are
employed. Figure 5 shows the �2��̄� curve calculated at a
range of 95 km. Also plotted is the magnified area around
the minimum of �2. The fact that the �2��̄� curve is smooth
and has a single minimum enables a quick determination
of �̄. It is found that �2��̄� decreases with range, and thus
the intensity distribution of the simulated data set G�I�
approaches a log-normal distribution as the propagation
range increases.

The Kolmogorov-Smirnov test calculates the maximum
of the absolute difference, called the Kolmogorov-Smirnov
D, between two cumulative distribution functions. Compar-
ing to the given cumulative distribution function P�I� the
K-S statistic is

D = max
0�I��

�P�I� − G�I�� . �41�

Shown in Fig. 6, curves �a� and �b� are the results obtained
by applying this equation to Rayleigh distribution PR�I� and
the fitted log-normal distribution PL�I�, respectively. It is
clear that the fit to the Rayleigh distribution is best around
R=5 km and worsens beyond this range. Thus, full satu-
ration occurs at about 5 km. The log-normal distributions
provide much better fits at ranges greater than about
50 km, which is the supersaturation regime.

The results of fitting the log-normal parameter � at 500
ranges with equal intervals �200 m� from 0 to 100 km are
displayed in Fig. 7. Since the �2 test shows that the intensity
distribution is reasonably close to the log-normal distribution
only if the ranges are greater than about 50 km, the results
shown in Fig. 7 for smaller ranges are not meaningful. Fig-
ure 7 indicates that the estimated � may be approaching a
linear relation with range, ���r for r greater than about

FIG. 5. Chi-squared, �2, of the fit
�from Eq. �32�� vs the fitting param-
eter �, at a range of 95 km. The upper-
right corner is the magnified area
around the minimum chi-squared
value.
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80 km. Here the parameter � is the “generalized Lyapunov
exponent.” It is difficult to estimate this exponent, because
the estimated values of � are increasingly uncertain as r in-
creases, in accordance with the sampling difficulty discussed
above.

Using the data shown in Fig. 7, a linear regression fit to
�=a+br is performed from range R to 100 km for various
values of R, in an attempt to estimate coefficient �=b from
the simulated data set. The resulting estimates of a and b, as
well as their standard deviations, varied considerably and
inconsistently depending on R. Spurning statistical tech-
niques, which seem to be unreliable for this difficult estima-
tion problem, a graphical technique is used to obtain the
result �= �0.04±0.01�km−1. The best estimate of the
e-folding distance for the growth of the scintillation index in
the Straits of Florida at 500 Hz is about �−1= �25±10�km−1.

To improve this estimate, the numerical simulations are
extended to range 200 km with N=5000 realizations. Values
of SI are many hundred, the fit to a log-normal intensity
distribution is better, but the estimated values of � are not
convincingly linear in range. The asymptotic regime pre-
dicted by Creamer15 where a single eigenvalue of the mode
coupling matrices dominates the decay of the mean and
mean-square intensity, appears to be at ranges greater than
about 200 km. A more reliable prediction is the supersatura-

tion effect: the scintillation index increases monotonically
with range to extremely large values and the intensity distri-
bution function approaches a log-normal distribution.

The above relatively crude estimate of the e-folding dis-
tance shows that it nevertheless might be possible with good
experimental techniques to observe large acoustic scintilla-
tions in the Straits of Florida, or in comparable shallow water
environments such as the Yellow Sea.

V. DISCUSSION

In this paper the statistical properties of the acoustic
intensity have been investigated by means of Monte Carlo
simulation in a well-studied environment, the Straits of
Florida. A conclusion based on this study is that the prob-
ability distribution function �pdf� of the intensity closely ap-
proximates that of a log-normal distribution at long ranges; it
certainly does not follow a Rayleigh distribution. Additional
comparison was made to the K distribution and as a candi-
date distribution was ruled out. By normalizing the distribu-
tion function to have unit mean intensity, the log-normal dis-
tribution then involves a single parameter, �, which is the
variance of log intensity. It is found that this variance, at
large distances, increases approximately linearly with range.

FIG. 6. Results of the Kolmogorov-Smirnov test as a
function of range for �a� Rayleigh distribution and �b�
fitted log-normal distribution.

FIG. 7. Fitted values of the log-normal parameter � as a
function of range. At long ranges it is found that �
=�r, where � is the generalized Lyapunov exponent.
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This explains the surprising result2 that the scintillation index
increases exponentially in range for lossy waveguides.

The specific simulation environment chosen in this pa-
per corresponds to underwater acoustic propagation in the
Straits of Florida. The exponential increase in the scintilla-
tion index as shown to be universal15 in lossy waveguides.
Parameter variation in the present acoustic environment in-
dicates that the PDF of intensity being log-normal persists
with an attendant change in log-intensity variance. A theoret-
ical modal analysis of the intensity moments31 shows that the
PDF is not log normal when only a small number of modes
propagates; the variance of log intensity still increases lin-
early with range, but higher order moments do not increase
as quickly as a log-normal distribution would indicate. How-
ever, with a large number of propagating modes, the pdf
approximates a log-normal distribution. The situation is
reminiscent of that for the derivation of a Rayleigh
distribution—a large number of contributions leads to a uni-
versal behavior independent of the number of contributors.

These considerations lead to a possible physical model,
which is adapted from the discussion in Ref. 25, pp. 219–
220. Suppose that the acoustic intensity satisfies

dI/dr = − ��r�I , �42�

where the attenuation ��r� is a random function of range r.
The solution is

ln I�r� = const − �
0

r

��r��dr�. �43�

In the above reference, it is shown that the central limit theo-
rem implies that the random function defined by the integral
in the above equation becomes normally distributed as r
→� if the correlation distance of ��r� is small. It follows
that ln I�r� is normally distributed for large r, and hence
I�r� approaches a log-normal distribution. This model is
further extended by assuming that ��r�= ���+���r�, where
��� is a constant and ���r� is a zero-mean stationary ran-
dom function of r. Based on Eq. �43�, an elementary sta-
tistical calculation yields the variance

� = ��ln I − �ln I��2� → �r , �44�

where

� = �
−�

�

����r����r + r���dr�. �45�

This is an explicit formula for the generalized Lyapunov
exponent in terms of the integral correlation length of the
fluctuating part of the attenuation.

The above physical model begs the question why the
intensity should satisfy an equation of the type Eq. �42�. A
physically intuitive picture is that the environmental fluctua-
tions rapidly transfer acoustic intensity back and forth be-
tween a large number of ray paths or normal modes that have
very different attenuation coefficients �. Thus the acoustic
intensity in an “average” ray path or normal mode suffers an
attenuation that may be described as a random function of
the attenuations in different ray paths or modes. This picture
leads directly to Eq. �42�, which in turn implies log-normal

statistics. Recall that the attenuation � is, in general, the sum
of the absorption and scattering losses. Thus there exists the
possibility that large acoustic scintillations may be observed
even when there is negligible absorption. This might occur,
for example, deep in the “shadow zones” where scattering is
the sole cause of intensity fluctuations. Quantitative predic-
tions of the exponent � according to Eq. �45� are beyond the
scope of this paper.

The main implication for experiments on propagation in
lossy waveguides centers on the earlier discussion of sam-
pling the outliers in the intensity distribution. In WPRM ex-
periments, different realizations are achieved by invoking the
ergodic hypothesis—time averages are equal to ensemble av-
erages. Because of the outliers on the high intensity tail of
the distribution that cause acoustic intermittency, it is diffi-
cult experimentally to take enough independent samples �in
the ergodic sense� to fully characterize such infrequent but
not rare events.
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Submarine mud volcanoes occur in many parts of the world’s oceans and form an aperture for gas
and fluidized mud emission from within the earth’s crust. Their characteristics are of considerable
interest to the geology, geophysics, geochemistry, and underwater acoustics communities. For the
latter, mud volcanoes are of interest in part because they pose a potential source of clutter for active
sonar. Close-range �single-interaction� scattering measurements from a mud volcano in the Straits of
Sicily show scattering 10–15 dB above the background. Three hypotheses were examined
concerning the scattering mechanism: �1� gas entrained in sediment at/near mud volcano, �2� gas
bubbles and/or particulates �emitted� in the water column, �3� the carbonate bio-construction
covering the mud volcano edifice. The experimental evidence, including visual, acoustic, and
nonacoustic sensors, rules out the second hypothesis �at least during the observation time� and
suggests that, for this particular mud volcano the dominant mechanism is associated with carbonate
chimneys on the mud volcano. In terms of scattering levels, target strengths of 4–14 dB were
observed from 800 to 3600 Hz for a monostatic geometry with grazing angles of 3–5°. Similar
target strengths were measured for vertically bistatic paths with incident and scattered grazing
angles of 3–5° and 33–50°, respectively. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2357707�

PACS number�s�: 43.30.Gv, 43.30.Ma, 43.30.Vh �RAS� Pages: 3553–3565

I. INTRODUCTION

One of the important problems limiting active sonar per-
formance in shallow water is the large number of false tar-
gets. Scattering that produces “target-like” echoes is defined
here as clutter. Sonar clutter can arise from a variety of ocean
features. High scattering has been observed from biologics
�e.g., Ref. 1� and anthropogenic features such as wellheads
and wrecks �e.g., Refs. 2 and 3�. In shallow water, much of
the observed clutter is believed to arise from features on and
under the seabed. Seabed features �and the associated scat-
tering mechanisms� that lead to clutter have not been well
studied in the past; in particular the characteristic scattering
and its dependencies upon incident and scattered vertical
angle, azimuth and frequency are poorly understood.

One potential source of clutter from the seabed is mud
volcanoes and carbonate mounds. Mud volcanoes form due
to the rise of fluidized sediments and/or gas along a fault or
on top of a seafloor-piercing shale diapir. They may occur in
sedimentary areas with hydrocarbon generation at depth,
originate from thick clay beds, usually erupt along fault
lines, and often bubble gas �mostly methane�, and sometimes
oil. At least 300 mud volcanoes are known to exist on the
ocean shelves,4 mainly within the petroliferous basins. They

are known to occur in a variety of geologic settings, includ-
ing the abyssal parts of inland seas, active margins, continen-
tal slopes of passive margins, and continental shelves. A re-
cent review article estimates the number of deep-water
submarine mud volcanoes at 103–105.5 Mud volcanoes stud-
ied along the Mediterranean Ridge at water depths �2000 m
are of order several 103 m in diameter and 102 m in height
�e.g., Ref. 6�. Deep-water mud volcanoes often are associ-
ated with gas hydrates.

Much less is known about shallow water mud volcanoes,
and it is anticipated that continued advances in ocean explo-
ration will bring new discoveries of mud volcanoes in areas
presently not associated with mud volcanism. The recently
discovered mud volcanoes in the Straits of Sicily7 are much
smaller �of order 101 to 102 in diameter and several meters in
height� than their deep-water counterparts. They occur in wa-
ter depths of 70–170 m �too shallow for gas hydrates� along
the Scicli fault zone. Seismic reflection data �discussed in
Ref. 7 and Sec. III B� show diapiric structures beneath cone-
shaped structures, which are typical of mud volcanism.
Though we do not have absolute proof that these features are
mud volcanoes �a core sample would be required�, we use
the term mud volcanoes in the same sense as Ref. 8, given
the apparent presence of carbonate mounds.

The objectives of this research were to identify the scat-
tering mechanism associated with a single mud volcano

a�Author to whom correspondence should be addressed; electronic mail:
holland-cw@psu.edu
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�MV� and determine the frequency and angular dependence
of the scattering. For the scattering mechanism, the three
hypotheses that seem most probable are:

�1� gas bubbles �emitted� in the water column;
�2� gas entrained in sediment at/near mud volcano; and
�3� structure itself �carbonate pavements and/or chimneys�

The measurements were designed to determine which
mechanism�s� play a significant role in the scattering and the
commensurate clutter.

II. APPROACH

Through long-range reverberation, clutter features can
be detected and localized. Long-range broadband
�200–2000 Hz� reverberation measurements in the Malta
Plateau �unpublished data� have shown significant clutter at
the locations of some of the mud volcanoes �MVs�. In the
area of interest �see Site 18 box in Fig. 1� scattered returns
from the MVs are 10–20 dB above the background rever-
beration and have been observed from distances up to 22 km.

However, at long ranges, quantifying scattering characteris-
tics of the feature, e.g., identifying the scattering mechanism,
can be difficult or impossible. This is because uncertainties
in the propagation paths, i.e., mechanisms dominating the
propagation to and from the scatterer �both related to the
oceanography and the seabed geoacoustics� are typically
quite large.

An alternative approach is to probe the clutter features at
close range using a direct path scattering technique. Direct
path scattering observations offer two significant advantages:
�a� the uncertainties associated with propagation �through a
generally sparsely sampled ocean� are minimized, and �b� the
measurement geometries are favorable to producing data
from which hypotheses about the scattering mechanisms can
be directly tested. Our experimental approach, adapted from
a scattering technique designed for diffuse scattering, is dis-
cussed in more detail in Sec. IV A. Before discussing the
scattering technique, we summarize �in Sec. III� what is
known about the mud volcanoes from geophysical sensors
and visual observations.

III. MUD VOLCANO CHARACTERISTICS

In order to identify potential scattering mechanisms, a
variety of measurements were made on and around the MVs.
These include bathymetry and seafloor backscatter data col-
lected with a Reason 8101 240 kHz multibeam echo sounder,
300 kHz water column backscatter collected with an RDI
acoustic Doppler current profiler �ADCP�, and temperature,
salinity, and dissolved oxygen above the suspected mud vol-
cano using a Seabird CTD sensor. Additionally, an instru-
mented module �GAS-SCIPACK�9 was deployed. These data
were collected during the Boundary2004 Experiment within
a few days of the low frequency acoustic scattering experi-
ment �described later in Sec. IV�. Seismic reflection data and
sidescan data were collected during prior campaigns �2000
and 2002�.

A. Multibeam bathymetry and backscatter

The experimental area, the Malta Plateau in the Straits
of Sicily �Fig. 1�, occupies the northern edge of the North
African passive continental margin and is a submerged sec-
tion of the Hyblean Plateau of mainland Sicily. While several

FIG. 2. �a� Multibeam bathymetry showing mud volcanoes at Site 18; the area is approximately 1350�1200 meters. Color corresponds to depth in meters.
�b� A mosaic of values proportional to backscattering strength in dB �arbitrary units�, corrected to 70°.

FIG. 1. Map of experiment area in the Straits of Sicily. The mud volcanoes
of interest are located at Site 18. The black box at site 18 corresponds to the
precise area of the multibeam measurements of Fig. 2. The gray line inter-
secting Site 18 is the sub-bottom profiling track �see Fig. 5�. Seabed reflec-
tion measurements were conducted at Site 2.
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clusters of mud volcanoes have been identified on the Malta
Plateau, our interest here is focused on the MV cluster at Site
18 shown in Fig. 2.

The seafloor in Fig. 2 is gently sloped, from a depth of
164 m in the northeast corner of the survey to 167 m in the
southwest corner. Several MVs are visible, rising to a maxi-
mum of approximately 5 m above the mean seafloor depth.
The outer length scales observed in these features are quite
variable, ranging from 40 to 400 m. Also visible in the data
are nearly linear depressions adjacent to some of the larger
MVs that may be associated with faults and/or regions of
fluid escape. The multibeam sounding resolution varied

across the swath from approximately 4 to 10 m in the
across-track direction, and 2.5 m in the along-track direction.
In postprocessing, the data have been low pass filtered, so
that the resolution of in Fig. 2 is approximately 10 m.

An acoustic backscatter value associated with each
multibeam bottom detection �one value for each beam on
every ping� was also recorded in the raw multibeam data
record. In order to compare different areas on the seafloor,
these data were first corrected for any range and angle de-
pendencies not associated with seafloor characteristics �simi-
lar to Ref. 10�. Our main interest here is only in distinguish-
ing between different types of seafloor, and so only relative
backscatter values are required.

The strong angular dependence in the backscatter makes
it difficult to identify different seafloor types in the data, and
so the backscatter data are converted into a mosaic of values
representing the backscatter that would be expected at a fixed
grazing angle �70°�. For each backscatter value, this is done
by subtracting a predicted difference �in dB� for the back-
scatter at its true grazing angle from the predicted backscat-
ter at 70°. Predicted backscatter values are derived from an
empirical second degree polynomial fit that describes the an-
gular dependence of all of the backscatter data within 40 m
of the backscatter value in question. Although this method
can introduce artifacts into the resulting mosaic, these arti-
facts should be on scales that are less than approximately
40 m, and the larger scale seafloor structure should remain
largely unchanged.

The result of this process is shown in Fig. 2�b�. Note that
for each of the MVs �bathymetric highs� the corresponding
scattering is relatively high. In general, for regions between

FIG. 3. Georeferenced 100 kHz sidescan image along the track �black line�
in Fig. 7�b�. The length of the track is approximately 1000 m and the cross-
range dimension is 320 m.

FIG. 4. A 100 kHz raw sidescan image �from Ref. 7� of the northernmost MV of Fig. 3 and the largest mound of Fig. 2. The scale is 320 m in cross range
with approximately square pixel size; white indicates high scattering. The data indicate protrusions or carbonate chimneys on the MV roughly 10 m in lateral
dimensions and 2–4 m in height. The altitude of the sonar was 19 m above the seabed.
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the bathymetric highs, the scattering strength is lower. How-
ever, there are several discrete high scattering patches that do
not correspond with an apparent bathymetric high �which
might be because there are small mounds below the multi-
beam resolution�. The backscattering data show three distinct
regions: the background ��87 dB, arbitrary units that are
proportional to acoustic backscatter�, intermediate regions
that are 2–4 dB above the background, and high backscatter
regions which are 6–10 dB above the background. These
three regions will be discussed again in the context of the
visual observations �Sec. III C�.

B. Seismic reflection and sidescan sonar

Sidescan data �Fig. 3� were collected using an Edgetech
DF-100 along a 6 km line that cut through the central part of
the multibeam survey box �see thick gray line in Fig. 7�b��.
The sidescan data clearly show three groups of features with
high scattering; the easternmost and westernmost features
can be clearly seen in the multibeam bathymetry and back-
scatter data �Fig. 2�. The high scattering from near the center
of the image does not have a clear counterpart in the bathym-
etry �Fig. 2�a�� but does in the multibeam backscatter data
�Fig. 2�b��. Raw sidescan data at the largest mound �Fig. 4�
show protrusions on the mound roughly 10 m in lateral di-
mension and up to 4 m in height �calculated from the
shadow length�. From the shadow characteristics �also see
Fig. 4 of Ref. 7� these protrusions appear to be constructed of
cemented or consolidated sediment. These protrusions are
believed to be carbonate chimneys. Note that the carbonate
chimneys are not resolved in the multibeam data �Fig. 2�.

Sub-bottom seismic reflection data were collected with
an EG&G Uniboomer �Fig. 5�. The western most and east-
ernmost MVs are clearly seen at around 5 and 5.5 km, re-
spectively. Note the indication of an acoustic shadow under-
neath the MVs which might be caused by the high
impedance associated with the mounds, or possibly gas.
Deeper layers show no clear indications of gas.

C. Geochemical and visual

Geochemical and visual oceanographic observations
were performed using the GAS-SCIPACK module, an instru-
mented module for casts and towed surveys close to the
seabed.9 The module was equipped with two solid-state
methane sensors �K-METS, Capsum, Germany�, CTD and
transmissometer �Idronaut 316�, 12 Niskin 2.5 l bottles
�General Oceanics 1015�, echo sounder �Tritech PA500�,
color camera �Deep Sea Power & Light MULTI-SEACAM
2050 color�, Light DL 1040 �120 V/250 W�, attitude sensors
�heading, pitch, roll� and internal status sensors �internal T,
voltage, current, water detector�. Sensor data and images
were displayed in real time in an onboard console composed
by a PC, TV, and video recorder. GAS-SCIPACK depth and
direction were controlled following communications among
console operators, winch driver, and navigating officer. Tow
depths were typically a few meters above the seafloor.
Though measurements were conducted at eight different sites
on the Malta Plateau, we report here mainly on the Site 18
results.

FIG. 5. Seismic reflection data showing the mud volcanoes �between 4 and 6 km�. Vertical exaggeration is 350:1. The track location is shown as a gray line
in Fig. 1.

3556 J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Holland et al.: Acoustic scattering from mud volcanoes



1. Visual inspection

Bubbles were not visually detected at any of the eight
sites. Two of the sites showed enriched benthic and pelagic
biomass �Gorgonia, worms, fishes� and calcareous algae
fixed on apparently cemented sediments. Only Site 18
�where the scattering measurements were conducted, see Fig.
1� was characterized by large and heterogeneous blocks
without significant biomass. Such features are known to oc-
cur over mud volcanoes and in methane seepage areas. The
images do not show classic mud volcanic edifices or mud
flows, but these can be covered by the bio-constructions. The
seismic profiles �see Fig. 5 and Ref. 7� suggest more clearly
the occurrence of outcropping and buried mud volcanic �dia-
piric� structures.

The underwater video observations from Site 18 indicate
seabed variability that is characterized by three distinct
classes. The seafloor image in Fig. 6�a� shows a very soft,
fine-grained sediment with evidence of bioturbation, which
is characteristic of large areas of the seafloor a few tens of
meters away from the MVs. This soft seafloor is in stark
contrast to the seafloor image shown in Figs. 6�c� and 6�d�
over the MVs. A third seafloor type—Fig. 6�b�, found on the
perimeter of the MVs, appears to be coarse-grained material
�presumably weathered/eroded material from the carbonate
mounds� and shows no evidence of bioturbation. These three
bottom types—fine-grained, coarse-grained, and carbonate
blocks and fragments—correspond reasonably well to the
three different 240 kHz backscatter regions: background, in-
termediate, and high backscatter, respectively �see Sec.
III A�.

2. Methane analysis

A total of 18 seawater samples were collected at eight
sites. Seawater samples were collected in 200 ml glass
bottles, sealed with silicon septa and aluminium caps. Meth-
ane analyses were performed on board by head-space extrac-
tion �double syringe technique11,12�, in thermostatic condi-

tions, and GC-FID �gas chromatography-flame ionization
detector�; Autofim II, Telegan, UK; detection limit 0.1 ppm,
accuracy 4%–5%. The reproducibility of replicate head-
space samples was within ±15%, as determined from ten
water samples in atmospheric equilibrium. Calibration was
performed using atmospheric samples and Scotty II stan-
dards.

Concentrations of methane above 2–4 nMol/ l �equilib-
rium value with the atmosphere at the site-specific salinity
temperature� are considered anomalous. Methane anomalies
�tens of nMol/ l� were detected in all seawater samples col-
lected close to the seafloor sediments. The highest concen-
trations ��200 nMol/ l� were found at two locations
�36.4275° N 14.6434° E and 36.5708° N 14.4313° E� exhib-
iting similar bathymetric features as in Fig. 2. The latter lo-
cation corresponds to Site 18—close to the location of the
acoustic scattering measurements. At Site 18 a concentration
of 300 nMol/ l was measured.

The solid-state methane sensors provided three pieces of
useful information. First, they confirmed background levels
of tens of nMol/ l across the area. At locations where the
GC-FID showed high levels of methane, the solid-state sen-
sors generally did not detect an increase. This is attributed to
the relatively slow response time of the sensors �2–3 min�.
Second, given the response time and the drift speed of the
vessel �less than about 1 knot�, the indication is that the high
levels of methane must exist over lateral dimension much
smaller than �50 m �at several meters above the seafloor�.
Finally, the sensors are quite sensitive to the presence of
bubbles; however, no bubbles were detected during any of
the tows.

D. ADCP and CTD drift results

Acoustic backscatter data from the hull-mounted ADCP
on R/V Alliance were collected during one night where the
R/V Alliance rotated between several MVs at Site 18, per-
forming station keeping maneuvers for 20–45 min at each
position. An example of the data collected corresponding to
one of the four ADCP beams is shown in Fig. 7�a�, with the
ship’s position during this time shown in Fig. 7�b�. There are
two distinct types of features in this data: �1� a group of
scatterers spread over the entire bathymetric feature in a thin
layer at a nearly constant depth of �95 m, and �2� one or
more plumes that are relatively large in their vertical extent
�between 100 and 150 m�. The acoustic backscatter in the
horizontal layer is much lower than the backscatter from the
vertical plumes, indicating that these are clouds of scatterers
with either different number densities, different types, or
both. Further, note that the plumes present over the mound
located at 36.5725 N, 14.438 E between 01:10 and 01:55
local time appear to be gone 5 1

2 h later, although it is pos-
sible that the ADCP beam simply did not intersect the plume
at that later time. The plumes found at 36.573 N, 14.430 E
are present during both times that the ship was at that station.
Measurements with a SeaBird CTD system �with an SBE 43
Oxygen sensor� taken between 22:08 and 22:51 local time
several nights later show a very slight increase in dissolved

FIG. 6. Seafloor images �left to right� from the study area exhibiting �a� a
soft fine-grained sediment; �b� coarse grained sediment surrounding the
MVs; �c�-�d� carbonate heterogeneous crust and blocks on the MVs, ranging
from centimeter to meter scale. The field of view is approximately 3
�2.5 m.
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oxygen over the largest MV as compared to the surrounding
regions �slightly less than a 1% difference�.

These data indicate that a chemotrophic food chain may
be present, where the base of the food chain uses methane
rather than photosynthesis as its energy source �similar to
that described for pockmarks found in the North Sea, �Ref.
13, see page 56��. Such a food chain may also support plank-
ton and possibly nekton, which seems the most likely cause
of the “plumes” in the ADCP backscatter data. Hovland and
Judd13 also suggest that fluid seepages can suspend nutrients
that would otherwise be trapped in sediments, acting as an
alternate mechanism at the base of the food chain. Although
no evidence of seepage was found during the CTD drift, it is
difficult to rule this out because of the possibility that the
seepage is episodic. Another hypothesis that could explain
the backscatter in the water column is that bubbles are being
released from the sites where mounds are present. If this
were happening, however, the O2 anomaly would be ex-
pected to have the opposite sign, since dissolved oxygen
would be diffusing into the methane bubbles as they rose
through the water column, e.g., Ref. 4 �although the ADCP
and the CTD measurements were not taken simultaneously�.

E. Summary observations

Mud volcanoes of sizes O�101–2� m in lateral dimension
and several meters in height were observed on the outer shelf
of the western Malta Plateau. There was no biomass ob-
served on these MVs �in contrast to significant biomass ob-
served on MVs roughly 25 km to the southeast�. This may be
because this is an active or recently active site, so that there
may be insufficient time for biomass to have developed. The
presence of high aqueous concentrations of methane near the
MVs is certain, although there was no clear indication of gas
in bubbles either in the sediment or in the water column.
Between the sidescan and multibeam data our picture is of
protrusions or carbonate chimneys roughly 10 m in lateral
dimension and several meters high that are sometimes iso-
lated but typically clustered on larger mounds.

Given the observations, it appears that the most likely
mechanism for low frequency scattering is scattering from
the carbonate mound itself and/or the carbonate chimneys on
top of the mounds. While no measurements have been made
on the material, it is apparently consolidated and so would
have a relatively large impedance contrast relative to the wa-
ter column which means not only that the scattering could be

potentially large, but that scattering from within the MV
�e.g., from gas bubbles entrained in the sediment� might be
relatively hard to detect. While the observations suggest the
lack of free gas bubbles, perhaps none of the hypotheses can
be completely ruled out due to the potentially episodic nature
of gas release.

IV. LOW FREQUENCY SCATTERING MEASUREMENTS
AND MODELING

The objective of the low-frequency �800–3600 Hz�
scattering experiment was to measure the scattering associ-
ated with a single mud volcano at close range. The MV
selected for the scattering measurements, the largest mound
in the cluster �at 36.5716° N 14.4383° E in Fig. 2�, is roughly
elliptical with dimension 150 m�50 m and oriented at 145°
�re North�.

During the measurement period �1559–1609 UTC 21
May, 2004� the winds were light, less than a few m/s, with a
sea state 1 and the vessel drifted along the track shown in
Fig. 7�b�, about 75° relative to the axis of the MV.

A. Experiment design

The main challenge of the short-range scattering experi-
ment is to avoid or control multipaths. One multipath prob-
lem is potential contamination by sub-bottom reflections. It
is well known that scattering may arise from not only the
interface but also from sub-bottom inhomogeneities or hori-
zons. However, sub-bottom reflections at normal incidence
contaminate the scattering measurement, since the normal
incidence reflections �even from sub-bottom horizons� are
often at higher amplitude than scattering at lower angles.

A second multipath problem is contamination from hy-
brid paths. Hybrid paths are paths that belong to a different
family of scattering events that arrive at the same time as the
scattering path that is being measured. Figures 8 and 9 show
the various paths and their relationship in time and angle. For
example, in this geometry, beyond about 0.4 s, the mono-
static �path a� and vertically bistatic paths �b, c, and d� can-
not be separated in time or angle. By vertically bistatic we
mean that the incident and scattered angles are different in
the vertical plane. A receive and/or source array with vertical
aperture can be used to control both types of multipaths, i.e.,
by reducing the contribution of the normal incidence reflec-
tions and also providing some discrimination against the
various scattering paths.

FIG. 7. �a� Acoustic backscatter from a single beam of the ship-mounted ADCP. �b� Tracklines including ADCP drift less than 0.5 m/s �colored lines�; drift
for low frequency scattering measurement �black short curved track ENE corner of plot�; sidescan and seismic reflection track �diagonal gray line�.
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Figure 10 depicts the system employed in this study. The
vertical aperture of the receive array helps minimize effects
of multipath. Short pulses �typically 15 ms� from transducers
near the bottom of the array provided a repeatable and stable
source. The equipment is deployed from the forecastle and
the ship was left to drift. The weight of the Mod-40s �90 kg
in water� provides enough ballast to keep the array straight
when the current shear is small. A small fin �not shown� on
the Mod40 frame stabilizes the array against rotational
forces.

The source array was constructed with pairs at � /2 spac-
ing in the vertical so that transmitting in phase would yield a
null in the vertical plane. The mid-frequency source array
was constructed of 3 ITC-4001 transducers spaced at 20.8
and 41.7 cm, to yield � /2 spacing at 3600, 1800, and
1200 Hz. The top of this array was placed 1 m below the
bottom phone of the receive array. The low frequency array
consisted of 2 Mod 40 flextensional transducers spaced at
1.27 m �or � /2 spacing at �600 Hz�. Theoretical beam pat-
terns are shown in Fig. 11. Beam pattern measurements �see
Ref. 15� showed some deviations from the theoretical re-

FIG. 8. Seabed scattering multipaths �from Ref. 15�. Only those paths that
have less than two surface interactions are depicted.

FIG. 9. Vertical arrival angles vs time for various bottom scattering paths.
Time is referenced to source initiation. The geometry corresponds with the
geometry of the experiment. Angles are measured with −90° towards the sea
surface. Path �a� is the monostatic backscattering path. See Fig. 8 for other
path descriptions.

FIG. 10. Experiment geometry used
for measuring bottom scattering �from
Ref. 15�. Details of the source and re-
ceive arrays are found in the text.

FIG. 11. Theoretical source beam patterns for: �a� 3600 and 1800 Hz and
�b� 2400 Hz. The inter-element spacings for the three frequencies were 20.8,
41.7, and 41.7 cm, respectively. The beam pattern at 800 Hz is omnidirec-
tional �a single Mod 40 transducer was employed�. For analysis in this
paper, only transmitted paths near 0° are employed, where the theoretical
curves are quite accurate.
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sponse, but the differences are not significant for this study,
since the focus is on low grazing angle scattering that would
be important for long-range clutter. Ping types included both
CW and LFM pulses of 15 ms pulse length. Repetition rates
of 6 pings/min were used, and the acquisition system was
triggered 1 s before transmit to acquire ambient noise for
each ping. Fifteen pings were collected for each frequency.

The receive array consisted of 32 Benthos AQ-4 hydro-
phones with a 0.18 m spacing hardwired directly to the
NATO Research Vessel �NRV� Alliance. The data were
sampled at 12 kHz and low pass filtered at 3.8 kHz with a
seven-pole six-zero elliptic �70 dB per octave roll off� anti-
alias filter. The RC high pass filter �6 dB per octave roll off�
was set at 500 Hz. A high speed digital link within the array
provided programmable signal conditioning, digitization, and
serialization of the signals. Following signal conditioning,
data were beamformed �Hanning shading� using a plane
wave time domain beamformer.16 Beams were spaced to
yield 3 dB down crossing points at the design frequency of
the array. The data are filtered in 200 Hz bands with a sixth
order low pass digital elliptic filter with 0.5 dB of ripple in
the passband and a stopband 50 dB down. Receive array
depth and the total water depth are determined using the
arrival times of the surface and bottom reflected paths.

Experimental results from a control area �i.e., flat sea-
bed� are shown in Fig. 12. The water depth and source depth
are 128 and 91 m, respectively. Zero time in the figure cor-
responds to the direct blast, which overloads the array and is
seen on all beams. The surface reflection is visible at 0.18 s.
Clear arrival paths can be understood in terms of the various
monostatic and bistatic scattering paths of Figs. 8 and 9. This
experimental method has been used in the past �e.g., Refs. 15
and 17� to obtain diffuse scattering strength, i.e., scattering
strength versus angle for seabeds that are homogenous �in a
gross sense� over scales of hundreds of meters. In the fol-
lowing, we adapt the method to be able to measure scattering
from discrete scatterers.

B. Scattering from the MVs

An example of the measured beam time series near the
MV is provided in Fig. 13�a�. A discrete scatterer would be
expected to be visible in the beam time series along one or
more of the various paths �see Fig. 13�b��. The scattering
from the MV can be seen on the monostatic path �path a� at
about 0.48 s and is �10–15 dB above the diffuse scattering
from the surrounding seabed. The angle associated with this
path and range is +5° �i.e., 5° down�. The bistatic MV-
surface reflected path �path e� is seen at −40° at 0.55 s. The
reciprocal path �surface-MV or path b� occurs at the same
time but at +5°. Note that its level is reduced relative to path
e because of the source beampattern. The MV-surface-
bottom path �path d� occurs at 0.57 s and a scattered angle of
about 45°.

One of the important aspects of the analysis pertains to
identification of the scattering mechanism. Each of the hy-

FIG. 12. Scattering �in dB� from a “uniform” seabed as seen by the vertical
array from a single ping at 3600 Hz. The various paths evolution in time and
angle correspond to those shown in Fig. 9. The arrival at 0.18 s, observed on
nearly all beams, is the surface reflected path.

FIG. 13. Scattering at 1800 Hz �in dB� from a single ping along track 5. The
scattered arrivals from the MV are clearly observed along several paths and
are highlighted by the white boxes. Note returns from direct-direct �path a�,
direct-surface reflected �path e� and surface bottom �path d�. The surface-
direct �path b� can also be faintly seen at the same time as the direct-surface
�path e� and on the same beam as the direct-direct �path a�. The path geom-
etries are shown in Fig. 8. The key points of the figure are that scattering
from the MV is �10–15 dB above the scattering from the surrounding
seabed, that the scattering occurs at grazing angles slightly lower �closer to
the horizontal� than from the background sediment, and finally that there is
no significant scattering in the water column.
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potheses can be examined in light of the beam-time series
data �Fig. 13�a��. Hypothesis �1� was that the dominant scat-
tering mechanism was from bubbles and particulates emitted
from the MV. If this hypothesis was correct, then we would
expect to see high scattering in the water column �i.e., in the
beams corresponding to 0° to −48° �the angle associated with
surface scattering at that range�. However, there is no evi-
dence in the data of scattering within the water column �scat-
tering levels in the water column are �40 dB lower than the
scattering from the seabed�. The data indicate that hypothesis
1 is not correct during the time period of the observations.

Hypothesis 2 stated that the dominant scattering mecha-
nism was from gas trapped under, around or within the MV.
Inspection of Fig. 13 shows that the strongest arrival is ac-
tually a few degrees higher than the scattering from the sur-
rounding seabed at the same instant in time. It is easiest to
see this on the monostatic path, path a. This means that the
scattering is coming from above the seabed �though the ver-
tical resolution is insufficient to quantify how high�. In Fig.
14, beam time series are shown for a different ping. In this
ping several scattering highlights on given path from the MV
are apparent �seems to occur in less than 50% of the pings�.
These events occur 18 ms apart �27 m in round trip travel�
and it seems most likely that they come from two distinct
features on the MV. At 800 Hz �Fig. 15�, the receive beams
are so wide in the vertical, that it becomes nearly impossible
to distinguish paths d and e from surface scattering and bot-
tom scattering events. Since the source beam pattern is omni
directional, generally both paths a and b are visible.

Hypothesis 3 was that the dominant scattering mecha-
nism was from the structure itself. The evidence from the
beam-times series data indicates that this is the most likely
mechanism. Futhermore, it seems most likely that the scat-
tering arises from the carbonate chimneys which rise from
the top of the MV. However, bubbles in the MV itself �but
higher than the water depths surrounding the MV� cannot be
completely ruled out.

C. Target strength estimation

The scattered intensity I from the MV can be written:

I = Io�i�sst, �1�

where Io is the source intensity, 10 log10�st� is the target
strength and � is a transmission factor from the source to
the scattering patch �subscript i� and the reverse path �sub-
script s�; −10 log10��� is the one-way transmission loss�.
The scattered intensity is measured by taking the peak
level within a small time window around the expected
arrival time. The source intensity was monitored by a hy-
drophone above the source, but since the hydrophone is in
the null of the source beam pattern, a more robust estimate
was made using the recorded power amplifier drive volt-
age and the calibrated transducer response curves.

The transmission factors are estimated by assuming
spherical spreading. This is reasonable since the sound speed
profile is nearly isovelocity near the seabed �see Fig. 16� and
the surface reflected paths are at steep angles ��30° �. For
the angles probed, the difference between the two-way trans-
mission loss using the isovelocity assumption and that using
the measured profile is less than 1 dB and the difference in
angles between source and receiver above 3° is less than
0.3°. Assuming incoherent summation of paths:

�i�s =
Ni

ri
2

Ns

rs
2 �

m=1

M

Rm, �2�

where r is the distance along the path �incident i or scattered
s�, N is the number of arrivals that contribute within the
pulse length, and R is the intensity reflection coefficient from
M boundary interactions. Assuming that the scattering event
takes place on the MV �i.e., elevated somewhat relative to
the surrounding seabed� both the direct and the bottom re-
flected paths contribute to the observed scattering �see Fig.
16�. The direct and bottom reflected paths arrive at the scat-

FIG. 14. Multiple scattered returns from the MV could be observed occa-
sionally �see the two closely spaced returns on the direct-direct path�.

FIG. 15. �Color online� Beam time series at 800 Hz showing the direct-
direct, surface-direct and direct-surface-bottom scattering paths. The direct-
surface path is obscured because of the wide beams and the surface scattered
paths. The direct path �white box at about 5°� is visible along with the
surface-direct path on the same beam 0.1 s later.
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tering patch within less than a millisecond �i.e., much
smaller than a pulse length� so Ni=2. For the monostatic18

path �path a� since the paths are reciprocal Ns=2. However,
for the bistatic paths �paths b, d, and e� the receiver is high
enough above the seabed that only one path contributes, Ns

=1.
The reflection coefficients of the seabed Rb and sea sur-

face Rs are estimated in the following way. For the mono-
static path, path a, Rb is required at 5–6° grazing �depending
on the range between source and MV�. These angles are
below the critical angle �approximately 12°� so Rb�1. The
exact reflection coefficient below critical angle depends upon

the attenuation which is not known to very high accuracy,
nevertheless the error in target strength induced by the ap-
proximation Rb=1 is expected to be very small. For path d
�direct-surface-bottom path�, an estimate of Rb �39–51° � is
required for 1800–3600 Hz and spherical wave reflection
coefficient measurements at a similar water depth �Site 2, for
see location in Fig. 1� are used as a proxy. At large kd �where
k is the wave number and d is the distance from source to
bottom to receiver� the spherical and plane wave coefficients
are very similar. For the reflection coefficient measurements
d�180 and k�7; for the scattering measurements d�

�35 and k�7. Therefore, we assume that the spherical re-
flection coefficient for both the reflection and the scattering
measurements is comparable and very nearly equal to the
plane wave coefficient. The measured reflection loss data
�−10 log��R��� are shown in Fig. 17; and the values at the
angles of interest are given in Table I.

As a check on the assumption that using the measured
reflection coefficient from Site 2 is reasonable near the MV,
Rb can be computed in another way. Given the fact the angles
between paths d and e are so similar, Rb can be estimated
from the beam time series data at the MV as

FIG. 16. Sound speed profile and geometry of the experiment showing the
source �*�, receiver ��� MV ��� and ray paths �---�. Vertical exaggeration is
2:1. The ray paths are identified by the labels of Fig. 8. For clarity, path d is
not shown, but is similar to paths b ,e with a bottom reflection following the
surface reflection.

FIG. 17. Seabed reflection loss mea-
sured at Site 2 on the Malta Plateau.
The data are averaged in 1/3 octave
bins.

TABLE I. Bottom loss �BL� estimates. the BL measured at site 2 includes
the frequency band over which it was averaged �closest 1 /3 band or bands�
and the number of angles over which the data were averaged.

Frequency
�Hz�

Angles
�deg�

BL �dB�
Derived from TS

BL �dB�
Measured at Site 2

1800 39–47° 11.0±2.8 13.5±1.0; 1400–2200 Hz �11�
2400 44–48° 14.1±1.8 14.5±1.0; 2200–2800 Hz �5�
3600 47–51° 13.6±2.6 14.4±0.9; 3550–4470 Hz �3�
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Rb �
Id

Ie

�se

�sd
, �3�

where Id and Ie are the received intensities from paths d and
e, respectively, and �s is the transmission factor along the
path from scatterer to receiver �although the transmission
factors were computed, their ratio is very nearly unity since
the paths are nearly identical at these ranges�. The values of
Rb derived in this fashion agree with those from Site 2 �see
Table I� within the error bounds and thus give confidence
that the reflection coefficient near the MV is similar that at
Site 2.

For sea surface reflection we use �see Ref. 19�

�Rs��, f�� = 1 − 0.21�k��3/2 sin � , �4�

where � is the rms waveheight and the phase is assumed to
be −�. The rms waveheight measured by a directional wa-
verider buoy during the experimental period leads to 0.95
	 �Rs�38–46° ,1800–3600 Hz��	1.

The measured monostatic �
� target strength computed
with the model above is shown in Fig. 18. The grazing
angles associated with the direct path �indicated by “dir”� are
provided in the legend. Also shown is the vertically bistatic
target strengths �surface reflected path e� and �surface-
bottom reflected path d� except at 800 Hz, where the beam-
widths were too large for adequate spatial separation. In prin-
ciple, we could have used the reciprocal paths b and c at
800 Hz, but in practice there was too much uncertainty in the
path identification. The ordinate in Fig. 18 �offset from the
MV� is estimated using the travel time. Note that each fre-
quency has a distinct set of ranges/angles because the 15
pings for each frequency were transmitted serially �i.e., not
interleaved�. So Fig. 18 may depend upon geometry as well

as frequency, although it should be noted that the angles at
the various frequencies are quite similar.

There are several aspects of Fig. 18 that are important.
First of all, note that the target strengths are fairly high,
4–14 dB, which means �in conjunction with its size� that the
MV could be capable of producing clutter. Second, note that
the scattering is fairly stable from ping to ping �one ping
cycle is �2.5 min� even though geometry is changing—
grazing angles decreasing slightly with range. For each path
type the standard deviation is typically less than 2 dB �see
Table II�. This stability suggests that the scattering mecha-
nism is not hypersensitive to the precise geometry or geo-
time. This seems consistent with the evidence from the ver-
tical array that the scattering mechanism is not due to bubble
plumes in water column �which might lead to substantial
temporal variability�. This stability also indicates that there is
a weak dependence of the scattering with vertical angle at
least over a few degrees.

Third, note that in Fig. 18 �and Table II� that the target
strength for paths a, e and d are similar. This suggests that
the scattering may be nearly isotropic in the vertical, at least
from 3° to 51° �although clearly the entire angular range is
sparsely sampled�. It is important to have some knowledge

FIG. 18. Target strength of mound at
Site 18 as a function of frequency,
angle, and path. Monostatic �path a� is
indicated by “dir,” surface reflected
path is indicated by “surf” and
surface-bottom reflected is indicated
by “bott.”

TABLE II. Target strength �TS� estimates.

Frequency
�Hz�

Monostatic
TS �dB�

Surface-Direct
TS �dB�

Surface-Direct-
Bottom TS �dB�

800 6.1±1.6 ¯ ¯

1800 10.2±2.1 12.2±2.4 14.7±2.1
2400 6.0±1.7 9.9±1.7 10.3±1.3
3600 6.3±1.5 7.2±1.8 8.0±1.6
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about the vertical angle dependence of the scattering for two
reasons: �1� the dependence may help eliminate hypotheses
about the scattering mechanism and �2� once the scattering
mechanism is understood it may help suggest a reasonable
physical model.

D. Simple modeling

The most likely scattering mechanism being the carbon-
ate chimneys coupled with the nearly isotropic behavior of
the scattering suggested that to first order, the MV might be
considered as a visco-elastic sphere. The expressions devel-
oped by Faran20 for an elastic sphere were extended to the
visco-elastic case by allowing the wave number to become
complex. The solution is written as an infinite sum of spheri-
cal basis functions; for the following cases 60 terms were
sufficient to achieve convergence.

The fact that the carbonate chimneys cast a sharp
shadow �see Fig. 4� is indicative of consolidated sediment,
which we assume is carbonate. Since the carbonate proper-
ties are not known, we have used two plausible “end mem-
bers” as listed in Table III. The theory is compared with the
measured target strengths in Fig. 19 where it should be noted
that the overall levels of the target strength are not very
sensitive to the material properties. The theoretical target
strength has the familiar shape with Rayleigh scattering ris-
ing as k4 below kao�1 �ao is radius� and a roughly constant
value above. The overall level is mostly controlled by the
radius and scales approximately as ao

2. The theoretical target

strength for radius of ao=5 m corresponding to the radii of
the observed carbonate chimneys is in reasonable agreement
with the measurements.

Both the monostatic target strength and the vertically
bistatic target strength �relative angle difference of 40°� were
computed and are shown in Fig. 19. Only the monostatic
data are shown. While the data indicate that the vertically
bistatic TS is a few dB lower than the monostatic case �Table
II�, the theoretical model for the sphere predicts the converse
�Fig. 19�—though in a gross sense both the measurements
and the model predict a weak dependence on vertical bistatic
angle.

Though it may not be possible to draw absolute conclu-
sions from the modeling, the results �i.e., agreement between
model and data� are in accordance with and help substantiate
the hypothesis that the scattering comes from the carbonate
chimneys �Fig. 4�. These features have dimensions close to
that of the proxy sphere: lateral radial dimension of �5 m
and heights of around 2–4 m. Recall that the pulse in water
has a radial dimension of 11 m, so one or several protrusions
might be insonified at a given instant in time. The occurrence
of multiple highlights in some pings �see Fig. 14� could arise
from scattering from multiple protrusions spaced far enough
apart to be temporally resolved. While the multiple high-
lights could also arise from near specular scattering from
various facets or curved surfaces on the mound, facets and
curved surfaces would not necessarily be expected to result
in isotropic scattering in the vertical plane. In summary, the
sphere model certainly adds weight to, but does not neces-
sarily prove, the carbonate chimney scattering mechanism
hypothesis. At the very least, the sphere model can be con-
sidered as a simple proxy, producing approximately the right
levels as a function of frequency and angle.

V. SUMMARY AND CONCLUSIONS

Target strength measurements on an individual mud vol-
cano indicate that it �and by extension other MVs� are a
potential source of clutter for active sonar. Target strengths
of 4–14 dB were observed from 800 to 3600 Hz for a
monostatic geometry with grazing angles of 3–5°. Similar
target strengths were measured for vertically bistatic paths
with incident grazing angles of 3–5° and scattered angles of
33–50°. The target strengths were not very sensitive to pre-
cise geometry or geotime; typical standard deviations were
±2 dB over distances of tens of meters and order minutes.

The dominant scattering mechanism for this MV appears
to be scattering from the protruding carbonate chimneys; free
gas bubbles did not play a significant role. However, since
ebullition of bubbles, particulates and fluids from MVs may
be episodic, scattering from bubbles and particulates may be
important for this particular MV at other times �perhaps as-
sociated with regional seismic events� and for other MVs in
general. A simple visco-elastic model predicts reasonable
first-order dependencies of the scattering as a function of
frequency and vertical bistatic angle. With multibeam cover-
age over a larger area, we plan to develop a statistical clutter
model based on the initial simple model developed here.

TABLE III. Properties of mud volcano used for modeling scattering from a
visco-elastic sphere.

Set
Compressional

speed �m/s�

Shear
speed
�m/s�

Compressional
attenuation
�dB/m/kHz�

Shear
attenuation
�dB/m/kHz�

Density
�g/cm3�

1 2200 1000 0.1 20 2.2
2 4000 1800 0.02 0.3 2.2

FIG. 19. Theoretical predictions of scattering from a visco-elastic sphere
�solid and dashed lines� and measured monostatic data ��� with ±2 standard
deviations �I�. The monostatic path is the solid black line and the vertically
bistatic path �path e with 40° difference in incident and scattered angle� is
the black dashed line. The gray line shows the monostatic path for geopa-
rameter set 2 �see Table III�. Above 500 Hz, the theoretical predictions are
averaged over 200 Hz, commensurate with the data.
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The short-range scattering measurement technique itself
may be of importance to the community inasmuch as it is a
fairly general way to probe small-scale features, dimensions
of O�10–100� m. The key advantages of the technique �as
compared to long-range techniques� are that: �a� the uncer-
tainties associated with propagation through a generally
sparsely sampled ocean are minimized, and �b� the proximity
to the feature allows measurement geometries and concomi-
tant analysis that can directly test hypotheses about the scat-
tering mechanisms. One potential challenge with a vertical
array �insonification is over 2�� is that the feature of interest
must have a large scattering cross section compared to the
background sediment. However, in practice, this is not ex-
pected to be a serious limitation since interest in clutter is
focused on those features that have a high scattering cross
section.

Future work will focus on the interpretation of long-
range scattering from this same mud volcano. The observa-
tion that the scattering is nearly isotropic in the vertical plane
should simplify that analysis inasmuch as the simple metric
target strength can be employed.
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Buried objects have been largely undetectable by traditional high-frequency sonars due to their
insignificant bottom penetration. Further, even a high grazing angle sonar approach is vastly limited
by the coverage rate dictated by the finite water depth, making the detection and classification of
buried objects using low frequency, subcritical sonar an interesting alternative. On the other hand,
such a concept would require classification clues different from the traditional high-resolution
imaging and shadows to maintain low false alarm rates. A potential alternative, even for buried
targets, is classification based on the acoustic signatures of man-made elastic targets. However, the
elastic responses of buried and proud targets are significantly different. The objective of this work
is to identify, analyze, and explain some of the effects of the sediment and the proximity of the
seabed interface on the scattering of sound from completely and partially buried elastic shells. The
analysis was performed using focused array processing of data from the GOATS98 experiment
carried out jointly by MIT and SACLANTCEN, and a new hybrid modeling capability combining
a virtual source—or wave-field superposition—approach with an exact spectral integral
representation of the Green’s functions for a stratified ocean waveguide, incorporating all multiple
scattering between the object and the seabed. Among the principal results is the demonstration of the
significant role of structural circumferential waves in converting incident, evanescent waves into
backscattered body waves, emanating to the receivers at supercritical grazing angles, in effect
making the target appear closer to the sonar than predicted by traditional ray theory.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2357711�

PACS number�s�: 43.30.Jx, 43.40.Ey, 43.40.Rj �RAS� Pages: 3566–3583

I. INTRODUCTION

Buried objects have been largely undetectable by con-
ventional high-frequency sonars, due to the low levels of
energy penetrating into the sediment, in particular at subcriti-
cal insonification angles. Use of supercritical insonification
has been limited by the small area coverage rate in shallow
water. Critical grazing angles are typically 20° –30°, causing
the range coverage of such a sonar to be limited to about
twice the ocean depth. With subcritical penetration depth be-
ing inversely exponential with frequency,1 a low-frequency
sonar concept is therefore an attractive alternative. On the
other hand, the reduced resolution at the lower frequencies
makes traditional classification by imaging impossible, rais-
ing the need for alternative classification clues to keep the
false alarm rates acceptable.

In this regard, the use of acoustic target signatures for
classification may be a realistic alternative, in particular in
the mid-frequency regime 1�ka�10, where the structural
signatures are rich in information about target shape and
composition, as demonstrated by decades of analysis of scat-
tering by elastic shells, such as spheres and cylinders.2,3 For
such acoustic signature classification, it is obviously critical
that the relation between the target characteristics and the
acoustic scattering is well understood. Resonance scattering
theory2 can be used to link both the position and the damping
of the target resonances to the geometrical and physical
properties of the elastic object, and some attempts have been
made to set up a target recognition scheme based on the

analysis of the resonance spectrum. In these, and the studies
that followed, the characterization of the scattering problem
was mainly performed in the frequency domain.

Among the past theoretical solutions, exact formulations
have emerged for calculating the scattered field from general
elastic bodies embedded in a fluid half-space,4–7 in an elastic
half-space,8 and in fluid layered waveguides.9,10 The work to
follow was concentrated on the salient features of the scat-
tering in the vicinity of medium boundaries11–13 and formed
the basis for understanding the physics of acoustic interac-
tion with objects that are either suspended in shallow water
or buried.

Throughout the late 1980s authors such as Kargl and
Marston14 have made observations and done modeling of the
backscattering of short tone bursts from elastic spherical
shells in terms of Lamb wave returns, axial reverberations,
and glory effects often using a generalization of the geomet-
ric theory of diffraction to elastic objects in water described
in Refs. 15 and 16. Thus far, theoretical analysis focusing on
the scattering from elastic shells near boundaries has dealt
with how the free-field resonance structure of the shell is
influenced by the sediment loading and interface interac-
tions. In particular, the discussion9–11 was concentrated on
the origin of modifications to the resonance structure giving
rise to the classically observed symmetric and antisymmetric
Lamb modes on shells and plates. Others17 have used reso-
nance scattering theory �RST� models in combination with
experimental results to address the dynamics of elastic waves
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reradiated from spherical shells buried at different depths and
insonified with a bounded beam at supercritical incident
angles.

In mine countermeasures �MCMs� applications, reso-
nance of man-made elastic targets is a pivotal concept that
distinguishes them from rocks or other clutter that may have
a similar minelike shape. Nevertheless, burial of an elastic
target in the seabed results in a variety of modifications to
the scattered response caused by different physical mecha-
nisms, geometric constraints, and intrinsic properties of the
sediment. While considerable attention has been devoted to
the problem of scattering from submerged shells, and some
attention to scattering from partially buried shells, flush-
buried shells have rarely been investigated, owing to the fact
that flush-buried targets are difficult to detect and, even more
so, the response they produce is challenging to analyze as the
complete burial into sediment greatly affects the shell re-
sponse observable in the water column.

While the initial response in the sonar detection commu-
nity was to investigate the modes of energy coupling in the
sediment through both the seabed roughness scattering and
the frequency-selective phase matching from the ripple
structure,1 much of the attention is now being devoted to the
analysis and the classification of the sediment altered elastic
target scattering response. Being evident that lower frequen-
cies possess better sediment penetration properties due to
lower attenuation as well as a slower decaying evanescent
field below the seabed interface, they become a preferred
choice for detection of buried objects using subcritical inci-
dence. In addition, it has been established that at lower fre-
quencies, man-made targets, such as elastic shells, support
the excitation and radiation of strong structural waves and
resonances that create a specific acoustic signature that dis-
tinguishes them from other objects, and therefore can be
used in detection and classification of targets.

In addition, knowledge of bistatic buried target re-
sponses may have potential in new multi-platform, autono-
mous surveillance systems. A leap from more traditional su-
percritical monostatic receiver-target configuration to a
bistatic configuration is a logical step to obtain additional
useful information for target classification.

On this background the motivation of the research pre-
sented here was to investigate the scattering from flush and
partially buried targets in near-field bistatic configuration, in-
sonified using subcritical incidence. To alleviate the short-
comings of the single-domain representation inherent in, e.g.,
the resonance scattering theory,2 this work concentrates on a
time-frequency representation rather than pure characteriza-
tion of the scattering problem in the frequency domain. Fur-
thermore, while ignored in the past, multiple scattering will
be considered in the modeling and analysis, as it may play a
significant role in complex shallow water environments
where sound waves scatter from and between different ob-
jects and interfaces in close vicinity to each other.

This work aims to identify, analyze, and explain the fun-
damental effects of the sediment and the proximity of the
seabed interface on the scattering of sound from elastic
spherical shells insonified at low frequencies and subcritical
incident angles. The global objective of this work is to de-

velop an improved understanding of the fundamental physics
of scattering from buried targets and subsequently to develop
a robust methodology for their acoustic signature classifica-
tion.

This paper describes the modeling and processing tools
applied in the analysis, and then applies them to analyze and
confirm a previously hypothesized dominance of elastic, cir-
cumferential waves in shaping the scattering from flush-
buried spherical shells. Presenting the newly developed tar-
get scattering model and a beamforming approach are as
much in the center of interest of this work as is using those
tools to confirm a hypothesis about a flexural Lamb wave
phenomenon observed in the experimental data as well as in
the model. Thus, a preliminary investigation of bistatic scat-
tering from buried targets18 has postulated that at low fre-
quencies �2–5 kHz range� and subcritical insonification, the
target scattering is dominated by the specular scattering of
the evanescent lateral wave, with the backscattering being
excited by evanescent wave tunneling, similar to the behav-
ior of a perfectly rigid target. In contrast, at high frequencies
�10–15 kHz� the specular component becomes less signifi-
cant due to the shallow penetration depth of the lateral wave,
and instead a significant amount of energy is coupled into
flexural, supersonic Lamb waves that radiate directly into the
sediment and subsequently transmit energy into the water
column at supercritical angles. This would suggest that the
traditional plane-wave, ray-tracing approach to the propaga-
tion to and from the target is inadequate and should be re-
placed by a wave theory propagation model, adequately
coupled to the target scattering model.

II. GOATS98 EXPERIMENT

A series of GOATS experiments was conducted with a
long-term objective of developing new sonar concepts that
exploit the information about target characteristics available
in the 3-D multistatic field, and to attain improved detection
and classification of buried targets.

The GOATS98 experiment was primarily aimed at de-
veloping an improved fundamental understanding of the
physics of three-dimensional acoustic scattering from proud
and buried objects. In addition, GOATS98 focused on ex-
ploring some of the fundamental aspects of the autonomous
ocean sampling network technology for shallow and very
shallow water MCMs. The GOATS98 experiment provided a
first step towards the development of future MCM sonar con-
cepts, by achieving a unique measurement of full three-
dimensional scattering by man-made and natural objects,
along with the associated seabed reverberation. At the same
time it demonstrated the use of AUVs as acoustic receiver
platforms for MCMs, and their potential for rapid environ-
mental assessment in shallow littoral environments.

Detection and classification potential of multi-static con-
figurations was explored by investigating the differences in
3-D characteristics of seabed reverberation and target re-
turns. Since both aspect-dependent targets and seabed ripples
produce strongly anisotropic scattered fields, the differences
in their spatial and temporal structure are better exploited by
multi-static sonar configurations, with a potential for both
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detection and classification performance enhancements com-
pared to the more classical sonar systems.19 With the limited
spatial coherence of target signals, the new multi-static sonar
concepts exploit the differences in scattering directionality
between targets and reverberation. The anisotropic spatial
structure of the target field is critical for detection and clas-
sification enhancement of bi- and multi-static MCM con-
cepts. In addition, the frequency dependence of monostatic
and bistatic target scattering may be exploited for detection
and classification of buried objects. Some of the previous
modeling studies20 have suggested that significant gains can
be achieved by operating in a lower frequency regime �i.e.,
1–3 kHz�, where the evanescent penetration coupling is
strong.

A. Experimental configuration

The GOATS98 experiment was carried out in May 1998
in 12–15-m-deep water off the coast of the island of Elba,
Italy. Prior to the experiment a number of spherical and cy-
lindrical targets were buried at different depths, within a 10
�10 m2 area of sandy bottom. The thickness of the sand was
several meters and it has provided an environment for the
penetration and the target scattering investigation. A bistatic
phase of the GOATS98 experiment consisted of a stationary
parametric source �TOPAS� insonifying a target field. As de-

picted in Fig. 1, the parametric projector was mounted on a
10-m-tall tower that could be repositioned along a 20-m-long
rail on the seabed, allowing target insonification at grazing
angles below as well as above the critical grazing angle of
24°. The TOPAS transducer was used to insonify the target
field with a highly directional beam. It consists of 24 hori-
zontal staves, electronically controlled to form a beam in a
selected direction. The secondary frequency range of the
source was 2–16 kHz.

The target field consisted of three identical air-filled
steel spherical shells S1 deeply buried, S2 flush buried, and
S3 half buried, each of 1.06-m-o .d. and 3-cm shell thick-
ness. The spheres were deployed in line with the TOPAS rail.
The rationale behind having three identical spheres was to
make it possible to evaluate the variation of detection of
performance as a function of burial depth and grazing angle
in monostatic, but primarily in bistatic, configuration. In ad-
dition, two steel cylinders were flush buried at aspect angles
of 90° for C1 and 45° for C2. The 2-m-long and
50-cm-diam. cylinders were both water filled, having a shell
thickness of 6 mm. Both of the cylinders were flush buried in
the sediment. The different cylinder orientations effectively
emphasized the fundamental difference in the bistatic target
returns as well as providing a base for multiple aspect re-
sponse analysis. The source transmitting a Ricker pulse with
a frequency band of 2–16 kHz and the center frequency of

FIG. 1. Top view of GOATS98 experimental configuration. A stationary parametric source TOPAS parametric projector with a frequency range of 12–16 kHz
was mounted on a 10-m-tall tower allowing target insonification at grazing angles below the critical grazing angle of 24°. The target field of interest consisted
of three identical air-filled steel spherical shells S1 deeply buried, S2 flush buried, and S3 half buried. A 128-element HLA was placed 5 m vertically above
the flush-buried target S2.
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8 kHz insonified sphere S2 at a subcritical incidence of 18°
using a highly directive beam. A combination of fixed and
mobile arrays was available for recording the 3-D scattered
field. Among them, a 128-element horizontal line array
�HLA� in bistatic configuration with 9-cm element spacing
was suspended 5 m vertically above the flush-buried spheri-
cal shell S2. The data received on the HLA proved to be of
high quality and represents an important contribution to-
wards establishing the validity of numerical models and in-
vestigating the above-stated target scattering physical phe-
nomena.

B. Observations and hypotheses

In an effort to explain anomalous high-frequency scat-
tering observed experimentally from flush-buried targets, an
earlier paper18 presented a hypothesis regarding the role of
elastic circumferential waves providing a strong mechanism
for converting evanescent incident waves into propagating
waves, which efficiently couple back into the water column.
The findings of this preliminary study suggested that for sub-
critical insonification of buried targets, the traditional plane-
wave, ray-tracing approach to the propagation to and from
the targets is inadequate and must be replaced by full wave
theory modeling. In the following, a more comprehensive
analysis is performed, using experimental data and new mod-
eling capabilities.

Thus, the GOATS98 experimental data set has been ana-
lyzed using a new focused beamforming approach, leading to
identification of specular and elastic arrivals, and determin-
ing the different elevation angles at which they emerge from
the seabed into the water column. As a result, this confirms
the earlier hypothesis.

The target scattering scenario was modeled using the
OASES-3D modeling framework, described later. As shown
in Fig. 2, the TOPAS source was positioned on a 10-m-tall
tower 29.5 m from the target S2, which was insonified at
18.7° grazing angle, well below the critical grazing angle of
24°. The AUV track was approximately perpendicular to the
source-target axis, passing between the two at the distance
3.8 m from S2 at the point of closest approach. In this par-
ticular case a single scattering target modeling capability was
employed. The resulting synthetic time series and spectro-
gram was obtained at 1-m spacing over a 10-m synthetic
aperture. The time-frequency results of the above-described
setup were quite unexpected and consisted of an initial
strong low-pass-filtered specular response at 5 kHz, followed
by a strong flexural response at a high frequency of 10 kHz,
also followed by the flexural multiples at lower frequencies.
While this result compares well to the actual AUV GOATS
98 experimental results, it is in contrast with the supercritical
insonification results investigated by Tesei et al.17 that seem
to follow the plane-wave ray-tracing theory and show a
maximum in the flexural response at 8 kHz. Based on these
results, the following physical mechanisms of subcritical
scattering from flush-buried spherical shells were postulated.
As depicted in Fig. 3, at low frequencies backscattering is
dominated by the specular scattering of the evanescent, lat-
eral wave. Therefore, for a subcritical receiver in the back-

scattering direction the evanescent wave is being excited by
wave tunneling, with exponential decay in frequency. In con-
trast, as shown in Fig. 4, it is postulated that at higher fre-
quencies the specular component becomes insignificant be-
cause of the shallow penetration depth of the lateral wave.
However, for shallow burial depth the target curvature near
the seabed allows the evanescent tail to couple efficiently
into the flexural Lamb waves of which the supersonic com-
ponent radiates into the sediment and transmits into the water
column at supercritical angles. It therefore follows that the
associated energy will arrive at water-column receivers at
angles ranging from vertical, for a receiver above the target,
to the critical angle at distant receivers.

FIG. 2. Layout of the GOATS98 bistatic imaging experiment. A TOPAS
parametric source is mounted on a tower, which may be relocated along a
horizontal rail to change angles of incidence on the seabed targets. A fixed
128-element horizontal hydrophone array was suspended 5 m over the tar-
gets for fixed bistatic measurements, while an AUV equipped with a receiv-
ing array and acquisition system was used as a moving receiver platform,
creating synthetic apertures at different offsets from the target field.

FIG. 3. Low-frequency representation of subcritical scattering from a flush-
buried spherical shell. According to the hypothesis, the scattering at low
frequency is dominated by the specular scattering of the evanescent lateral
wave.
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Consequently, for subcritical insonification the specular
arrival will be low-pass filtered relative to the incident field,
while the flexural Lamb wave becomes high-pass filtered
because of the more effective reradiation of the supersonic
component into the sediment and back into the water col-
umn. In Sec. IV B 3 beamforming of the synthetic and ex-
perimental data was applied in order to test this hypothesis
regarding subcritical insonification.

III. TARGET SCATTERING MODEL

A. Overview

The analysis of the scattering from buried targets is per-
formed using a combination of array processing and the
modeling using a new hybrid, wave theory framework
�OASES-3D� combining a virtual source approach to target
scattering with an established wave number integration
model for the ocean waveguide propagation to and from the
target.21 The virtual source approach, described in the fol-
lowing, is a generalization to arbitrary 3-D target geometry
and composition of the classical wave-field superposition ap-
proach, e.g., the internal source density method, used by
Stepanishen22 to model 3-D scattering from objects of revo-
lution with Dirichlet or Neumann boundary conditions in an
infinite, homogeneous fluid. This virtual source approach to
target scattering can be considered a full 3-D generalization
of virtual source approaches such as the one proposed by
Veljkovic23,24 to model 2-D scattering from arbitrarily shaped
objects near a seabed-water interface. All reported imple-
mentations of the method have had similar simplifications,
which are avoided in OASES-3D. For example, Kessel25

used a similar internal multipole expansion method in com-
bination with a modal Green’s function to model the scatter-
ing from objects in horizontally stratified waveguides, but
again using ideal, homogeneous boundary conditions. Also,
Kessel’s, like Miller’s,26 approach does not allow the target
to penetrate the waveguide interfaces and does not incorpo-
rate multiple scattering between the target and the adjacent
boundaries. In addition, Sarkissian27 did use a virtual source
model to describe scattering by discrete objects in a wave-
guide, but the objects were not elastic and they were not

buried in the sediment, therefore simplifying the theoretical
approach, eliminating the structural and a number of envi-
ronmental effects. Different from Lim’s7 approach, which
employs the T-matrix formulation with multiple scattering,
we develop and implement a different multiple scattering
approach, which can handle realistic multiple scatterers of an
arbitrary shape buried fully or partially in the sediment, as
well as scattering from a nondiscrete entity such as a rough
water-seabed interface. Additionally, in Lim’s approach the
bottom layer of the sediment is ignored, while we combine
our scattering module with the OASES-3D wave-number in-
tegration approach, which fully incorporates the incident and
scattered field interaction with all of the horizontally strati-
fied layer interfaces.

B. Virtual source approach

The virtual source approach as implemented in
OASES-3D involves three steps.28 First, the incident field at
the fully or partially buried target position in a stratified
fluid-elastic waveguide is computed using standard wave-
number integration.29 The scattered field is then represented
by removing the target and replacing it by a distribution of
virtual sources inside the volume occupied by the target. Af-
ter superimposing the incident field with the virtual source
field, the virtual source strengths are determined by satisfy-
ing the boundary conditions on the surface of the target. The
boundary conditions for any elastic target may be expressed
in terms of the dynamic stiffness matrix, expressing the
unique relationship between the surface pressure and the nor-
mal displacement. As opposed to other coupling approaches
such as the “scattering chamber” approach, the replacement
of the target by its unique stiffness matrix does not require
the treatment of the outer medium in the target model. There-
fore, once the dynamic stiffness matrix for the target is de-
termined, it can be used for arbitrary orientation and burial of
the target. This characteristic of the approach makes the in-
vestigation of the sensitivity of the scattered field to the pa-
rameters, such as seabed properties, burial depth, and inson-
ificaton geometry, exceedingly convenient.

Different from Kessel’s25 and Stepanishen’s22 methods,
this approach applies to general elastic objects with full 3-D
geometry, requiring only a frequency-dependent stiffness
matrix, associated with the target’s internal structure and
composition. In addition, the present approach allows the
target to penetrate any interface in a horizontally stratified
ocean environment, therefore providing a versatile numerical
method for analysis of scattering from partially and fully
buried targets. Furthermore, it takes into account multiple
scattering effects within the target, as well as between the
target and the environmental stratification as further investi-
gated in Ref. 30.

The modeling of the target stiffness matrix is flexible
and can be done using any target appropriate approach: a
so-called “reverse” virtual source approach can be applied
for a homogeneous fluid object, exact spherical harmonics
representation can be used for spherical shells, or a more
general numerical method such as finite elements can be
used for other objects.

FIG. 4. High-frequency representation of subcritical scattering from a flush-
buried spherical shell. In contrast to the low frequencies, at higher frequen-
cies the scattering is dominated by the A0 Lamb wave, which radiates into
the sediment and transmits into the water column at supercritical angles.
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The wave-field superposition principle is illustrated in
Fig. 5. An arbitrarily shaped object in a stratified ocean is
partially buried in the seabed. The stratification can include
fluid as well as elastic layers, but it is assumed here for
simplicity that the layers containing the target are isovelocity
fluid media. The actual target is removed and replaced by a
continuously stratified medium with a discrete distribution of
N simple point sources, the unknown, complex strengths of
which are represented by a dotted line. This source distribu-
tion is assumed to generate a field that is identical to the
scattering produced by the target. Thus, if the surface of the
target is discretized in N nodes, the total pressure p and
normal displacement u are decomposed into the known inci-
dent field contribution pi, ui and the scattered field ps, us:

p = pi + ps, u = ui + us. �1�

The scattered field is generated by the virtual source distri-
bution s:

ps = Ps, us = Us , �2�

with P and U representing N�N matrices containing the
pressure and normal displacement Green’s functions, respec-
tively, between N virtual sources and N surface nodes.

The superimposed field on the virtual target surface
must satisfy the boundary conditions associated with the real
target. Thus, the field inside the true target must satisfy
Green’s theorem, providing a unique relation between the
pressure and normal displacement on the surface. In a dis-
crete representation with N surface nodes, this relation can
be expressed in terms of a dynamic, frequency-dependent
stiffness matrix K:

p = Ku. �3�

Combining Eqs. �1�–�3� leads to the following matrix
representation for the virtual source strengths:

s = �P − KU�−1�Kui − pi� . �4�

The components of the stiffness matrix obtained using
spherical harmonics representation are given in Ref. 31.
Once the virtual source strengths are found from Eq. �4�, the
scattered field is obtained anywhere in the external medium
by superposition, using the continuous medium Green’s
function, in this case the stratified ocean waveguide.

1. Green’s functions

The Green’s function for a stratified ocean may be com-
puted using any approach valid in the vicinity of the source
and at all angles. Here we apply the exact Fourier-Bessel
wave-number integration formulation32 for stratified
waveguides. Thus, the field produced by a horizontal distri-
bution of sources can be expressed in an azimuthal Fourier
series of the displacement potential ��r�=��r ,� ,z�,

��r,�,z� = �S + �H

= �
m=0

�

��S
m�r,z� + �H

m�r,z���cos m�

sin m�
� , �5�

where �S
m�r ,z� and �H

m�r ,z� are Fourier coefficients for the
direct source contribution and the field produced by the
boundary interactions, respectively. Both components are
represented in terms of horizontal wave-number integrals,

�S
m�r,�,z� =

�m

4�
�

0

� 	�
j=1

N

sj�cos m� j

sin m� j
�

�Jm�krrj�
ejkr
z−zj


jkz
�krJm�krr� dkr, �6�

�H
m�r,�,z� = �

0

�

�Am
+ �kr�ejkzz + Am

− �kr�e−jkzz�krJm�krr� dkr,

�7�

where kr, kz are the horizontal and vertical numbers, sj is the
complex source strength of source j at �rj ,� j ,zj�, and Am

+ �kr�
and Am

− �kr� are the complex azimuthal Fourier coefficients of
the up-and-downgoing wave-field amplitudes produced by
the multiple boundary interactions. They are found by
matching the boundary conditions at all horizontal interfaces.
�m is a factor that is 1 for m=0 and 2 otherwise.

Considering only the multiple scattering between the tar-
get and the seabed, all that is needed for generating the
Green’s function matrices in Eq. �4� is the two-half-space
Green’s function, which for the virtual source and receiver
both being in the water column above the seabed becomes

G��ri,r j� = sj
eik1
ri−rj


4�
ri − r j

+ sj �

m=0

� �cos m�i cos m� j

sin m�i sin m� j
�

�
�m

4�
�

0

� 	Jm�krrj�R11�kr�
eikz;1�zI−zj−zi�

ikz;1
�

�krJm�krri� dkr, �8�

where R11 is the plane wave reflection coefficient for the
seabed. Similarly, for the virtual receiver in the seabed,
the Fourier-Bessel integral representation for the Green’s
function is

FIG. 5. Virtual source approach to scattering from partially buried targets in
stratified ocean waveguides. The target is replaced by an internal, virtual
source distribution generating a field in the background environment, which
superimposed with the incident field, satisfies the boundary condition p
=Ku, representing the target’s dynamic stiffness properties.
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G��ri,r j� = sj �
m=0

� �cos m�i cos m� j

sin m�i sin m� j
�

�
�m

4�
�

0

� 	Jm�krrj�T12�kr�

�
ei�kz;1�zI−zj�+kz;2�zi−zI��

ikz;1
�krJm�krri� dkr, �9�

with T12�kr� being the transmission coefficient at horizon-
tal wave number kr.

C. Numerical implementation and validation

1. Virtual source distribution

Although the virtual source approach is, in principle,
exact, the numerical stability of the solution is dependent on
the virtual source distribution being such that it produces
linearly-independent Green’s function distributions over the
surface nodes. In that regard it has been found empirically
that a consistent convergence is achieved by distributing the
surface nodes with a separation that is proportional to the
local radii of curvature, and by placing a virtual source along
the inward normal at each node, at a depth of approximately
0.6 times the node separation. This seems to provide the
optimal compromise between diagonal dominance of the ma-
trix to be inverted in Eq. �4� and efficient use of the dynamic
range.

The numerical convergence of a virtual source scattering
model has been validated by comparisons to exact spherical
harmonic solutions for spherical shells21 and by comparison
to full finite element solutions for general shapes.28

2. Spectral Green’s function

The computationally most intensive component of the
present approach is the evaluation of the N�N pressure and
displacement Green’s function matrices P and U in Eq. �4�
through the Fourier-Bessel representations in Eqs. �8� and
�9�. Here it is extremely important to take advantage of any

target symmetries and variables of limited dimension. Thus,
for example, for targets with vertical axisymmetry, the vir-
tual sources and surface nodes are naturally placed in “rings”
at constant depth, thus heavily reducing the number of re-
quired values of Bessel functions. Other computational gains
can be achieved by careful use of numerical devices such as
precomputed tabulations of the exponential and Bessel func-
tions, precomputing the wave-number functions, etc. Further
gains are achieved by embedding the virtual source geometry
within the integration kernels. In other words, instead of
evaluating the spectral integrals for each source-receiver
combination, the integral is performed simultaneously for all
identical source-receiver combinations, leading to a reduc-
tion in computation order from O�N2� to O�N�, with N being
the number of the virtual sources and surface nodes.

Another key to the convergence and efficiency is the
adherence to all the standard sampling guidelines for wave-
number integration,29 including the use of complex integra-
tion contours, leading to very robust and accurate solutions
as illustrated in Fig. 6. Thus, Fig. 6 compares the results of
the virtual source approach using the spectral Green’s func-
tions in Eqs. �8� and �9� with the result obtained with exact
Green’s functions for an infinite medium with a dummy in-
terface dividing the spherical target in two, and a homoge-
neous half-space with a pressure-release surface. Although
these cases have very simple constant reflection and trans-
mission coefficients of either unity or zero, the fact that a
closed-form Green’s function exists makes them ideal “san-
ity checks” for the spectral integrals. Figure 6�a� shows the
scattered acoustic pressure at 1 kHz 1 m from center of an
elastic sphere in infinite fluid medium, with insonification at
45°. The solid curve shows the virtual source result using the
spectral Green’s functions, while the result using the exact
free-field Green’s function is shown as a dashed curve. Fig-
ure 6�b� shows the comparison of the spectral and exact
Green’s function results when the lower half-space is re-
placed by air. Here the dashed curve shows the result ob-
tained with the exact half-space Green’s function computed
using the method of images.

FIG. 6. Validation of spectral Green’s functions. �a� Scattered acoustic pressure at 1 kHz 1 m from the center of the elastic sphere in an infinite fluid medium,
with insonification at 45°. Solid curve shows the virtual source result using the spectral Green’s function in. Eqs. �8� and �9�. A dummy interface separating
two identical water half-spaces passes through the center of the sphere. The result using the exact free-field Green’s function is shown as a dashed curve. �b�
Same, except lower half-space is air, and the dashed curve here shows the result obtained with the exact half-space Green’s function using the method of
images.
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IV. ANALYSIS OF EXPERIMENTAL AND SYNTHETIC
DATA

The analysis is performed using parallel, identical pro-
cessing of the experimental data and the associated synthet-
ics generated using the OASES-3D modeling framework.
The analysis included time-frequency processing of the real
and synthetic time series, as described in Sec. IV B 2. The
array processing of both data sets are compared in Sec.
IV B 3. In addition to providing a physical explanation of the
observed behavior, the analysis verifies and validates the
models.

A. Tools and approaches

1. Arrival time analysis

The first step in the analysis is the characterization of the
dispersion of compressional S0 and flexural A0 waves as
they revolve around the shell. Tesei17 has completed a com-
prehensive analysis of the dispersion of the structural re-
sponse of the spherical shells applied in the GOATS98 ex-
periment.

Using the results of this analysis, a travel-time tool was
developed to facilitate quick calculation of expected arrival
times of specular, A0, and S0 waves from a point on the shell
to a particular point in the water column.

Using 3-D vector calculus, the travel-time modeling tool
determines the points on the shell from which A0 and S0
waves emanate to any point in the water column. Given
known locations of the HLA receivers, it calculates the time
it takes for the specular and the elastic returns to reach a
given receiver. Therefore, corresponding travel times in the
shell, the sediment, and the water are obtained. Snell’s law is
used to calculate the refraction effects at the water-sediment
interface.

The procedure is carriedout as follows. Knowing the
point at which the specular reflection is located on the shell,
the distance traveled along the shell in both clockwise and
counter-clockwise directions is calculated. The angle of ra-
diation from each waveform is known by utilizing the phase
matching formula given by

�c
* = arcsin� cext

cshell
*  , �10�

where cshell
* the shell membrane wave speed and cext is the

shell exterior medium speed. The point of the emanation
on the shell can be obtained by a dot product between the
vector path in the sediment and the shell radial vector. The
point at which the ray hits the water-seabed interface is
determined by the location of the receiver and the angle
obtained by Snell’s law.

Once the distances connecting the points of interest are
determined, the corresponding wave speeds are necessary to
determine the times of travel. In the study conducted by Te-
sei et al.,17 an auto-regressive spectral method was used to
determine the phase and group speeds of compressional S0
and flexural A0 waves for a sediment- and water-loaded elas-
tic shell. Dispersion curves of S0 and A0 waves give
frequency-dependent speeds in the 2–15 kHz regime, which
coincides with the frequency regime of the GOATS98 ex-

periment. For the purpose of the travel-time calculation for
the expected times of specular and flexural wave arrivals,
speeds of A0 and S0 waves at the center frequency of 8 kHz
are calculated from the group speed dispersion curves pro-
vided by Tesei,17 with a result of 2200 m/s for the A0 wave
group speed and 5650 m/s for the S0 wave group speed,
when the shell was flush loaded in sediment. Once the speeds
of elastic waves are established, and the compressional wave
speeds in the sediment and water were determined in situ1 to
be 1640 and 1520 m/s correspondingly, the travel time cal-
culation of particular arrivals can be carried out. In addition,
it was also established1 that the sediment attenuation was
0.5 dB/	. The times of travel in shell, sediment, and water
for clockwise and counter-clockwise A0 and S0 waveforms
and their multiples can be used to identify the arrivals in
time-frequency plots as it was done in Sec. IV B 2.

In the sections to follow, these theoretical expected ar-
rival times are superimposed on the target scattering model
results as well as on target scattering experimental results.
By carrying out this procedure, the waveforms that comprise
the target elastic response are identified in time, and the pe-
culiarities of the amplitude and the frequency contents of
identified arrivals can then be attributed to a particular wave-
form and further analyzed.

2. Focused beamforming approach

In addition to the time of arrival analysis, the following
analysis was also done on a 1–46 receiver subarray, posi-
tioned in the backscattering direction with respect to the
flush-buried target S2, as shown in Fig. 14. By focusing the
beamformer to different points on the seabed, the range and
the elevation of different wave types were determined, there-
fore determining the effective radiation strength of the par-
ticular area of the seabed. In order to obtain the information
of interest, focused beamforming was repeated for each dis-
crete elevation � and the ranging azimuth �. Therefore, a
matrix that contained arrivals at different elevation-azimuth
point pairs was generated.

The next stage consisted of projecting the elevation-
azimuth pairs to the seabed interface. Since the positions of
the subarray sensors and the position of the flush-buried tar-
get was known, an intersection of the beamforming cone and
the plane containing the seabed producing a hyperbola had to
be calculated to obtain a set of XY points on the seabed
surface. For this purpose, as shown in Fig. 7, a new coordi-
nate system is introduced where the array is temporarily
aligned with the y axis on the ground, and thus the following
expression for the equation of the cone and the equation of
the seabed are obtained:

x2

a2 +
�z − z0�2

a2 −
y2

b2 = 0, z = 0. �11�

At the intersection of the cone and the seabed the following
equation is obtained

x2 + z0
2 − �tan2 
�y2 = 0, �12�

where tan 
=a /b and 
=�−� /2, giving
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r =
z0

�tan2 
 sin2 � − cos2 �
�13�

from which the desired coordinate point pairs �X̄ , Ȳ� for each

 and � are readily available. A rotation needs to be intro-
duced to obtain the actual seabed coordinates �X ,Y� that cor-
respond to the GOATS98 experimental configuration:

X = X̄ cos �0 − Ȳ sin �0, �14�

Y = X̄ sin �0 − Ȳ cos �0, �15�

where �0 is the angle of azimuthal rotation of the HLA with
respect to the y axis. This procedure was repeated for varying
� and � angles, giving a family of hyperbole on the seabed
comprised of different XY pairs. Figure 8 shows the XY
pairs, on the seabed marked with dots, for ranging � and �.
For each elevation and a range of azimuth angles, the inter-
section is a single hyperbola in the XY plane. As the eleva-
tion angle � increases, different hyperbole describe a map of
points on the seabed.

The final stage consisted of properly delaying the matrix
of focus beamformed results, creating a real-time map of
beamformed seabed radiation strength caused by the elastic
shell response beneath it. The matrix, up to that point, con-
tained beamformed results that represent repetition of a fixed
set of events at different elevation angles used for beamform-
ing. However, what was wanted for the projection on the
seabed was a sequence of snapshots of the radiation strength
of the seabed surface in real time, that is, an actual beam-
formed response of the effect of the radiating elastic target
producing first the specular and then the set of elastic waves
that hit the seabed surface at a certain elevation and azimuth
in real time.

As shown in Fig. 9, to obtain this real-time map of sea-
bed radiation strength, beamformed arrivals at each �X ,Y�
coordinate pair were shifted in time by �ti, which is the time
necessary for the return to travel through water from the
point of emanation on the seabed, �Xi ,Yi�, to the center of the
subarray:

FIG. 7. Focused beamforming, projection of elevation, and azimuth angle
on to an �X ,Y� point on the seabed.

FIG. 8. Focused beamforming target field. The dots represent the calculated XY point pairs that comprise a family of hyperbole generated by the intersection
of the beamforming cone and the seabed for varying elevation and azimuth.
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�ti =
RXi,Yi

c�

. �16�

As a result of this novel focus beamforming approach,
various types of specular and elastic arrivals were identified,
demonstrating the different elevation angles at which they
emerge from the seabed into the water column.

B. Subcritical scattering by the flush-buried sphere—
Results and discussion

1. Multiple scattering effects

One of the central objectives of this work is to analyze
the mechanisms of scattering from buried targets under sub-
critical insonification, distinguish them from the ones gener-
ated using supercritical insonifications, and identify the tar-
get signature features that can be used to enhance detection
and classification of buried mines. While multiple scattering
has often not been taken into account in supercritical scatter-
ing from targets, it is likely to play a more significant role
here, and it may become a possible classification clue for
flush-buried target signatures for targets insonified using eva-
nescent insonification. One of the goals in the study was to
identify the features in the elastic shell scattering response
brought about by multiple scattering, and use models that
can incorporate it, in order to be able to compare the experi-
mental and model data.

The snapshots of the results shown in Fig. 10 illustrate
the effects of multiple scattering while also showing the pe-
culiarities of the evanescent incidence on a flush-buried elas-
tic spherical shell generated using the numerical target scat-
tering module described in Sec. III that incorporates multiple
scattering. The input parameters used for model runs were as
follows: the incident field frequency was 3 kHz, the radius of
the 3-cm-thick, 7700-kg/m3 dense steel shell was 0.503 m,
the shell compressional wave speed was 5950 m/s, and the
shell shear wave speed was 3240 m/s. The compressional
speeds of sand and water were 1640 and 1520 m/s, respec-
tively, with the sand having 0.5 dB/	 attenuation. On the
left-hand side, a plane wave is supercritically incident at 35°

on the flush-buried shell. The pronounced specular response
of the target is visible, followed by the clockwise and
counter-clockwise S0 compressional elastic waves, and the
A0 flexural elastic wave. It is worth noting that clockwise
and counter-clockwise components of the elastic waves are
of similar amplitudes. The fourth row illustrates the effect of
the clockwise and counter-clockwise components of the flex-
ural A0 wave meeting and interacting after each one has
traveled a full revolution around the shell.

FIG. 9. In order to obtain the real-time map of seabed radiation strength,
beam-formed arrivals at each �X ,Y� coordinate pair were shifted in time by
�ti, which is the time it takes for the return to travel through water from the
point of emanation on the seabed �Xi ,Yi� to the center of the subarray.

FIG. 10. Propagating �left� versus evanescent �right� incidence on a flush-
buried spherical shell—multiple scattering included. The difference between
the propagating and the evanescent incidence on a flush-buried elastic
spherical shell was shown. The result was generated using the multiple
scattering numerical model described in Sec. III. The figure also illustrates
the contribution of multiple scattering to the flush-buried target response,
and it is most obvious in the snapshots in the third and the fourth rows,
where we can see the multiple reflections of the specular of the target hitting
the water seabed interface, coming back to the target, and being reflected
from it again towards the sediment-water interface.
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On the right-hand side, a plane wave is incident subcriti-
cally on the seabed, producing an evanescent field that inter-
acts with the flush-buried shell. In this case the response is
quite different. The shell specular return is less pronounced,
with the strongest response caused by the evanescent field
coupling with the shell and the A0 wave circumnavigating
the shell in the clockwise direction. The compressional S0
responses are apparent as yellow spots around the shell radi-
ating as they travel faster than the A0 waves. The clockwise
part of A0 response is shown here to be considerably stron-
ger than its counter-clockwise counterpart, owing to the na-
ture of the insonifying evanescent field that exponentially
decays in depth.

This particular result is related to the Lamb wave hy-
pothesis discussed in Sec. II B. It is the pronounced A0
Lamb wave, which according to the hypothesis, revolves
around the target, radiates into the sediment, and transmits
into the water column at supercritical angles.

Figure 10 also illustrates the contribution of multiple
scattering to the flush-buried target response. This manifes-
tation is the most obvious in the third and fourth row snap-
shots, where we can see the multiple reflections of the specu-
lar of the target hitting the water seabed interface, coming
back to the target, and being reflected from it again towards
the sediment-water interface. While the phenomenon is the
most obvious in the propagating case on the left, due to the
higher strength of the transmitted field, it is also visible in
the evanescent incident case on the right. The multiple re-
flections of the flexural A0 and compressional S0 waves are
also visible in the following rows.

2. Time-frequency analysis of the flush-buried shell

When a plane wave is incident on a shell in free space,
the clockwise and the counter-clockwise returns travel the
same path to the receiver in a monostatic configuration. As
they revolve around the target, the flexural A0 returns radiate
at a phase matching angle �c

* almost perpendicular to the
target radius. The compressional S0 waves radiate, in turn, at
a phase matching angle �c

* that is smaller than the A0 angle.
However, when the shell is flush buried in the sediment,

and insonified at subcritical angles, an evanescent field is
created in the sediment. For evanescent insonification, and
the HLA receiver in bi-static configuration, such as the case
in the GOATS98 experiment, Fig. 11 shows that when the
time it takes to travel around the shell, through the sediment,
and through the water column is added, A0I arrives at the
receiver location before A0II. The same applies to S0I and
S0II arrivals as well.

An out-of-plane source-receiver configuration �i.e., HLA
receivers that are azimuthally away from the source-target
axis in Fig. 1� is considered in Fig. 12. It represents the time
series and the spectrogram of the GOATS98 experiment for a
flush-buried target and receiver 26, located out of plane in
the backscattering direction. The significance of the out-of-
plane receivers in bistatic configuration is that they measure
the 3-D target scattered field, supplying the classification and
detection information, which a traditional monostatic in-
plane receiver configuration17 is not capable of providing.

The locations of the arrivals on the spectrogram point
towards the fact that the time of arrival calculations are ac-
curate, as the specular and elastic arrivals coincide with the
calculated expected times marked with black and green lines
and calculated using the arrival time method from Sec.
IV A 1. The spectrograms in Figs. 12 and 13 were both cal-
culated using discrete Fourier transforms of Hanning win-
dowed, well-overlapping segments of the corresponding time
series. The number of FFT points used was 1024 giving the
frequency resolution of 50 Hz, while the window length was
0.16 ms with the overlap of 0.12 ms, making the time reso-
lution of the result about 0.1 ms. Due to the particular wave
speeds and the configuration, S0I arrives before the specular,
which is centered around 8 kHz. S0II is of considerably
high-frequency content as it arrives at 12 kHz, and the fol-
lowing S0Ix2 at 10 kHz. Close to 23.5 ms, an A0I waveform
arrives at a high frequency of 10 kHz, which is significantly
higher than the expected center frequency of 8 kHz. At
24 ms A0II arrives at significantly high 12 kHz center fre-
quency. The fact that S0I, A0I, and A0II have higher fre-
quency content than the expected 8 kHz center frequency to
begin with, provides evidence for the hypothesis from Sec.
II B, where it is suggested that, under subcritical insonifica-
tion, the flexural Lamb wave becomes high-pass filtered be-
cause of the more effective reradiation of the supersonic
component into the sediment and the water column. By ex-
tension, the observed high frequency of the compressional
part of the response can potentially also be affected by the
more efficient coupling of the incident evanescent wave. It is
believed that this is the first time in literature that the high-
pass filter anomaly is demonstrated using experimental data
under these conditions. It should be also noted that, unlike
what is observed for propagating incidence,17 the magnitude
of the A0II flexural response is 8 dB higher than that of the
specular response for the highly out-of-plane receivers in the
backscattering direction.

Both the frequency content and the amplitude content
differences described in the above paragraph present new

FIG. 11. Schematic of an evanescent field incident on a flush-buried elastic
shell. For evanescent insonification and the HLA receiver in bi-static con-
figuration, when the time it takes to travel around the shell, through the
sediment, and through the water column is added, A0I arrives at the receiver
location before A0II.
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identification points for bistatic classification of buried tar-
gets insonified using evanescent incident fields.

Figure 13 shows the model result in the form of the time
series and the spectrogram for the flush-buried target and the
out-of-plane receiver 26. As before, S0I arrives before the
shell specular return due to the target-receiver configuration.
This agrees well with the corresponding experimental result
in Fig. 12. The obvious high amplitude and 8 kHz center
frequency specular is followed by S0II arrival at 7 kHz. This
is lower than the corresponding experimental result in Fig.
12 that arrives at 12 KHz. Here, and for the rest of the time
series record, experimental data consistently assign higher
frequency contribution throughout the various wave types of
the elastic response than the corresponding model results,
even though the sediment attenuation used in the model cor-
responds to the measured value in an elaborate study by
Maguer.1 A few possible explanations of these discrepancies
to be investigated in the future are shear and porosity effects
not included in the fluid sediment model. Thus, energy is
radiated into the shear waves, which are much slower than
the flexural wave field.

Going down the time axis, the combined S0Ix2 and A0I
effect is of significantly smaller amplitude and lower fre-
quency content than that shown in the experimental results in
Fig. 12. Also, the distinctive A0II flexural arrival dominates
the elastic response, and it arrives at 9 kHz frequency, which
is lower than in the in-plane receiver case but still higher

than the 8 kHz center frequency traditionally observed with
supercritical insonification and monostatic configuration. Yet
again, this time for the modeled result, it is shown that the
A0II flexural return arrives at higher frequencies than the
corresponding specular return, validating the flexural Lamb
wave high-pass filtering hypothesis. After the following sev-
eral multiples of S0 returns, a repetition of weak A0Ix2 ar-
rivals and a strong A0Ix2 flexural arrivals is observed.

Concerning the timing of the arrivals in the model data
in Fig. 13, while the dominant A0II arrivals coincide with the
black line predictions, S0Ix2 and A0I are offset from their
prediction times by 0.1 and −.0.1 ms, respectively. On the
other hand, those same expected times of arrival for S0Ix,
A0I, and A0II agree well for the experimental data in Fig.
12. The fact that in Fig. 12 virtually all of the calculated
expected times of arrival coincide with the experimental
data, but are in some instances offset from model data in Fig.
13, might suggest some small inconsistencies in the timing
of arrivals generated using the model. Additionally, the
model result overall does have a more synthetic, clean qual-
ity to it, compared to the experimental response, which
seems to be noisier.

In summary, the basic characteristic observed for a bi-
static receiver for a flush-buried target under evanescent in-
sonification confirms the high-pass filtering Lamb wave hy-
pothesis. In addition, they present new identification points
for bistatic classification of buried targets by pointing at the

FIG. 12. Time series and spectrogram for a flush-buried target—experimental data, receiver 26. Calculated time of arrival expectations for S0 arrivals are
marked with vertical green lines, while the expectations of A0 arrivals are marked with black lines. S0II is of considerably high-frequency content as it arrives
at 12 kHz. Close to 24 ms, a strong A0II waveform arrives at a high frequency of 12 kHz, which is significantly higher that the expected center frequency of
8 kHz. Therefore, the high-pass filter anomaly of the flexural target response is identifiable in the experimental data. Also, the magnitude of the A0II flexural
response is 8 dB higher than that of the specular response.
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amplitude and frequency differences between the specular,
the clockwise, and the counter-clockwise components of the
flexural waves as further discussed in Ref. 30.

3. Focused beamforming results

Array processing was applied to the HLA experimental
and model data, to establish the elevation angle � at which
the specular and the elastic returns emerge from the seabed
into the water column. This particular angle would provide
information about the sediment propagation paths of the
scattered wave types, and therefore gives insight in the
physical phenomena that take place around the radiating
sediment loaded shell.

Since the HLA was operated in a very near field with
respect to the S2 target, focused wideband beamforming
along sections of the HLA was initially done to determine
the azimuthal angle of arrival of returns. The near field is
defined as r�L2 /	, where in our case the distance to the
target is r=5 m, and at the center frequency of 8 kHz, the
wavelength 	=0.19 m, with the length L of the whole array
aperture of 11.43 m. Also, the HLA was segmented in three
subarrays in order for the beamformer to be able to handle
the wave-field inhomogeneities, but at the expense of the
focusing ability. Figure 14 represents the configuration of a
backscattering segment of the array, receivers 1–46, in its
coordinate system where the center of the coordinate system
is lying on the seabed, � is the elevation angle with respect
to the vertical z axis, and � is the azimuth angle with respect
to the x axis. At a range R, the beamforming cone intersects
the seabed, creating a set of intersection points that describe
a hyperbola.

As we are about to see, a fairly conventional practice of
implementing a fixed-elevation focused beamformer, which
has been implemented by other authors to experimental data
in monostatic configuration,33 ends up being marginally use-
ful for our purposes, and therefore a new type of a beam-
forming approach was here developed in Sec. IV A 2 to ex-
tract more meaningful information about the physical
mechanisms occurring during the elastic shell radiation pro-
cess.

FIG. 13. Time series and spectrogram
for a flush-buried target—model data,
receiver 26. Calculated time of arrival
expectations for S0 arrivals are
marked with vertical green lines, while
the expectations of A0 arrivals are
marked with black lines. The com-
bined S0Ix2 and A0I effect is of
smaller amplitude and lower fre-
quency content than that shown in the
experimental results in Fig. 12. Also,
the distinctive A0II flexural arrival
dominates the elastic response, and it
arrives at 9 kHz frequency.

FIG. 14. Focused beamforming configuration of a back-scattering segment
of the array, receivers 1–46, in the focused beamforming coordinate system
where the center of the coordinate system is lying on the seabed, � is the
elevation angle with respect to the vertical z axis, and � is the azimuth angle
with respect to the x axis. At a range R, the beamforming cone intersects the
seabed, creating a set of intersection points that describe a hyperbola. Note:
The spherical target is flush buried in the sediment.
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4. Experiment beamforming results

Figure 15 represents filmstrips of a 3-D representation of
the beamformed scattering process from the flush-buried
sphere S2 that was captured in time as snapshots of specular
and elastic waveforms radiating from different points on the
seabed. X and Y coordinates on the seabed are obtained from
� and � as described in the previous section, and the strength
of the response at that particular point is represented along
the Z axis. The XY location of the flush buried target is
marked with a white vertical arrow, and the real time of the
radiating shell response is marked in the upper-right-hand
corner of each snapshot.

In Fig. 15 the left snapshot shows that at 21.12 ms the
specular arrival emerges at a seabed spot that corresponds to
the coordinate �X ,Y� pair of �−0.5,0� m. The physical sig-
nificance of this result is related to the fact that this particular
point on the seabed corresponds to a particular elevation and
azimuth angle pair ��spec ,�spec� at which the specular re-
sponse is scattered from the buried elastic shell S2. In the
right snapshot we can see the radiation strength of the sand
for the stronger A0II, which emanates from the seabed into
the water column at a different point that corresponds to a
new �X ,Y� pair of �−0.8,0� m.

To more precisely determine the angles of arrival of
specular and elastic returns, Fig. 16 was created using film-
strip snapshots of beamforming results with the elevation
angle � on the X axes and the azimuth angle � on the Y axes.
It shows at what particular elevation and azimuth angles the
arrivals emerge from the seabed into the water column. The
purple circle on the snapshots marks the �� ,�� location of
the target with respect to the subarray center. Specular, com-
pressional S0, and flexural A0 waves and their multiples are
identified on different time snapshots of the figure, where
time is shown in the upper right hand corner. The first snap-
shot shows that the shell specular arrives at the sediment at
an elevation � of 143° and the azimuthal angle of 80°. The
reader could refer to Fig. 14 for the graphical definition of
the HLA-target elevation angle � and the azimuthal angle �.

The next snapshot on the right shows that the shell com-
pressional return S0II arrives at roughly the same azimuth
but very different elevation, namely �=150°. It should be
noted that the higher elevation angle from the HLA to a point
on the sediment surface means a shallower elevation angle
from the target to that point of waveform emanation on the
sediment surface. Therefore, this snapshot shows that the
elastic shell compressional wave travels through the sedi-
ment at a 7° shallower angle than the target specular return.

The next snapshot shows the elevation of the S0Ix2
wave, which arrives at �=151° and is also shallower than
the specular arrival. The next snapshot on the right shows
that the elevation angle of the first flexural A0I arrival is
147°, which also makes it shallower than the specular ar-
rival. In the following snapshot the elevation angle of the
flexural A0II arrival is 146°. The last snapshot shows the
second revolution of the A0II return, A0IIx2, coming in at a
distinctly shallow 161°. A possible explanation for A0Ix2
emerging at a different point than A0I follows from a se-
quence of physical mechanisms taking place during the tar-
get scattering process: longer distance circumnavigated, in
form of revolutions, causes more attenuation to the wave-
forms, higher frequencies attenuate faster than the low ones,
a change in frequency translates to a change in velocity gov-
erned by dispersion curves, a change in velocity means that
the waveforms emerge at a different angle �c

* to the shell as
demonstrated by the phase matching equation �10�, which in
turn causes the arrivals to hit the seabed at a different point
and therefore at a different elevation angle. In addition, the
overall resolution of the beamformed results is about 3° de-
pending on the wave type, while the differences in the eleva-
tion angle between the specular and the first set of elastic
arrivals are 7° and 4°, respectively, confirming that the
beamforming resolution is high enough to support the con-
clusions.

Using this novel type of focused beamforming, the ac-
tual at-sea experimental results give quantitative base for the
hypothesis about the physics of the propagation of elastic

FIG. 15. Focused beamforming, flush-buried target—experimental data. This figure represents a part of a filmstrip of a 3-D representation of the location XY
at which different beamformed target responses and their multiples emerge, and the strength of the response at that particular point is represented along the
Z axis. The XY location of the flush-buried target is marked with a white vertical arrow, and the real time of the radiating shell response is marked in the upper
right corner of each snapshot. Note that the arrow designates the target location, not the emerging wave location. The left snapshot shows that at 21.12 ms the
specular arrival emerges at a seabed spot that corresponds to the coordinate �X ,Y� pair of �−0.5,0� m. The physical significance of this result is related to the
fact that this particular point on the seabed corresponds to a particular elevation and azimuth angle pair ��spec ,�spec� at which the specular response is scattered
from the buried elastic shell S2. In the right snapshot the A0II return is shown to arrive at a seabed point �X ,Y�= �−0.8,0� m, which is different from the
specular, pointing at a different elevation angle of the elastic waves propagation through the sediment and coupling into the water column than the specular
target return.
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waves under evanescent insonification described in Sec. II B,
and make currently used wave-tracing arguments that as-
sume all of the wave paths as to and from the target, un-
sound. The results and the analysis presented here differ
from those presented by Lim7 in the fact that he shows the
angular dependence of the entire compound backscattered
response, but does not assign the angular dependence of the
individual emerging wavetypes such as specular, compres-
sional, and flexural waves. He seems to be mostly concen-
trated on the differences in the compound backscattered field
between the attenuating and nonattenuating sediment cases.

In addition, the result presented here confirms experi-
mentally the proposed potential of yet another way of using
structural waves to aid in the buried target classification,
rather than the currently commonly used specular response
alone, which often carries only a limited amount of useful
information.

5. Model beamforming results

The whole multiple elevation beamforming procedure
described in Sec. IV A 2 was repeated on the model data. In
Fig. 17 the left snapshot shows that at 24.9414 ms the specu-
lar arrival emerges at a seabed spot whose center corre-
sponds to the coordinate �X ,Y� pair of �−2,−0.2� m. On the
right, the seabed radiation strength due to the stronger A0II
return is seen to arrive at �X ,Y�= �−1.6,0� m at its own
azimuth-elevation pair ��A0II ,�A0II� characterized by the spe-

cific physics of radiation around the shell and propagation
through the sediment. This process is continued in time for
the elastic responses that follow. The full sequence of film
strips showing the emanation of the specular and all of the
compressional and flexural responses can be found in Luci-
fredi’s dissertation.30

The physical significance of the results shown above lies
in the fact that they unambiguously show that the elevation
angles of specular and elastic arrivals at which they emerge
from the seabed into the water column are different, and
therefore travel to the seabed-water interface at different el-
evation angles, a realization that is contrary to the traditional
wave-tracing argument and in agreement with the hypothesis
described in Sec. II B. In predicting this phenomenon, the
virtual source model results are in agreement with the experi-
mental results described in the previous paragraphs. None-
theless, the differences between the experimental and model
results do exist and are further addressed below.

In order to further investigate the phenomenon and,
more precisely, determine the angles of arrival of specular
and elastic returns, Fig. 18 was created using filmstrip snap-
shots of beamforming results with the elevation angle � on
the X axes and the azimuth angle � on the Y axes. It shows at
what particular elevation and azimuth angles the arrivals
emerge from the seabed into the water column. The first
snapshot shows that the shell specular arrives at the sediment
at an elevation � of 147° and the azimuthal angle of 82°.
This is in agreement with the expected elevation and the

FIG. 16. Elevation-azimuth focused beamformed results—experimental data. This figure shows at what particular elevation and azimuth angles the target-
radiated arrivals emerge from the seabed into the water column. The purple circle on the snapshots marks the �� ,�� location of the target with respect to the
subarray center. Specular, compressional S0, and flexural A0 waves and their multiples are identified on different time snapshots of the figure. The first
snapshot on the left shows that the shell specular arrives at the sediment at an elevation � of 143° and the azimuthal angle of 80°. The next snapshot on the
right shows that the shell compressional return S0II arrives at roughly the same azimuth but different elevation, namely �=150°, a 7° shallower angle than
the target specular return. The figure also shows that the elevation angle of the first flexural A0I arrival is 147° and A0II is 146°, which makes the flexural
waves also shallower than the specular target return. In the last snapshot the second revolution of the A0II return, A0IIx2, comes in considerably shallow at
161°.

3580 J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 I. Lucifredi and H. Schmidt: Subcritical scattering from buried elastic shells



azimuth of the specular arrival in the backscattering direction
from the geometric configuration of the target field.

The next snapshot on the right shows that the shell com-
pressional return S0II arrives at almost the same azimuth, but
very different elevation, namely �=155°. It should be noted
that the higher elevation angle from the HLA to a point on
the sediment surface means a shallower elevation angle from
the target to that point of waveform emanation on the sedi-
ment surface. Therefore, this snapshot shows that the elastic
shell compressional wave emerges from the sediment at an
8° angle difference with respect to the target specular return.
In the experimental result in Fig. 16 the difference between
the specular and the compressional returns was 7°.

The next snapshot shows the elevation of the S0Ix2
wave, which arrives at �=151°, which is also shallower than

the specular arrival. The next snapshot on the right shows
that the elevation angle of the first flexural A0I arrival is
154°, which also makes it shallower than the specular ar-
rival. In the following snapshot the elevation angle of the
flexural A0II arrival is 153°, and the one next to it is its next
revolution arrival.

Therefore, much like the experimental data, the model
consistently predicts flexural waves emanating at shallower
angles than the corresponding shell specular return. How-
ever, in the model predictions the differences between the
specular and the flexural angles are higher than what is ob-
served with the experimental data. In addition, the focused
beamforming processing seems to have been more effective
on the experimental data where the point of emanation of the
various waves is more concentrated around a certain

FIG. 17. Focused beamforming, flush-buried target—Model data. This figure is a filmstrip of a 3-D representation of the location XY at which different
beamformed target responses emerge from the seabed, while the strength of the beamformed response at that particular point is represented along the Z axis.
The XY location of the flush-buried target is marked with a white vertical arrow, and the real time of the radiating shell response is marked in the upper right
corner of each snapshot. Note that the arrow designates the target location, not the emerging wave location. The left snapshot shows that at 24.9414 ms the
specular arrival emerges at a seabed spot whose center corresponds to the coordinate �X ,Y� pair of �−2,−0.2� m. The physical significance of this result is
related to the fact that this particular point on the seabed corresponds to a particular elevation and azimuth angle pair ��spec ,�spec� at which the specular
response is scattered from the buried elastic shell. The snapshot on the right shows the beamformed radiation strength due to the A0II return, which is seen
to arrive at �X ,Y�= �−1.6,0� m and its own azimuth-elevation pair ��A0II ,�A0II�.

FIG. 18. Elevation-azimuth focused
beamformed results, flush-buried
target—Model data. This figure shows
at what particular elevation and azi-
muth angles the target-radiated arriv-
als emerge from the seabed into the
water-column. The purple circle on the
snapshots marks the �� ,�� location of
the target with respect to the subarray
center. Specular, compressional S0,
and flexural A0 waves and their mul-
tiples are identified on different time
snapshots of the figure. The first snap-
shot shows that the shell specular ar-
rives at the sediment at an elevation �
of 147° and the azimuthal angle of
82°. The next snapshot on the right
shows that the shell compressional re-
turn S0II arrives at roughly the same
azimuth but very different elevation,
namely �=155°, an 8° shallower
angle than the target specular return.
The figure also shows that the eleva-
tion angle of the first flexural A0I ar-
rival is 154° and A0II is 153°, which
makes the flexural waves also shal-
lower than the specular target return.
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elevation/azimuth pair, while the model-focused beamform-
ing region is broader and more ambiguous, possibly related
to the modeled time series shape, suggesting that the focus-
ing was more successful on the experimental data set. An-
other point is somewhat of a difference in the horizontal
angle of the array between the modeling and the experimen-
tal focused beamforming geometry. While the model-focused
beamforming, which is an involved procedure, was done for
the original array configuration, it was later established that
the array orientation has somewhat changed during this par-
ticular phase of the experiment. Nevertheless, both of the
array orientations were properly taken into account, and none
of the focused beamforming conclusions drawn from the
model were affected by this difference.

This result now quantitatively confirms the hypothesis
about the physics of the propagation of elastic waves under
evanescent insonification, showing that the nature of the
physical processing taking place cannot be described using
the traditional wave-tracing arguments that assume all of the
wave paths as to and from the target, rendering them inad-
equate. Furthermore, related to the detection of fully buried
targets, which was so far considered a challenging problem,
here-shown specifics of the structural waves’ radiation from
the shell, propagation through the sediment, and coupling
back into the water column as propagating waves provide a
clear and an efficient way of so-called “smoke-shifting”
these, otherwise hardly detectable, targets.

V. CONCLUSIONS

This paper has addressed the fundamental physics asso-
ciated with scattering from targets buried in a shallow water
seabed, specifically addressing and confirming earlier stated
hypotheses regarding the dominant scattering mechanisms
and the role of structural waves in shaping the acoustic sig-
natures of such targets. A new hybrid modeling framework
for complex targets in stratified waveguides was applied to
generate controlled synthetics that were passed through the
same processing chain as the experimental data, allowing for
identification of physical mechanisms associated with the ob-
served signal features. Time-frequency and array processing
methods are developed and applied for extracting properties
of buried target signatures that can be used to classify the
targets based on their reradiated returns. A theoretical time-
of-arrival tool was created and implemented to obtain the
expected times of arrival of specular and elastic responses of
buried elastic targets and therefore identify the target wave-
forms. In addition, a new focused beamforming approach
that was formulated and implemented was used to determine
the elevation angles at which specular and elastic returns
emerge from the seabed into the water column.

Through the analysis of GOATS98 experimental data,
validation of target scattering models, and hypothesis valida-
tion, the frequency and the amplitude content as well as the
times of arrival of target elastic response have been exam-
ined. Among the most notable results is the finding of a
difference in the frequency content of clockwise and coun-
terclockwise Lamb wave components under subcritical in-
sonification. New identification points for bistatic classifica-

tion of buried targets were presented by pointing at the
amplitude and frequency differences between the specular,
the clockwise, and the counter-clockwise components of
Lamb waves.

Even though the desired high-pass filtering effects and
the elevation angles of different wave types are both shown
in the model and the experimental data, discrepancies be-
tween the model and experimental results were observed. A
few possible explanations of these discrepancies, to be inves-
tigated in the future, are shear and porosity effects not in-
cluded in the fluid sediment model. As a result of sediment
shear effects, energy is radiated into the shear waves, which
are much slower than the flexural wave field, causing the
discrepancy between the experimental and model result. In
theory, the virtual source approach employed by the model
can be generalized to elastic media, but the procedure is
intricate.

Using focused beamforming, specular and elastic arriv-
als were identified and their associated radiation angles were
estimated, providing evidence for an earlier stated hypothesis
regarding the role of structural Lamb waves in converting the
evanescent insonification to a radiating scattered field. Fur-
thermore, regarding the detection of fully buried targets,
which was so far considered a challenging problem, here-
shown specifics concerning the structural waves provide a
clear and an efficient way of so-called “smoke-shifting”
these barely detectable targets.
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Chotiros and Isakson �J. Acoust. Soc. Am. 116�4�, 2011–2022 �2004�� recently proposed an
extension of the Biot-Stoll model for poroelastic sediments that makes predictions for
compressional wave speed and attenuation, which are in much better accord with the experimental
measurements of these quantities extant in the literature than either those of the conventional
Biot-Stoll model or the rival model of Buckingham �J. Acoust. Soc. Am. 108�6�, 2796–2815
�2000��. Using a local minimizer, the Nelder-Mead simplex method, it is shown that there are
generally at least two choices of the Chotiros-Isakson parameters which produce good agreement
with experimental measurements. Since one postulate of the Chotiros-Isakson model is that, due to
the presence of air bubbles in the pore space, the pore fluid compressibility is greater than that of
water, an alternative model based on a conjecture by Biot �J. Acoust. Soc. Am. 34�5�, 1254–1264
�1962��, air bubble resonance, is considered. While this model does as well or better than the
Chotiros-Isakson model in predicting measured values of wave speed and attenuation, the
Rayleigh-Plesset theory of bubble oscillation casts doubt on its plausibility as a general explanation
of large dispersion of velocity with respect to frequency. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2357709�

PACS number�s�: 43.30.Ma, 43.30.Pc �RAS� Pages: 3584–3598

I. INTRODUCTION

Neither the Biot-Stoll model �Biot,1,2 Stoll3� for an un-
consolidated sediment nor the more recently proposed model
of Buckingham4–7 made predictions for compressional wave
speed and attenuation that were qualitatively in agreement
with the measurements of the Sediment Acoustics Experi-
ment 1999 �SAX99� �Thorsos et al.,8 Richardson et al.9� The
shortcomings of each model are illustrated in Fig. 1. As can
be seen the Biot-Stoll model, using the parameters assigned
by Williams et al.10 overestimated the measured wave speeds
below 1 kHz and underestimated the measured attenuation
above 100 kHz. On the other hand the predictions of the
Buckingham model were in accord with the measured wave
speeds and attenuations in the region above 10 kHz, but the
predicted wave speeds were higher and the attenuations
lower than those measured below 10 kHz. As can also be
seen in Fig. 1 the “Biot model with grain contact squirt flow
and shear drag” �BICSQS� proposed by Chotiros and
Isakson11 improves upon both the low frequency predictions
for wave speed and the high frequency predictions for wave
attenuation of the Biot-Stoll model.

Other than the SAX99 measurements the case for strong
dispersion of velocities at low frequencies is ambiguous. The
wave speed and attenuation measurements from the cross-
hole tomography experiments of Turgut and Yamamoto12

shown in Fig. 2 also indicate strong dispersion. Shown in
this figure are the predictions of the Biot-Stoll model based
on the parameter values given by Turgut and Yamamoto, as
well as the predictions of the BICSQS using the parameter
values given by Chotiros and Isakson. The BICSQS again
did noticeably better than the conventional Biot-Stoll model,
though as Chotiros and Isakson note, the BICSQS is unable
to track the oscillations in the Turgut and Yamamoto �TY90�
data. On the other hand the recent measurements of Simpson

et al.13 in the 3–100 kHz �Fig. 6�, which were not consid-
ered by Chotiros and Isakson, show only moderate velocity
dispersion and seem consistent with the Buckingham model.

Buckingham6 argues that an unconsolidated sediment is
best treated as a generalized fluid in the sense that acoustic
propagation is governed by the linearized Navier-Stokes
equations. Buckingham disputes the applicability of Biot’s
model, which treats a poroelastic medium as an elastic frame
with interstitial pore fluid, to the case of an unconsolidated
sediment asserting that the elastic moduli of an uncemented
sediment are effectively zero.7 In the Buckingham model it is
assumed that intergranular shearing suffices to give the sedi-
ment enough rigidity to support the propagation of shear
waves. The model’s prediction that, to the first order in the
strain-hardening index, compressional wave attenuation in-
creases linearly with frequency is in accord with the finding
of Hamilton14 and is supported by the SAX99 data in the
higher frequency range. The Buckingham model predicts that
compressional wave speed is only logarithmically dispersive
with respect to frequency, as is required by the Kramers-
Krönig causality relations, if attenuation is assumed to in-
crease linearly with frequency. In this sense the Buckingham
model may be regarded as a causal version of the widely
used elastic model of a seabed. The Buckingham model has
the virtue that its parameters can be calculated from fewer
measurements: Compressional wave speed at a single fre-
quency, and shear wave speed and attenuation at a single
frequency as well as porosity and the densities and bulk
moduli of the sand grains and pore fluid suffice. Because its
prediction of only weak dispersion of velocity, the Bucking-
ham model cannot explain the strong dispersion exhibited in
the TY90 data, and in the SAX99 data, if the wave speed
measurements at the two lowest frequencies are given cre-
dence.
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II. THE CHOTIROS-ISAKSON BICSQS

Chotiros and Isakson were able to obtain much im-
proved agreement with the SAX99 and TY90 data sets by
augmenting the Biot-Stoll model with the assumptions �1�
that the effective pore fluid modulus was less than that of
water because of the presence of air bubbles in the pore
space, and �2� that two Biot-Stoll parameters, the frame bulk
modulus Kb

* and the frame shear modulus �*, depend upon
frequency. As evidence for the first assumption, they cited
the attempts to measure gas content of sediment cores de-
scribed in Richardson et al.9 which resulted in measurements
ranging from 20 to 150 ppm. Because the amounts measured
were less than that which the system was designed to re-
solve, the authors did not rule out the possibility that the gas
content was zero. Thus the air bubble hypothesis is specula-
tive. There are two other hypotheses, the composite material
hypothesis and the independent coefficient of fluid increment
hypothesis of Chotiros15 which also could explain the low
frequency SAX99 measurements. Further discussion of these
hypotheses can be found in Buchanan.16

To obtain frequency-dependent moduli Chotiros and
Isakson take the region between two sand grains to consist of
an area of solid contact and a gap into and out of which fluid
can flow when the frame is subjected to expansion and com-
pression. Following Dvorkin and Nur,17 they term this
“squirt flow.” The solid contact is modeled as a spring of
modulus Kc and the effect of the flow in the gap, which will
depend on the compressibility of the fluid and the resistance
to radial expansion normal to the direction of the force is
treated as a serial spring-dashpot �Maxwell� element with
modulus Ky and damping constant �y. The two mechanisms
are assumed to act in parallel resulting in what is referred to
in viscoelastic theory as the standard linear element �Fig.
3�a��. Under a shearing force the absence of fluid loading for
shear causes the viscoelastic element to simplify to a Kelvin-
Voigt element with modulus Gc and damping constant �s

�Fig. 3�b��. The effective moduli for the two types of ele-
ments undergoing time-harmonic oscillations e−i�t are �cf.
Gittus,18 for instance�

FIG. 1. Compressional wave speed
and attenuation measurements and
predictions for the SAX99 data. The
measured values were normalized by
the measured sound speed in water at
the time and place of the experiment.
The predictions of the models were
normalized using a “typical” value of
1530 m/s. The Biot-Stoll parameters
used for the predictions of the Biot-
Stoll model are the “best fit” param-
eters found by Williams et al. �Ref.
10�. The parameters used for the
Buckingham model were a wave
speed of 1771 m/s at 38 kHz, a shear
wave speed of 129 m/s at 1 kHz and a
shear wave attenuation of 30 dB/m.

FIG. 2. Compressional wave speed
and attenuation measurements and
predictions for the TY90 data. The pa-
rameters used are those of Table I.
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Kb
* = Kc +

Ky

1 + i��k/��
, �* = Gc�1 − i

�

��
� ,

�1�

�k =
Ky

�y
, �� =

Gc

�s
.

Chotiros and Isakson identify these effective moduli with the
Biot-Stoll parameters Kb

* and �*. Their argument for this is
that the compressibility of the frame minerals is much less
than that of the fluid and thus storage and loss mechanisms
modelled by the two viscoelastic elements will predominate.

The zero-frequency values Kc and Gc of the two moduli
are assumed to be related by an equation of elasticity

Kc =
2

3
Gc

1 + �

1 − 2�
, �2�

where � is the Poisson ratio, and thus the four independent
Biot-Stoll parameters Re Kb

*, Im Kb
*, Re �*, Im �* are re-

placed by the five parameters Gc ,Ky ,�, and the two relax-
ation frequencies

fk =
�k

2�
, f� =

��

2�
.

The shear modulus Gc can be determined from a measure-
ment of shear wave speed at a low frequency and the contact
modulus Kc computed from �2� with a Poisson ratio assigned
a generic value consistent with the literature. Thus there are
three “free” parameters Ky , fk, and f� in �1� which are avail-
able to fit measured values of compressional wave speed and
attenuation.

The values of the parameters that were used to generate
the graphs labelled “BICSQS” in Figs. 1 and 2 are given in
Table I. The process by which they were arrived at, as de-
scribed by Chotiros and Isakson, was to choose an effective
pore fluid bulk modulus Kf

eff which was consistent with the
low-frequency data for wave speed and then to perform sev-
eral iterations of sequentially manipulating Ky , fk , f�, and
permeability k to agree with the target wave speed and at-
tenuation curves. Thus the BICSQS has five free parameters
whose values are determined from wave speed and attenua-
tion data. While this process arrived at a value of permeabil-
ity very near that measured by Turgut and Yamamoto12 using
a constant head technique in the case of the TY90 data, it

produced an estimate of permeability of k=115 �m2 for the
SAX99 sediment. For this sediment Williams et al.10 gave a
range for permeability of �21,45� �m2 as a 95% confidence
interval for the method they regarded as most reliable, a
constant head technique on divers cores. Another technique,
image analysis of resin impregnated cores, produced a 95%
confidence interval of �7.5,48� �m2 and an in situ constant
head technique produced a 95% confidence interval of
�3.0,61� �m2. Thus the entire range of measured values for
permeability was 3–61 �m2, but Chotiros and Isakson’s
value is still outside of it. In defense of their high value for
permeability the authors assert that permeability measure-
ments may be accurate only to within an order of magnitude,
but also speculate that the permeability in a sediment under-
going acoustic vibration is simply different from the perme-
ability measured by constant head techniques. This assertion
will be called the acoustic permeability hypothesis.

The approach that was taken in this work to determining
parameter values was to use MATLAB’s fminsearch, an imple-
mentation of the Nelder-Mead simplex multivariate minimi-
zation algorithm. Its use is not straightforward since prob-
lems of the sort being treated here typically have many local
minima and thus the solution obtained may vary with the
initial guess for the parameters. Also the solution may have
parameter values that are implausible or even nonphysical.
Empirically it is observed that the more parameters the algo-
rithm is permitted to manipulate, the more likely this out-
come is. Many of the simplex algorithm solutions presented
in this work were not easy to find. Finding good solutions is
a matter of persistence and even luck. The failure to find a
solution having certain characteristics provides only circum-
stantial evidence that such a solution does not exist.

The use of the simplex algorithm requires an objective
function to minimize. Given a set of measurements c*

= �cn
*�n=1

N and a corresponding set of predictions c= �cn�n=1
N by

the model under consideration, the L2 norm

FIG. 3. �a� Standard linear viscoelastic element. �b� Kelvin-Voigt viscoelas-
tic element.

TABLE I. SAX-CI: Parameters for the SAX99 sediment used by Chotiros
and Isakson. TY-CI: Parameters for the TY90 sediment used by Chotiros
and Isakson.

Parameter Units SAX-CI TY-CI

Porosity � 0.37 0.44
Grain density �r kg/m3 2690 2650
Fluid density � f kg/m3 1023 1000
Grain bulk modulus Kr GPa 36 36
Fluid bulk modulus Kf GPa 2.395 2.30
Effective fluid bulk modulus

Kf
eff

GPa 2.15 2.25

Fluid viscosity � kg/m-s 0.001 0.001
Permeability k �m2 115 17.5
Pore size a �m 57 28
Structure factor � 1.35 1.24
Frame shear modulus � GPa 0.028 0.024
Gap modulus Ky GPa 0.97 0.90
Bulk relaxation frequency fk kHz 4.8 3.2
Shear relaxation frequency f� kHz 56 	

Poisson Ratio � 0.15 0.15
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	c	c* =
1


N

�

n=1

N � cn − cn
*

cn
* �2

,

was be used to measure the discrepancy between measure-
ment and prediction. Denoting the norms for compressional
wave speed and attenuation by 	c	c* and 	a	a*, respectively,
the simplex algorithm was used to minimize the objective
function

f�c,a� = w	c	c* + �1 − w�	a	a*.

It turned out that for the data sets under consideration the
c-norm was always much smaller than the a-norm and so a
norm weight of w=0.99 was effective in mediating be-
tween the wave speed and attenuation data.

Tables II and III show the result of applying the simplex
algorithm to the SAX99 and TY90 data sets using the BIC-
SQS as the predictor model. Figure 4 shows the wave speeds
and attenuations predicted by the three solutions of Table II.
The parameters that the simplex method was allowed to ma-
nipulate were Kf

eff ,Ky , fk , f�, and k with the pore size param-
eter being determined from the formula of Johnson, Koplik,
and Dashen19

a =
8�k

�
. �3�

The parameters not manipulated were given the values in the
SAX-CI and TY-CI columns of Table I. For the SAX99 data
two simplex algorithm solutions are given. S1 had lower c-
and a-norms than the Chotiros-Isakson solution and a perme-

ability almost within the range �21,45� �m2 favored by
Williams et al.10 Thus there is no need to assume as high
a value for permeability as did Chotiros and Isakson. So-
lution S2, which had the lowest norms for any BICSQS
solution found for the SAX99 data, had a much lower
permeability, but one which was still within the range
�3,61� �m2 of all measurements for SAX99. Both simplex
solutions had higher shear relaxation frequencies than did
Chotiros and Isakson’s. Also Chotiros and Isakson found
the bulk relaxation frequency fk to be in the 3–5 kHz
range for all five data sets they considered. They conjec-
ture that this uniformity may be due to the average dimen-
sions of the fluid film between grains. Solutions S1 and
S2 have values well outside of this range, however, but in
different directions. The solution S1k in Table II was ob-
tained by setting the bulk relaxation frequency to fk

=4.8 kHz assigned to it by Chotiros and Isakson and not
permitting it to vary. The resulting solution has lower c-
and a-norms than the Chotiros-Isakson solution and a per-
meability within the range favored by Williams et al. It
could not have been arrived at without expectations con-
cerning the value of fk, however. As indicated in Table II
the c-norms were about one-third and the a-norms about
one-half the magnitude of those of the Buckingham
model.

Which of the solutions S1,S1k, and S2 is most plausible
depends upon what other information and expectations are
brought to bear. If the permeability was unknown, S2 would
be the best solution because of its lower c-norm, but if the

TABLE II. CI: The Chotiros-Isakson parameters for the SAX99 sediment. S1, S1k, and S2 are simplex
algorithm solutions of the BICSQS with norm weight 0.99. The parameters marked with * were those that were
manipulated directly. B: The norms for the Buckingham model predictions.

Parameter Units CI S1 S1k S2 B

Effective fluid bulk modulus
Kf

eff
GPa 2.15* 2 .23* 2 .21* 2 .13*

Permeability k �m2 115* 48* 43* 4 .5*

Pore size a �m 57 37 36 11.4
Gap modulus Ky GPa 0.97* 0 .50* 0 .61* 1 .2*

Bulk relaxation frequency fk kHz 4.8* 9 .2* 4.8 0 .74*

Shear relaxation frequency f� kHz 56* 72* 68* 125*

	c	c* 
10−2 0.63 0.53 0.47 0.39 1.5
	a	a* 0.35 0.24 0.31 0.24 0.55

TABLE III. CI: The parameters Chotiros and Isakson used for the TY90 sediment. S1, S2 S2f: Simplex
algorithm solutions. The parameters marked with * were those that were manipulated directly. The norm weight
was 0.99.

Parameter Units CI S1 S2 S2f

Effective fluid bulk modulus
Kf

eff
GPa 2.25* 2 .21* 2 .26* 2 .26*

Permeability k �m2 17.5* 17.5 8 .0* 8 .0*

Pore size a �m 28 20 13 13
Gap modulus Ky GPa 0.90* 1 .00* 0 .93* 0 .93*

Bulk relaxation frequency fk kHz 3.2* 7 .0* 5 .3* 5 .2*

Shear relaxation frequency f� kHz 1000* 	* 	* 100
	c	c* 
10−2 2.2 1.2 1.1 1.1
	a	a* 1.15 1.02 0.83 0.84
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permeability was known to be well above S2’s value, then S1
would become the most plausible solution. The estimates for
the shear relaxation frequency and the gap modulus differ by
a factor of about two for the two solutions. While solution S2
has a lower c-norm than solution S1, this is mostly due to its
better agreement with the wave speed measurement at about
400 kHz. Williams et al.,10 Fig. 3, assign a very high uncer-
tainty to this measurement, however, placing the normalized
wave speed between 1.02 and 1.08. Taking this into account
S1 and S2 could be adjudged equally plausible, but if infor-
mation on permeability is absent, or the acoustic permeabil-
ity hypothesis accepted, there is no way to choose between
them and their rather different determinations of the BICSQS
parameters.

Table III gives two simplex solutions for the TY90 data
set. Solution S1 was obtained by setting the permeability to
its measured value and not allowing the simplex algorithm to
manipulate it. For solution S2 permeability was a free pa-
rameter and the value determined by the simplex algorithm is
about one-half the measured value. The improvement over

S1, as measured by the c- and a-norms, is not large. Chotiros
and Isakson found the shear relaxation frequency f� to be
“infinity,” thus making shear drag nonexistent. In Table III
and subsequent tables f� was assigned the value 	 if the
value found by the simplex algorithm exceeded 1 MHz. So-
lution S2f of Table III indicates, however, that setting f�

=100 kHZ changed the parameter values of S2 very little.
Figure 5 shows that the predictions of S2 and S2f for attenu-
ation diverged only above 30 kHz, the highest frequency at
which there were measurements. Thus, rather than asserting
that shear drag was for some reason absent, or inconsequen-
tial in the TY90, but not the SAX99 sediment, it seems more
reasonable to conclude that it was unascertainable from mea-
surements in the frequency range 1–30 kHz.

Chotiros and Isakson applied their model to five data
sets, but only the SAX99 and TY90 data had both compres-
sional wave speed and attenuation measurements over simi-
lar frequency ranges. A data set not considered is the in situ
measurements of Simpson et al.13 using a buried vertical
synthetic array. The information given about the seabed pa-

FIG. 4. Wave speed and attenuation
predictions for the parameter sets
given in Table II.

FIG. 5. Comparison of the wave speed
and attenuation predictions of the pa-
rameter sets given in Table III.
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rameters is sparse. The averaged measured porosity was
0.379 and the averaged wet bulk density was 2035 kg/m3.
No measurement of shear wave speed was made, but the
authors suggest that a value between 50 and 150 m/s would
be expected for this type of sediment. Since the porosity was
close to that of the SAX99 sediment, the parameters given in
Table I were used with the porosity changed to the value
given by Simpson et al. and the grain density changed to
�r=2670 kg/m3 to accommodate the measured wet bulk
density and porosity.

Table IV gives two BICSQS parameter sets fitting the
data of Simpson et al., which will be designated S03. The
predictions for compressional wave speed and attenuation
are shown in Fig. 6. As with the SAX99 sediment two solu-
tions were found with quite different parameter values, but
with similar, in this case almost identical, c- and a-norms.
There was no measurement or estimate of permeability for
the S03 sediment, but relative to the measured values for the
SAX99 and TY90 sediments, solution S1 has a very high
permeability and solution S2 a very low one. No solution

was found with a permeability intermediate to these two so-
lutions. Attempts to fix the permeability at values k
=20 �m2, which is similar to the measured permeabilities of
the SAX99 and TY90 sediments, caused some other free
parameter to drift to an implausible value. Also shown in
Fig. 6 are the predictions of the Buckingham model. The
norms given in Table IV add support to Buckingham’s asser-
tion that the S03 data is consistent with his model.7

III. BIOT’S VISCODYNAMIC COMPRESSIBILITY
MODELS

Prior to Chotiros and Isakson,11 investigators, following
the suggestion of Stoll3 �see also Stoll and Bryan20�, at-
tempted to incorporate inter- and intragranular viscoelastic
losses by giving the moduli �* and Kb

* small imaginary parts
which were independent of frequency. However, as noted by
Turgut,21 this model is not consistent with the Kramers-
Krönig causality relations. Moreover, as indicated above,
Chotiros and Isakson’s BICSQS model, which assumes that
the moduli Kb

* and �* are frequency-dependent, is the only
version of the Biot-Stoll model that can accurately predict
the measured wave attenuation in the higher frequency range
for the SAX99 data. In this section it is noted that Biot22

considered the problem of fluid-filled gaps and cracks and
arrived at a general model of which the BICSQS is a specific
instance.

The partial differential equations of the Biot-Stoll model
contain as coefficients three moduli which are calculated
from the values of the frame bulk modulus Kb

*, the shear
modulus �*, the grain bulk modulus Kr, and the fluid bulk
modulus Kf using the relations

H = Kb
* +

4

3
� +

�Kr − Kb
*�2

D − Kb
* ,

�4�

TABLE IV. Solutions for the S03 data. S1 and S2 are simplex algorithm
solutions of the BICSQS with norm weight 0.99. The parameters marked
with * were those that were manipulated directly. For the Buckingham
model �B� the parameters used were: Compressional wave speed, 1730 m/s
at 73 kHz; shear wave speed, 130 m/s at 1 kHz �assumed�; shear wave
attenuation 30 dB/m �assumed�.

Parameter Units S1 S2 B

Effective fluid bulk modulus
Kf

eff
GPa 2.11* 1 .98*

Permeability k �m2 637* 2 .2*

Pore size a �m 135 7.9
Gap modulus Ky GPa 0.48* 1 .40*

Bulk relaxation frequency fk kHz 21* 0 .18*

Shear relaxation frequency f� kHz 31* 73*

	c	c* 
10−2 0.27 0.29 0.31
	a	a* 0.18 0.18 0.20

FIG. 6. The predictions for compres-
sional wave speed and attenuation for
the solutions of Table IV. The mea-
sured data was extracted from Simp-
son et al. �Ref. 13�, Fig. 6.
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C =
Kr�Kr − Kb

*�
D − Kb

* , M =
Kr

2

D − Kb
* ,

where

D = Kr�1 + ��Kr/Kf − 1�� .

Introducing the compressibilities

�* = Kb
*−1, � = Kr

−1, c* = Kf
−1,  = ��c* − �� ,

into �4� gives

H* =
4

3
�* +

�* +  − �

�*� + �� − �2 ,

�5�

M* =
1

 + � − �2/�* , C* =
1 − �/�*

 + � − �2/�* ,

however, under what he terms the correspondence principle:
“Known results for elastic media may be immediately ex-
tended to the case of viscoelasticity by substituting operators
for the elastic coefficients.”22 Biot considers the compress-
ibilities with * to be differential operators, rather than con-
stants.

For fluid-filled cracks and gaps Biot assumed a vis-
coelastic element of the form shown in Fig. 7. Thus he as-
sumed

�* = �0 +
1

1/�1 + Z̄
. �6�

He evidently meant this model to apply to both fluid-filled
cracks and gaps, but did not state what the compressibilities
�0 and �1 represent physically in each case. For a fluid-filled
gap Biot found that pore fluid pressure satisfies the diffusion
equation

�2pf

�x2 =
12�cf

h2

�pf

�t
,

where � and cf are the fluid viscosity and compressibility,
respectively, and h is the width of the gap �Biot,22 Fig. 5�.
Thus, assuming pf�0, t�= pf�D , t�=0, pf�x ,0�=� f0, a constant,
where D is the length of the gap

pf = �
n=1

	

Bn exp�−
12�cf

h2 �2n − 1

D
��2

t�sin�2n − 1

D
�x� ,

�7�

Bn =
4� f0

�2n − 1��
.

Assuming that the normal pressure P on the gap and the

change in gap width �h are related by P= Z̄�h, Biot con-
cluded that a fluid-filled gap should be modeled as a series of
Maxwell elements in parallel �Biot,22 Fig. 6�, giving

Z̄ = �
n=1

	
anp

p + rn
, �8�

where p is in general the time-derivative operator d /dt, and
for the particular case of time-harmonic oscillations is given
by p=−i�, and the relaxation frequencies are

rn =
h2

12�cf
�2n − 1

D
��2

. �9�

Thus Biot’s compressibility operator for a fluid filled crack
or gap is

�* = �0 +
1

1/�1 − �n=1

	 i�an

rn − i�

, �10�

in the time-harmonic case. Comparing Chotiros and Isak-
son’s equation �1�, with Biot’s equation �10�, they are math-
ematically identical upon setting the compressibility �0�0,
perhaps because the small quantity Kr

−1 can be identified,
setting the higher mode moduli an ,n�1 to zero and making
the identifications �1=Kc

−1 ,a1=Ky ,r1=�k. Thus by consider-
ing a similar problem Biot arrived at a general form for the
compressibility operator �* which subsumes that used by
Chotiros and Isakson.

As indicated, Biot assumed that dissipation was due to
fluid viscosity, rather than the radial resistance to flow as-
sumed by Chotiros and Isakson. Fluid viscosity cannot serve
as an alternative physical mechanism for dissipation, how-
ever: If the gap length D is taken to be on one-half of the the
mean grain size for the SAX99 sediment, 1.27 phi units �Ri-
chardson et al.9�, and the gap width h is taken to be an order
of magnitude smaller than the pore size parameter, say
1 �m, then �9� gives fk�7 MHz. Thus with the assumed
values for D and h, fluid viscosity cannot explain the finding
above �Table II� that fk is on the order of 1–10 kHz unless
the gap width h is taken to be much smaller. A value of h
=0.03 �m gives fk�7 kHz, but as Biot notes after doing
this analysis with slightly different values for D and h “the
behavior of water in gaps this size or smaller may depart
from that of a Newtonian fluid, due to strong surface ef-
fects.” Thus, rather than regarding the BICSQS compress-
ibility �* as an instance of �10�, it is more accurate to say that
it is a specific instance of �6� with �0�0,�1=Kc

−1 and, due to

squirt flow, Z̄= −i�Ky��k− i��−1. This analysis indicates a
shortcoming of the BICSQS: There is presently no relation

FIG. 7. The viscoelastic element assumed by Biot for fluid-filled cracks and
gaps; after Biot �Ref. 22�, Fig. 7.
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such as �9� which relates fk to measurable quantities and thus
permits the plausibility of the squirt flow mechanism to be
tested.

Biot gave the following general form for the shear
modulus:

�* = 
0

	 p

p + r
��r�dr + �0 + �1p . �11�

This form is sufficiently general to subsume the BICSQS
equation �1�3 �p=−i� ,�0=Gc ,�1=Gc /�� ,��r��0�, how-
ever, Biot did not suggest any physical meaning for the �1p
term and did not propose a form for �* in the particular case
of fluid-filled cracks and gaps. For solid dissipation due to
shear he did suggest the representation

�* = �0 + a�− i��s,0 � s � 1, �12�

which follows from assuming the relaxation spectrum

��r� =
a

�
rs−1 sin s� .

With the parameter s set to a value slightly less than one, this
would give essentially the same form as assumed by
Chotiros and Isakson, but with a different physical rationale.

To explore whether Biot’s more general model might
improve agreement with the extant data the following model
was tested:

�* = �0 +
1

1

�1
−

i�Ky

�k − i�

,

�13�

c* = �1 − ��Kf
−1 + �Ka

−1, �* = Gc�1 − i
�

��
� .

where � is the gas volume fraction and Ka�0.142 MPa was
used as the bulk modulus of the air in the bubbles assumed
present in the pore fluid. Thus the compressibility operator is
assumed to obey the Reuss law for the modulus of a com-
posite material. The investigations supported the assumption
�0�0 made, by Chotiros and Isakson and so in the results
reported �0 was set equal to the small quantity Kr

−1 and not
permitted to vary. The parameter �1 could be calculated from
the elastic relation �2�, however, since the applicability of
such relations to unconsolidated sediments was challenged
earlier by Chotiros,23 it was left as a free parameter in order
to test �2�. For all three sediments under consideration Table
V shows that a solution was found that had a substantially
lower value for �1 than that given by �2�, but c- and a-norms
similar to those of Tables II–IV. For the SAX99 sediment the
solution was similar to Table II, S2. For the solution for the
TY90 sediment the shear relaxation frequency was set to
f�=100 kHz, since as noted above, its influence is slight in
the 1–30 kHz range covered by the TY90 data. The perme-
ability was set to the measured value of 17.5 �m2 since the
simplex algorithm tended to reduce it to nearly zero. The
results for the S03 sediment were the most interesting.
Whereas the solutions found when �2� was assumed had very
high or low permeabilities �Table IV�, a solution with per-

meability k=15.4 �m2 was found when �1 was left as a free
parameter. This is much closer to the measured permeabili-
ties of the SAX99 and TY90 sediments. For the S03 sedi-
ment the low frequency shear modulus Gc was given the
same value as the SAX99 sediment, since no measurement
of shear speed was available. Thus the investigation of the
effect of abrogating �2� was inconclusive. It produced a more
plausible estimate for the unknown permeability of the S03
sediment, but was unable to arrive at values for permeability
that were near those measured for the SAX99 and TY90
sediments.

The values for frame compressibility �1 in Table V are
in all cases an order of magnitude more or less than those
calculated from Eq. �2� when the Poisson ratio is 0.15.
Hickey and Sabatier24 give the constraint ��1−Kb /Kr on
Kb. This gives the bound �1=Kb

−1�0.04−0.05 GPa−1 for the
three sediments under consideration. Thus the values for �1

in Table V comply with the given bound.

IV. BIOT’S AIR BUBBLE RESONANCE MODEL

As noted in Sec. II, Chotiros and Isakson suggest that
the presence of air bubbles in the pore space might reduce
the effective fluid bulk modulus and thereby explain wave
speeds that were lower than predicted by the conventional
Biot-Stoll model for frequencies below 1 kHz for the SAX99
data. Biot22 modeled the presence of air bubbles in the pore
fluid by assuming the fluid compressibility is given by the
operator

c* = c	 +
1

kr − mr�
2 − ibr�

= c	 +
c1

1 − ��/�r�2 − i�r��/�r�
,

�14�

where

TABLE V. Solutions for the extended BICSQS in which frame compress-
ibility was permitted to vary. The parameters marked with * were those that
were manipulated directly. The values of the frame compressibility in pa-
rentheses were calculated from Eq. �2�.

Parameter Units SAX99 TY90 S03

Permeability k �m2 3.2* 17.5 15.4*

Frame
compressibility �1

GPa−1 3 .5*�33� 0.34*�38� 0.50*�31�

Gap modulus Ky GPa 1.28* 1 .32* 0 .30*

Bulk relaxation
frequency fk

kHz 0.94* 4 .5* 23*

Low freq. shear mod. Gc GPa 0.028 0.024 0.028
Shear relaxation
frequency f�

kHz 125* 100 41*

Gas bulk modulus Ka MPa 0.453 0.195 0.355
Gas volume fraction � 
10−6 29* 93* 54*

	c	c* 
10−2 0.40 1.1 0.26
	a	a* 0.21 0.75 0.18
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c1 =
1

kr
, �r =
 kr

mr
, �r = br�r.

Other models for the acoustics of gassy sediments, subse-
quent to Biot’s, can be found in Anderson and Hampton,25,26

and Bedford and Stern.27

To investigate the air bubble resonance hypothesis the
model

�* = �1,

c* = c	 +
c1

1 − ��/�r1�2 − i�1��/�r1�
,

�* = Gc�1 − i
�

��
� , �15�

was considered. Thus it is posited that a compressibility op-
erator incorporating air bubble resonance suffices to predict
wave speed and attenuation and that the viscoelastic relax-
ation process of squirt flow modeled by the BICSQS �* in
�1� is inconsequential. The constant �1=Kb

−1, since it is real-
valued, does not violate Kramers-Krönig causality
�Turgut21�. The free parameters which the simplex algorithm
was allowed to manipulate were then the frame bulk com-
pressibility �1, the bubble-resonant frequency fr1=�r1 /2�,
the fluid compressibility coefficients c	, c1 the fluid com-
pressibility damping coefficient �1, the shear relaxation fre-
quency f�, and the permeability k. The BICSQS shear modu-
lus equation was retained, since it adequately predicts the
high frequency SAX99 wave attenuation data. The frame
compressibility �1 could be eliminated as a free parameter by
use of the elastic relation �2�, however, as in the investiga-
tions of Sec. III, it is left as a free parameter. Gas volume
fractions were computed from the zero-frequency fluid com-
pressibility c	+c1 using the Reuss composite medium model
�13�. Use of the Reuss-Voigt-Hill model instead would
roughly double the value of �. The values for the bulk
modulus of air, Ka, used in the computation of � are shown
in Table VI. They were adjusted for overburden pressure as
follows: For the TY90 measurements, which were made in
beach sand, water depth was taken to be zero. For the
SAX99 measurements a water depth of 18.5 m8 was used.

For the S03 data no water depth information was available
and a depth of 10 m was simply assumed. For all three mea-
surements a representative depth into the sediment of 2 m
was assumed.

Simplex algorithm solutions for the three sediments un-
der consideration are given in Table VI. For the SAX99 data
the lowest-norm solution placed an implausibly sharp reso-
nance at the data point with a frequency of about 400 Hz.
Assigning the damping parameter a value of �1=1, which
was similar to that found for the other two sediments, pro-
duced a solution with norms similar to those of Tables II and
V. Frame compressibility was also assigned since it tended
to drift to implausibly large values. For the TY90 sediment
the shear relaxation frequency was assumed to be f�

=100 kHz. The permeability found for the TY90 data set
�solution TY90a� was less than one-third of the measured
value. Use of the measured value �solution TY90b� still pro-
duced better agreement, as measured by the c- and a-norms,
than the models of Tables II and V. As Fig. 8 indicates, the
bubble resonance model does well in matching the rapid in-
crease in wave speed at about 4 kHz observed in the TY90
data. The free-permeability solution TY90a had slightly bet-
ter agreement than the fixed-permeability solution TY90b
with the data at around 30 kHz. For the SAX99 data the
permeability found was almost in the interval �21,45� �m2

favored by Williams et al.10 The value of permeability found
for the S03 data was similar to the measured permeabilities
of the SAX99 and TY90 sediments. The predictions for wave
speed and attenuation for the SAX99 and S03 sediments are
shown in Fig. 9.

If the bubble resonance model is accorded the same sta-
tus as the BICSQS, that is, its parameters are simply manipu-
lated to obtain agreement with measured data, then it is ar-
guably the best model of those considered. It does as well as
any of the other models for the SAX99 and S03 data sets,
though the improvement in predicting wave speed and at-
tenuation, as measured by the c- and a-norms, is modest at
best. The improvement for the TY90 data is greater, both
quantitatively in terms of the norms and qualitatively in its
ability to predict the rapid rise in wave speed at about 4 kHz.
While there is not currently any theory relating the BICSQS
parameters to other quantities of known magnitude which

TABLE VI. Simplex algorithm solutions for the SAX99, TY90, and S03 data sets for the free-parameter bubble
resonance model. The norm weight was 0.99. The parameters marked with * were those that were manipulated
directly.

Parameter Units SAX99 TY90a TY90b S03

Permeability k �m2 18.8* 4 .6* 17.5 11.0*

Shear relaxation frequency f� kHz 87* 100 100 24*

Frame compressibility �1 GPa−1 33 1.02* 1 .22* 0 .61*

Fluid compression coeff. c	 GPa−1 0 .43* 0 .45* 0 .45* 0 .53*

Bubble resonant frequency fr1 kHz 0.76* 4 .4* 4 .5* 25*

Bubble compression coeff. c1 GPa−1 0 .031* 0 .075* 0 .055* 0 .0076*

Bubble damping coeff. �1 1 1 .04* 0 .85* 0 .58*

Gas bulk modulus Ka MPa 0.453 0.195 0.195 0.355
Gas volume fraction � 
10−6 20 17 14 40
	c	c* 
10−2 0.33 0.50 0.59 0.18
	a	a* 0.23 0.54 0.59 0.16
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would permit its credibility to be examined, there is an ex-
tensive literature on the acoustical properties of a pulsating
bubble �cf. Leighton,28 Brennan29�. Since the Rayleigh-
Plesset equation �A7�, which governs the oscillations of a
bubble in a liquid, is derived for a single spherical bubble in
an unbounded medium, its applicability to bubbles in the
pore fluid of a sediment is not clear, at least if the size of the
bubble is on the order of the dimension of the pore space. It
is nonetheless of interest to see what the Rayleigh-Plesset
theory, says about the plausibility of the bubble resonance
model �15�.

As shown in the Appendix, assuming bubbles of equi-
librium radius REn with gas volume fractions �n, the linear-
ized Rayleigh-Plesset theory does lead to the form �14� as-
sumed by Biot

c* = c	 + �
n=1

N
cn

1 − ��/�rn�2 − i�n��/�rn�
, �16�

with

c	 = Kf
−1�1 − �

n=1

N

�n�, �rn
2 =

6kS + 3kpEREn

� fREn
3 ,

�17�

�n =
4�E�rnREn

6kS + 3kpEREn
, cn =

3�nREn

6kS + 3kpEREn
.

The effective polytropic exponent is given by the formula
�Brennen29�

FIG. 8. The predictions for compres-
sional wave speed and attenuation of
the free-parameter bubble resonance
model for the TY90 data. The param-
eter values are given in Table VI.

FIG. 9. The predictions for compres-
sional wave speed and attenuation of
the free-parameter bubble resonance
model for the SAX99 �top� and S03
�bottom� data. The parameter values
are given in Table VI.
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k = 1
3 Re � ,

� =
3

1 − 3� − 1�i��
i/� coth
i/� − 1� , � =
�G

�RE
,

where �G is the thermal diffusivity of the gas and  is the
ratio of specific heats. The effective viscosity is

�E = �F + �T + �A, �18�

where �F is the viscosity of the surrounding liquid and the
thermal and acoustic components of the effective viscosity
are given by

�A =
�L�2RE

2

4cF
, �T =

PE + 2S/RE

4�
Im � . �19�

While the linearized Rayleigh-Plesset theory does lead
to the form �14� proposed by Biot, the damping parameter �n

is dependent upon the frequency of excitation �=2�fe when
the thermal and acoustic components of effective viscosity
are not negligible. Also all three of the parameters �rn ,�n,
and cn depend upon the effective polytropic exponent k,
which also depends upon �. To explore this further param-
eter values are required. Several gases are observed in
sediments.25 For illustrative purposes the parameters for an
air bubble in water, S=0.07 N/m �Brennen29�, � f

=1000 kg/m3, cf =1500 m/s, �G=2.3
10−5 m2/s, =1.4
�diatomic gas� were assumed. The far-field pressure was
computed as atmospheric pressure plus the overburden pres-
sure of water and sediment. For the TY90 measurements,
which were made in beach sand, water depth was taken to be
zero. For the SAX99 measurements a water depth of
18.5 m8was used. For both measurements a depth into the
sediment of 2 m was assumed. This gave values of PE

=140 kPa and PE=320 kPa for the TY90 and SAX99 sedi-
ments, respectively. Figure 10 �top� plots the damping factor

against the equilibrium bubble radius for the two choices of
PE. The curves labeled � f were computed from �17� using
�E=�F as the effective viscosity. The curves labeled � were
computed using �18� with a frequency of excitation of fe

=10 kHz. As can be seen � and � f agree for bubble radii
RE�1 �m. Using fe�10 kHz extends the range of agree-
ment to larger radii. Since the other parameter with fre-
quency dependence, the polytropic exponent k, is near one in
this range, the coefficients are for practical purposesindepen-
dent of fe and the formula

fr =
�r

2�

1 −

1

2
�2, �20�

can be used to compute the bubble-resonant frequency in the
range fe�10 kHz, RE�1 �m. As Fig. 10 �bottom� shows
the bubble-resonant frequency is then above 1 MHz for all
RE�1 �m. Thus the bubble resonant frequencies of less
than 10 kHz shown in Table VI for the TY90 and SAX99
data are inconsistent with the linearized Rayleigh-Plesset
compressibility operator when the bubble radii are much
smaller than the dimension of the pore space, which based
on the pore size parameters of Tables II and III is in the
10–60 �m range. That the presence of small volume frac-
tions of bubbles in the pore fluid is commonplace is one
of the assumptions of the Chotiros-Isakson model and,
while it has not been verified experimentally, it seems
plausible. The analysis above argues against using a
bubble resonance model as a universal explanation of
rapid changes in wave speed with respect to frequency.

V. AN ALTERNATIVE: DIFFERENT PHYSICAL
EXPLANATIONS

A premise of Chotiros and Isakson’s article11 is that a
single model is needed to explain all of the extant data. The
model must then be able to predict the rapid changes in wave

FIG. 10. Top: The values of the damp-
ing coefficient when only the fluid vis-
cosity is used �� f� and when all three
viscosities are used and the frequency
of excitation was 10 kHz ���. Bottom:
The resonant frequency as calculated
from �20� with �=� f.
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speed with respect to frequency observed in the TY90 data
and also in the SAX99 data, if the two lowest frequency
wave speed measurements are given credence. These two
SAX99 measurements were obtained by different techniques
from each other and from the higher frequency
measurements10 and there seems to be some skepticism con-
cerning them. Figure 1 indicates that if these two measure-
ments are disregarded, then the conventional Biot-Stoll
model, augmented by Chotiros and Isakson’s assumption that
the shear modulus depends linearly on frequency, would do
well at explaining the remaining SAX99 data. The TY90
data would still require explanation, however. Table VII
shows the result of using the simplex method to determine
some of the parameters in the Rayleigh-Plesset version of the
compressibility operator �Eqs. �16� and �17�� for the SAX99,
TY90, and S03 data sets. Since the analysis presented above
indicates that bubble radii on the order of the dimension of
the pore space or larger will be required, the surrounding
medium was assumed to be the sediment, rather than the
pore fluid, and the values used in �17� for the density and
wave speed were those representative of the sediment. Since
there was no obvious value for the viscosity of the sediment,

it was made a free parameter. The values arrived at were
smaller than the viscosity of water, but this presumably is
due to the fact that the thermal and acoustic velocity terms in
�18� dominate, making �F difficult to determine.

As expected from the analysis above, explaining the
rapid ascent of wave speed with respect to frequency in the
SAX99 and TY90 data requires equilibrium bubble radii
much greater than RE=1 �m. For the TY90 data both the
free and fixed permeability solutions arrived at about the
same bubble radius, 0.2 mm. The c- and a-norms were
slightly better than those of the free-parameter bubble reso-
nance model �15� �Table VI� and about one-half the magni-
tude of the norms of the BICSQS for the corresponding case
�Table III�. The predictions for wave speed and attenuation
are shown in Fig. 11. Thus it is a question of whether the
linearized Rayleigh-Plesset compressibility operator is accu-
rate for bubble radii exceeding the estimated dimension of
the pore space and, if so, whether a bubble diameter on the
order of a half a millimeter is plausible. Anderson and
Hampton25 give 0.5–5 mm as the most common range of
bubble diameters in sediments and the value found for the
TY90 sediment is close to the lower end of this range. For

TABLE VII. Simplex algorithm solutions for the SAX99, TY90, and S03 data sets when the linearized
Rayleigh-Plesset compressibility opeartor was used and the sediment was treated as the surrounding fluid. The
parameters marked with * were those that were manipulated directly.

Parameter Units SAX99 TY90a TY90b S03

Permeability k �m2 13* 1 .3* 17.5 3 .7*

Shear relaxation frequency f� kHz 123 100 100 39*

Frame compressibility �1 GPa−1 33 0.82* 1 .4* 0 .69*

Equilibrium bubble radius RE mm 4.5* 0 .18* 0 .17* 1.6
10−5*
Equilibrium pressure PE kPa 320 140 140 240
Viscosity of “fluid” �F kg/m-s �0* 0 .0003* �0* �0*

Sound speed in “fluid” cF m/s 1750 1700 1700 1725
Gas volume fraction � 
10−6 15* 19* 11* 774*

	c	c* 
10−2 0.48 0.47 0.54 0.27
	a	a* 0.34 0.30 0.49 0.23

FIG. 11. The predictions for compres-
sional wave speed and attenuation of
the linearized Rayleigh-Plesset model
for the TY90 data. The parameter val-
ues are given in Table VII.
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the SAX99 data set the bubble radius found was about
5 mm, which is outside of the given range, but not
impossible.25 For the S03 data the simplex method returned a
very small bubble radius, one less than the minimum stable
bubble size of about 1 �m given by Anderson and Hampton.
As can be seen in Table VII the c- and a-norms for the
SAX99 and S03 data sets were no better than the corre-
sponding BICSQS solutions. Thus a bubble “resonance” ex-
planation for the TY90, but not for the SAX99 and S03 data
seems plausible and, if the improvement in agreement with
the data is deemed significant, useful.

If it is accepted that the TY90 data is amenable to a
different explanation, bubble “resonance” perhaps, and the
two lowest frequency measurements of wave speed for the
SAX99 data deemed unreliable, then the following simpli-
fied model merits consideration:

�* = �0 + �1 � �1,

�21�

c* = �1 − ��Kf
−1 + �Ka

−1, �* = Gc�1 − i
�

��
� .

This of course is just the Biot model augmented by Chotiros
and Isakson’s assumptions that the shear modulus has a lin-
ear dependence upon frequency and that, due to the presence
of air bubbles, c*�Kf

−1. Thus, as with the free-parameter

bubble resonance model �15�, it is posited that the squirt flow
mechanism is inconsequential. Table VIII shows some sim-
plex algorithm solutions for the S03 data and the SAX99
data when the two lowest frequency wave speed measure-
ments were disregarded. The predictions for wave speed and
attenuation are shown in Fig. 12. When permeability was a
free parameter the result for the SAX99 data was a solution
with c- and a-norms that were less than one-half the magni-
tude of those for the Buckingham model when the two low-
est frequency wave speed measurements were disregarded.
For both the SAX99 and S03 sediments the lower permeabil-
ity solution had higher shear relaxation frequencies. This cor-
relation is also present in the solutions of Tables II and IV.
This is not to suggest that the correlation is necessarily
physical, however. The frequency domains in which the per-
meability and the shear relaxation are influential overlap and
because of this wave speed and attenuation data alone may
be insufficient to determine them unambiguously.

VI. SUMMARY AND DISCUSSION

If a single model is sought to predict all of the measure-
ments in all three data sets considered above, then Chotiros
and Isakson’s BICSQS is perhaps the most suitable. It is
capable of explaining the large changes in wave speed over

TABLE VIII. Simplex algorithm solutions for the SAX99 and S03 sediment for the simplified model �21�. For
the SAX99 data the two lowest frequency wave speed measurements were disregarded. The parameters marked
with * were those that were manipulated directly. The norms for the Buckingham model for the restricted
SAX99 data were 0.60 and 0.55 for the c- and a-norms, respectively. For the S03 data they were 0.31 and 0.20.

Parameter Units SAX99a SAX99b S03a S03b

Permeability k �m2 8.5* 33 3.7* 20
Shear relaxation frequency f� kHz 100* 68* 39* 20*

Frame compressibility �1 GPa−1 1 .18* 33 0.67* 0 .82*

Gas volume fraction � 
10−6 16* 6 .8* 33* 32*

	c	c* 
10−2 0.27 0.44 0.27 0.37
	a	a* 0.16 0.17 0.23 0.28

FIG. 12. The predictions for compres-
sional wave speed and attenuation of
the simplified model for the SAX99
�top� and S03 �bottom� data. The pa-
rameter values are given in Table VIII.
The solid and dashed lines are the
free- and fixed-permeability solutions,
respectively.
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relatively narrow intervals of frequency clearly observed in
the TY90 data and also in the SAX99 data, if the two lowest
frequency wave speed measurements are deemed reliable.
The rival Buckingham model cannot predict such rapid in-
creases in velocity with respect to frequency.

This conclusion requires qualification:
First, Biot’s free-parameter bubble resonance model �14�

does as well, and arguably better, at explaining the data. The
reason that it is rejected as a general explanation of rapid
changes in wave speed with respect to frequency is that ac-
ceptance of this model would require the denial of the appli-
cability of the linearized Rayleigh-Plesset theory of bubble
oscillations. While the derivation of mathematical models of
complicated physical processes typically entail assumptions
and approximations that might cast doubt on their applicabil-
ity to practically any situation, there seems to be no particu-
lar reason to deny the applicability of the Rayleigh-Plesset
theory when the bubble radii are much smaller than the di-
mension of the pore space. As indicated above the linearized
Rayleigh-Plesset compressibility operator does not predict
resonances in the frequency range in which the apparent
resonances in the data occur unless the bubble radii are larger
than the dimension of the pore space.

Second, the plausibility of the proposed physical mecha-
nisms of the BICSQS, squirt flow and shear drag, has not
been established. All that is really being tested is the math-
ematical form �1� of the frame compressibility and shear
modulus operators. Two instances discussed above, Biot’s
model of fluid-filled cracks and gaps and the Rayleigh-
Plesset version of the bubble resonance model illustrate the
hazards of uncritically accepting equations with several free
parameters. In both cases it was found that the model could
not predict the observed relaxation or resonant frequency un-
less some parameter was given a value that contradicted a
premise of the model. Absent any means to relate the free
parameters in the BICSQS to measurable quantities, it is op-
timistic to assume that the same sort of difficulties will not
arise if such connections are found.

Third, the number of free parameters in the BICSQS
poses practical difficulties. Because of the intersections in
the intervals of frequency in which the various parameters
are influential, it is likely that two or more combinations of
parameter values will produce approximately the same
agreement with the data. This is illustrated by the BICSQS
solutions S1 and S2 of Tables II and IV for the SAX99 and
S03 data sets, respectively. It is noteworthy that if both the
acoustic permeability hypothesis and the applicability of the
elastic relation �2� are denied, then this difficulty diminishes.
The parameter sets Table II: S1, Table V: TY90, and Table
V: S03 then become the best BICSQS solutions for the
SAX99, TY90, and S03 data, respectively, if it is assumed
that the permeability of the S03 sediment is similar to that of
the other two.

An alternative to seeking a model capable of explaining
all of the data in all three of the data sets considered is to
conjecture that the TY90 data may require different explana-
tion and to disregard the two lowest frequency wave speed
measurements in the SAX99 data set. Bubble “resonance” is
a candidate explanation for the TY90 data, but a speculative

one. Be that as it may, this partition of the data sets admits a
simpler model consisting of the Biot model augmented by
Chotiros and Isakson’s hypotheses that air bubbles may be
present in the pore fluid, and the shear modulus depends
linearly on frequency.

If the suggested partition of the data is accepted, then the
much simpler Buckingham model becomes more competi-
tive. Its predictions fit the S03 data about as well as any other
model considered above. It is then a question of whether the
SAX99 data in the 1–10 kHz range, all of which was ob-
tained with chirp sonar measurements,10 is reliable and fa-
vors the Biot model sufficiently to justify its added complex-
ity and the difficulty in determining its parameters. The
SAX04 exercise may shed light here.
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APPENDIX: DERIVATION OF THE COMPRESSIBILITY
OPERATOR FROM THE RAYLEIGH-PLESSET
EQUATION

To derive a compressibility operator from the Rayleigh-
Plesset equation take as a starting point the Reuss model for
a composite medium

c* = Kf
−1�1 − �� + �

n=1

N

KRn
−1�n, �A1�

where the �n is the gas volume fraction corresponding to
bubbles of radius Rn and �=�n=1

N �n. The bulk modulus for a
bubble is

KR = −
�pb

�Vb/Vb
, �A2�

where pb is the pressure in the bubble and Vb is its volume.
According to the generalized Rayleigh-Plesset equation29

pb = p	 + � f�R
d2R

dt2 +
3

2
�dR

dt
�2

+ 4
�

� fR

dR

dt
+ 2

S

� fR
� ,

�A3�

where R is the radius of the bubble, S is its surface tension,
p	 is pressure in the fluid far away from the bubble, � f is the
density of the fluid and � is its viscosity. The changes over
one-quarter of a cycle of the oscillation are

�pb = pb� �

2�
� − pb�0�, �Vb = Vb� �

2�
� − Vb�0� . �A4�

To linearize the bulk modulus KR assume

p	 = pE − pAe−i�t, R = RE�1 + �e−i�t� , �A5�

where ��1. Substituting �A5� into �A3�, then into �A4� and
finally into �A2�, gives upon expansion in powers of �
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Since ��1, only the RE
−1 terms, which might be large for

small radii bubbles, in the O��0� term need be retained. Thus
the linearized bulk modulus for a bubble is

KR =
1

3�
pA +

2

3

S

RE
. �A6�

By virtue of the RE
−1 term, this expression is slightly different

from that arrived at by Leighton �A7� by similar consider-
ations.

The radius of an air bubble is governed by the Rayleigh-
Plesset equation

R
d2R

dt2 +
3

2
�dR

dt
�2

+ 4
�

� fR

dR

dt
+ 2

S

� fR
−

PGE

� f
�RE

R
�3k

= −
p	

� f
,

�A7�

where RE is the equilibrium radius, PGE is the equilibrium
partial gas pressure, and kp is polytropic exponent. Vapor
pressure in the bubble has been neglected.

Again assuming �A5� where ��1, gives, upon neglect-
ing powers of �2 and higher, and utilizing the equilibrium
condition

PGE = 2
S

RE
+ pE,

leads to the equation

���� =
pARE

2�3k − 1�S + 3kpERE − 4i�RE� − �2� fRE
3 .

Substitution of this expression into �A6� and the result into
�A1� gives �16� with the coefficients determined by �17�.
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Observations of polarized seismoacoustic T waves
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Rhett Butler
University of Hawaii at Manoa, 1680 East West Road, Honolulu, Hawaii 96822 and
The IRIS Consortium, 1200 New York Avenue NW, Washington, DC 20005

�Received 8 April 2004; revised 16 August 2006; accepted 19 August 2006�

Combined seismic and hydrophone observations show that the traditional T wave propagates as a
seismoacoustic polarized interface wave �Ti� coupled to the seafloor. Seismoacoustic Ti waves
propagating at the sound speed of water are routinely observed over megameter distances at the deep
�4979 m� seafloor Hawaii-2 Observatory �H2O� between Hawaii and California, even though the
seafloor site is within a shadow zone for acoustic wave propagation. Ti has also been observed on
seismometers 225 km SSW of Oahu at the OSN1 site at the seafloor and within an ODP borehole
into the basalt basement. Analyses of timing, apparent velocity, energy, and polarization of these
interface waves are presented. At low frequency ���5 Hz� Ti propagates dominantly in the
sediments and is consistent with higher-mode Rayleigh waves. At higher frequencies the observed
Ti waves dominantly propagate acoustically with characteristics suggesting local scattering. The
observation of Ti from an earthquake in Guatemala at OSN1, whose path is blocked by the Island
of Hawaii, is consistent with scattering from the vicinity of the Cross Seamount. © 2006 Acoustical
Society of America. �DOI: 10.1121/1.2354066�

PACS number�s�: 43.30.Ma, 43.30.Qd, 43.35.Pt �ADP� Pages: 3599–3606

I. INTRODUCTION

T waves generated by earthquakes propagate acousti-
cally for great distances in the ocean. They are routinely used
for monitoring oceanic earthquake locations �e.g., Fox et al.,
2001� and for nuclear treaty monitoring using a combination
of hydrophone arrays and seismic stations on islands �e.g.,
Okal, 2001�. Although the Hawaii-2 Observatory �H2O�
�Butler et al., 2000, 2004� between Hawaii and California at
4979-m depth lies nearly a kilometer below the conjugate
depth of the SOFAR channel, interface T waves �Ti� are ob-
served �Fig. 1� from circum-Pacific earthquakes at thousands
of kilometers, propagating as coupled higher mode Rayleigh
waves at the seismoacoustic boundary at the seafloor �Butler
and Lomnitz, 2002�. Although Ti waves at H2O typically
have frequencies up to about 35 Hz, energy up to 80 Hz has
been observed. Acoustic arrivals at hydrophones near the
H2O site on the seafloor in the shadow zone below the con-
jugate depth, which have been observed by the Acoustic
Thermometry of Ocean Climate experiment �ATOC� from
acoustic sources �75 Hz� at megameter distances, remain un-
explained �Dushaw et al., 1999�. Seismoacoustic Ti has also
been observed below the conjugate depth at the OSN1 site
225 km SSW of Oahu, on a seismometer buried in the sedi-
ments at the seafloor at 4400-m depth, and by a borehole
seismometer emplaced below the sediment-basalt interface
242.5 m below the seafloor from earthquakes 300 km distant
in Hawaii and 7270 km distant near Guatemala �Butler,
2001�.

The observational study presented in this paper uses ap-
parent velocity, seismoacoustic energy partitioning, and po-
larization analyses of H2O and OSN1 data to characterize Ti
wave observations at the seafloor.

II. OBSERVATIONS

A. H2O

The sound speed at the axis of the SOFAR channel is
about 1.48 km/s, whereas at the seafloor at H2O the speed is
about 1.54 km/s �Levitus et al., 1994; Levitus and Boyer,
1994; Dushaw, 1999�. Oceanic earthquakes often lack local
epicentral control and the trade-offs between origin time,
depth, and location create large uncertainty in estimating ap-
parent velocity of the T waves to this precision. However,
since this velocity uncertainty decreases with distance, the
most distant earthquakes can be used to discriminate the ap-
parent velocity �Fig. 2�. The Ti waves from events over
5000 km northwest of H2O and over 9000 km south of H2O
arrive with apparent velocities of about 1.48 to 1.49 km/s.
Acoustic wave propagation modeling of the most distant
event using a standard Pacific ocean acoustic and bathymet-
ric model predicts arrivals in the SOFAR channel at these
corresponding arrival times, but not at the depth of H2O
�Dushaw, personal communication, 2002�. This circumstan-
tial evidence indicates that the Ti arrivals at H2O travel in or
coupled with the SOFAR channel.

The seismoacoustic Ti wave arrivals are recorded on
both a seismometer, buried about 0.5 m in the seafloor, and
on a hydrophone located about 0.5 m above the seafloor. The
partitioning of energy above and below the seafloor interface
is diagnostic of the propagation mode of the Ti waves �Fig.
3�. The horizontal components of seismic motion are rotated
into radial and transverse direction with respect to the great
circle from the source. The seismoacoustic modal structure
observed by Butler and Lomnitz �2002� is clearly evident.
Both for these two distant events and for closer events ana-
lyzed, the energy on the hydrophone channel is greater than
the sum of the three-component seismic channels at frequen-
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cies above about 5 Hz. Below 5 Hz, the energy on the radial
component of the seismometer dominates for all earthquakes
observed. Strong polarization is characteristic of Ti waves at
frequencies �5 Hz observed at H2O �Fig. 4� with dominant
motion in the radial direction dipping �2° downward and
away from the earthquake source. Thus, whereas below
about 5 Hz, the energy of the Ti wave is dominantly in the
seafloor, above 5 Hz there is more energy propagating acous-
tically in the water. Since the sound speed of water near the
seafloor of the H2O site is much greater �1.54 km/s�, the
dominance of acoustic energy above 5 Hz traveling with an
apparent velocity at 1.48–1.49 km/s suggests that this en-
ergy is being scattered from the SOFAR channel to the sea-
floor, where it locally couples to seismoacoustic modes.

Without benefit from a spatial array of sensors, a single
hydrophone provides no information on the directionality of
a propagating wave. However, the seismometer provides in-
direct indication of the directionality of acoustic particle ve-
locity through the polarization of the coupled seismic wave
field. By examining the seismic polarization of specific seis-
moacoustic modes �Fig. 5�, we can infer properties of the
acoustic propagation. The propagation of low-frequency
��5 Hz� Ti waves as higher-order Rayleigh waves is clearly
indicated by the prograde and retrograde elliptical particle
motion in the sagittal plane �radial-vertical�. The mode
propagates at an angle of about 2° from horizontal �down
and away from the source�, and within 4° of azimuth of the
great circle axis. At higher frequencies the seismoacoustic
modes display a wider range of polarization characteristics.
At times some of the modes �Fig. 5� show a nearly rectilinear

pattern characteristic of a body wave being scattered from
above at large angles ��30° from the horizontal�. Other
modes sometimes display elliptical motion, indicating modal
coupling, along an axis at greater angle to the horizontal �5°
to 45°� than exhibited by the low-frequency modes that
propagate dominantly in the seafloor. These characteristics
vary temporally within a given mode. Both the dominant
polarization angle and range of angles increase with fre-
quency for observed Ti modes from earthquakes at widely
varying distances and azimuths to H2O �Fig. 6�. The azimuth
of propagation varies as well �not shown�, with both near
radial and wide angles ��30° � to radial.

Scatter may be expected from the sediment-basalt inter-
face at �30 m below the H2O sensors, as well as from
rough bathymetry. Observations of three nanoearthquakes
�M �0� located 3.7 km from the H2O site show simple
waveforms not congruent with a strongly heterogeneous lo-
cal structure �Butler, 2003�; e.g., there are unambiguous ob-
servations of polarized birefringence of 15-Hz shear waves
and radial polarization of compressional waves. Although the
local receiver structure plays a significant role in the polar-
ization angle, the observed variability of polarization charac-
teristics for events at nearly the same time, range, and azi-
muth �e.g., the Ti mode at �10.7 Hz in Fig. 6� suggests this
cannot be the sole factor. The seafloor at the H2O site is very
flat and varies by tens of meters over kilometer ranges. Al-
though there are abyssal hills less than 500 m above the

FIG. 1. T waves are the most energetic arrivals at frequencies greater than
1 Hz on the hydrophone and the buried seafloor seismometer at the H2O
site, and have been observed from events at distances of nearly 10 000 km.
T waves have also been observed at the OSN1 site, both on the buried
seafloor seismometer and on the borehole seismometer 245 m below the
seafloor beneath the sediment-basalt interface. Locations of earthquakes dis-
cussed herein and by Butler and Lomnitz �2002� are plotted, which are a
subset of dozens of events analyzed.

FIG. 2. T waves recorded on the seismometer and hydrophone at H2O have
an apparent velocity of about 1.48 km/s, corresponding with the velocity
near the axis of the SOFAR channel 4 km above the seafloor site. �above�
An earthquake �magnitude Mw=6.7� on the South Pacific Ridge at 9400 km
on 8 August 2001. Uncertainty of apparent velocity is estimated from epi-
central uncertainty. �below� An earthquake �Mw=6.5� near the coast of Ka-
mchatka at a distance of 5440 km on 8 October 2001. Radial components
are shown in successively high-pass filtered in three stages plotted overlap-
ping �black, white, then black, respectively, for low, intermediate, and high-
est frequency filter bands� for direct comparison of amplitude and time. The
hydrophone is high-pass filtered at 5 Hz. The seismic wave field is polar-
ized, and only the largest component, radial, is shown.
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seafloor at 30 km southwest of the H2O site, most of the
seafloor in an area �5000 km2 around the site varies by less
than 100 m from the H2O depth �see sonar scan in Butler
�2003��. It is difficult to reconcile the observed dominance of
acoustic energy in higher frequency ��5 Hz� Ti wave arriv-
als from the scattering of seismic energy at and within the
seafloor.

B. OSN1

The OSN1 pilot experiment �Collins et al., 2001;
Stephen et al., 2003� simultaneously recorded seismometers

deployed on the seafloor, shallow buried in the sediments,
and below the sediment-basalt interface during a 6-month
period in early 1998 �Fig. 1�. No hydrophone was deployed.
Observations of Ti at both the OSN1B and OSN1 vertical
sensors from a Guatemala earthquake are shown in Fig. 7.
These arrivals are clearly discernible only when the data are
high-pass �5 Hz� filtered. Given the 20 sps sampling and an-
tialiasing filters on the data streams, the effective bandwidth
of the OSN1 signal is only from 5 to 7 Hz. The signal-to-
noise ratio �SNR� of the data on the OSN1B buried seis-
mometer is substantial and comparable to H2O observations.

FIG. 3. �Color� Spectragrams plot energy versus fre-
quency and time corresponding to the two events in Fig.
2. The four plots �left to right� show the hydrophone
�H�, and seismic radial �R�, vertical �Z�, and tangential
�T� components of motion, respectively, all at the same
scale for a given event. For the Kamchatka event and
for all other earthquakes less distant from H2O, at fre-
quencies below about 5 Hz the total energy on the seis-
mic components buried 0.5 m within the seafloor sedi-
ment is greater than observed on the hydrophone
located in the water 0.5 m above the seafloor. For the
most distant event on the Pacific-Antarctic Ridge, no
substantial hydrophone arrival is observed at low fre-
quency ��5 Hz� above the background noise. All earth-
quakes observed have greater power at higher frequen-
cies ��5 Hz� in the hydrophone signal than on the
seismic components. The banded structure in the traces
is indicative of modal coupling to the seafloor sedi-
ments.

FIG. 4. Ti observed from the 8 October 2001 earthquake �Fig. 1� near Kamchatka shows strong radial polarization on the Guralp seismometer buried in
sediments. Acceleration records are normalized for instrument response, high pass filtered at 5 Hz. The left figure is vertical and radial motion, and the right
figure is radial and tangential. Both are at the same scale for direct comparison. Positive radial is toward the source, positive tangential is +90° clockwise from
the radial. Dotted lines show the least-squares fitting line, computed iteratively without assuming either axis as the dependent or independent variable.
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Although the SNR for Ti on the OSN1 borehole seismometer
is only about 2:1, the Ti wave arrives with no appreciable
difference in time from its counterpart at the seafloor 242 m
above.

Polarization of Ti is observed both on the shallow-buried

OSN1B and the OSN1 borehole sensor from nearby, small
�M =4� Hawaii Island earthquakes �Butler, 2001�. The Ti ob-
served on the OSN1B shallow-buried sensor shares charac-
teristics with its H2O counterpart. The energy is horizontally
polarized, dominantly radial, and inclined �5° from the
horizontal dipping downward and away from the source.
However, the OSN1 borehole sensor indicates a different Ti
polarization character—the energy is dominantly in the sag-
ittal plane and vertically polarized. The Ti wave from the
Guatemala earthquake shares this characteristic �Fig. 8�.

The propagation path of Ti from the Guatemala earth-
quake to OSN1 presents an interesting puzzle, as shown in
Fig. 9. The Island of Hawaii lies directly in the middle of the
great circle propagation path. It is well known that islands
may effectively block the propagation of SOFAR T waves.
However, it is evident that Ti may still be observed at and
beneath the seafloor of OSN1. The travel times of the T
waves offer one clue, as shown in Fig. 10. The OSN1 obser-

FIG. 5. Examples of Ti polarization observations in the sagittal plane are
shown for three frequency bands from events shown in Figs. 1 and 2. Gauss-
ian band-pass filters were used with filter parameters, fc±� Hz, noted above
each subplot, where fc is the center frequency and � is the characteristic
width of the Gaussian. The upper and lower examples are from the earth-
quake near Kamchatka, whereas the middle example is from the Pacific-
Antarctic Ridge earthquake. The lowest frequency is polarized within 1° of
horizontal and displays elliptical particle motion characteristic of seismoa-
coustic coupled Rayleigh waves. Higher frequency bands display a wide
range of steeper polarization angles, and both rectilinear and elliptical par-
ticle motions characteristic of acoustic energy from the upper ocean being
scattered incident upon and coupling to the seafloor. The middle and upper
observations show average polarizations at 9.5° and 40.9°, respectively,
from horizontal. Note that the scales for the three subplots differ.

FIG. 6. The sagittal polarization �radial-vertical� angles of individual Ti
modes are shown as a function of frequency for four earthquakes. Positive
angle is down and radially away from the source. The Pacific-Antarctic
Ridge and first near-Kamchatka events are shown in earlier figures. The
second event near Kamchatka �Mw=6.4� occurred 6 min after the first and
at the same location �distance and azimuth within 0.02% of first event from
H2O�. The Blanco Fracture Zone earthquake �Mw=6.2� on 2 June 2000
occurred at a distance of 2130 km northeast of H2O. Low-frequency modes
��5 Hz� have near radial orientation whereas higher frequencies ��5 Hz�
show increasingly steeper angles and greater scatter. A symbol is plotted at
the polarization of the maximum energy, whereas the vertical line spans the
range of polarizations observed for the mode. Small variations in frequen-
cies of individual modes are observed between events. Note the polarization
variation of Ti mode at 10.7 Hz between the first and second earthquakes
near Kamchatka, which have almost identical paths.

3602 J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Rhett Butler: Observations of polarized seismoacoustic T waves



vation arrives about 30 s late relative to island stations.
Hence, it may be deduced that it did not travel through the
island of Hawaii �since conversion and transmission partly as
a compressional P wave within the island would result as a
faster, early arrival�. About 10 s of the observed apparent
delay for OSN1 may be accounted from T-to-P conversion
for the island stations.

The key to unraveling the observation of Ti from the
Guatemala earthquake at OSN1 lies in polarization analysis
of the OSN1B buried sensor �Fig. 11�, which displays a
dominant polarization direction along in the azimuth
135.5° ±180°. Rotating the coordinate frame along this azi-
muth and viewing the polarization with respect to the vertical
component of motion, the horizontal polarization again

dominates over the vertical motion with the direction of po-
larization inclined at about 3° from the horizontal, consistent
with H2O observations in general and OSN1B observations
from Hawaii earthquakes. If an apparent propagation direc-
tion from southeast to northwest is selected, then the orien-
tation of the motion in this apparent sagittal plane is consis-
tent with the other polarization observations, i.e., down and
away from the apparent source.

South of Hawaii there are a number of seamounts that
intersect the SOFAR channel which lie near the apparent
azimuth of the OSN1 Ti observation from the Guatemala
earthquake �Fig. 9�. The Cross Seamount �18°43’N,
158°17’W�, which rises into the SOFAR channel within
500 m of the sea surface, fits the approximate timing

FIG. 7. Ti is observed from an earth-
quake near Guatemala on the OSN1
borehole seismometer 245 m below
the OSN1B seafloor-buried sensor.
Data from a seismometer sitting on the
seafloor �OSN1S�, which also clearly
observed Ti, are not shown. Data have
limited bandwidth due to 20 sps sam-
pling. The vertical-component records
shown are not corrected for instrument
response—digital amplitude counts
are nominal. The Ti amplitude �veloc-
ity response� on OSN1 is about 30%
of OSN1B. Although many Ti are ob-
served from local Hawaii events dur-
ing the 6-month Ocean Seismic Net-
work �OSN� Pilot Experiment, this is
the only circum-Pacific event seen.

FIG. 8. Observation of vertically po-
larized Ti from the Guatemala earth-
quake on the vertical and horizontal
components of OSN1 borehole sensor,
high-pass filtered at 5 Hz. Horizontal
components have been rotated into or-
thogonal azimuths determined from
OSN1B sensor polarization �Fig. 11�
and normalized to the vertical �BHZ�
instrument response.
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�+23 s�, but it is also possible that the observed Ti signal at
OSN1 is due to scattering contributions from several sea-
mounts. Reviewing the seismic recording observed on Kauai
from this Guatemala earthquake, there is a clear, distinct sec-
ondary arrival observed 77 s following the main T wave. The
relative timing of this secondary arrival is consistent with
scattering from the vicinity of the Cross Seamount, and cor-
roborates this interpretation of the OSN1 data.

III. DISCUSSION

A. Interface modes

The energy distribution and polarization characteristics
of the low-frequency ���5 Hz� component of the Ti ob-
served at H2O are consistent with Butler and Lomnitz
�2002�, who interpreted the seismoacoustic modes as energy
trapped near the sediment-water interface by the low shear

wave velocity of sediments. Analogous Rayleigh modes have
been observed at the air-soil interface �e.g., Langston, 2004�.
Butler �2003� observed at the H2O site average shear wave
velocities of 97 m/s in the sediment cover and about
1.5 km/s in the basalt basement. Hence, another possible
interpretation for the observed seismoacoustic modes is that
they are Scholte waves �fluid-solid interface Rayleigh waves�
traveling at velocities just below the shear wave speed of the
basalt basement, comparable to the sound speed of water.

The vertical polarization of Ti is a characteristic ob-
served on the OSN1 borehole seismometer located in the
basalt both from nearby Hawaii earthquakes and the distant
Guatemala earthquake. For the seafloor-buried sensors at
H2O and OSN1, the radial component dominates in the sedi-
ments. Crossing the sediment-basalt interface, the sagittal
polarization of Ti rotates from radial to vertical. This is con-
sistent with Ti propagation in the basalt layer as an evanes-
cent mode balancing the vertical momentum of shallow-
angle, postcritically reflecting waves propagating above the
sediment-basalt interface �e.g., Sykes and Oliver, 1964�.

B. Scattering

The OSN1 Ti observation from the Guatemala earth-
quake appears to be due the scattering from nearby sea-
mounts �e.g., Johnson et al., 1968�. However, the limited
data and the lack of a hydrophone do not permit a more
detailed analysis about the nature of the scattering. For ex-
ample, is the scattered energy dominantly in the water col-
umn, or has it propagated from the seamount as an interface
wave �Butler and Lomnitz, 2002�? Seamount scattering can-
not explain the H2O Ti observations. The marked consis-
tency of the observed horizontal polarization within a few
degrees of the back-azimuth to the earthquake source for all
events observed cannot be mimicked by a plausible distribu-
tion of seamount scatters.

Shadow zone arrivals �Spiesberger and Tappert, 1996�
have been observed at a hydrophone array near the H2O site
and at several other deep arrays in both the Atlantic and

FIG. 9. The great circle paths �yellow�
from the Guatemala Earthquake to
OSN1 and Hawaiian Islands seismic
stations are shown. The apparent great
circle to OSN1 is blocked by the Is-
land of Hawaii. The apparent propaga-
tion direction of Ti derived from polar-
ization analysis �Fig. 12� is shown as
the red line. The green lines indicate
propagation delays for paths scattered
from seamounts to the southeast.

FIG. 10. The travel times of T waves are plotted for the sites in Fig. 9. The
travel time corresponds to the maximum of the low-pass filtered envelope of
the respective T wave. Note that the OSN1 arrival is delayed by about 30 s
relative to the Hawaiian Island observations: Pelenet sites �Wolfe et al.,
2002� and the GSN station KIP on Oahu �Butler et al., 2004�.
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Pacific by Dushaw et al. �1999�, who state “To date, no
known mechanism, e.g., diffraction leakage from caustics or
diffusion of acoustic energy by internal wave scattering, can
explain the extreme diffusion of acoustic energy that must be
occurring.” Thermohaline fine structure �i.e., spice; Munk,
1981� has been observed near the H2O site from a physical
oceanographic survey in early 1997 �Rudnick and Ferrari,
1999; Ferrari and Rudnick, 2000�. Dzieciuch et al. �2004�
present a thorough analysis of the 1997 Spice Experiment
data set, separating internal wave and spice contributions.
Numerical simulations of acoustic propagation through the
structure do not indicate substantial penetration of acoustic
energy into the shadow zone �M. Dzieciuch, personal com-
munication, 2003�.

The preponderance of acoustic energy observed at
higher frequencies ��5 Hz� at H2O and the variability and
character of the observed polarization of seismoacoustically
coupled waves, together with apparent velocities appropriate
for the SOFAR channel, suggest that local acoustic scatter
near the H2O site may have a role in the observations. How-
ever, no specific mechanism is indicated from the data.

IV. CONCLUSIONS

The combination of a hydrophone above the sea floor
with broadband seismic instrumentation within the sediments
and in the basalt beneath the seafloor provide new observa-
tional constraints on the polarization, energy distribution,
and apparent velocity for T wave propagation near the seaf-
loor. Seismoacoustic, interface Ti waves are routinely ob-
served at the H2O and OSN sites, below the conjugate depth

of the SOFAR channel. Ti waves have been routinely ob-
served on a borehole seismometer in the basement 242 m
below the seafloor. The seismoacoustic energy propagates
dominantly within the seafloor at low ��5 Hz� frequencies,
and the energy distribution and polarization characteristics
indicate higher-mode Rayleigh/Scholte wave propagation.
Scattering from a nearby seamount has been observed at
OSN1. At frequencies above 5 Hz the energy distribution,
apparent velocity, and polarization characteristics of Ti sug-
gest a contribution from acoustic scattering processes. De-
tailed phase and group velocity measurements from a hori-
zontal seismoacoustic array, collocated with a borehole
seismometer in the seafloor basement and a vertical hydro-
phone array throughout the water column, would aid sub-
stantially in understanding the nature and propagation of
these seismoacoustic modes.
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Acoustic time series data were collected in a shallow, hard bottom lake environment located in
central Texas using both short range �2 m� implosive data, obtained with the source and a single
hydrophone located near mid-depth in the waveguide, along with longer range implosive and
explosive data from a near surface source to a bottom mounted hydrophone. Matched field
inversions using simulated annealing were performed with a ray trace plus complex plane wave
reflection coefficient forward propagation model that was validated in previous work. Isolating
bottom interacting paths to perform the inversions is shown to be essential to reduce parameter
uncertainties in the hard bottom environment and enables a systematic approach to the inversions
which establishes the number of layers needed to represent the lake environment. Measured
transmission loss data from a towed source were compared through a RMS error analysis to
modeled transmission loss, constructed with the parameters from inversions of data from several
source types, to further establish the validity of the inversion approach for this environment.
Geoacoustic parameters obtained by inversions of short range, low frequency impulsive data are
used to predict transmission loss at longer ranges and higher frequencies. The range dependence of
the global minimum is discussed. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2361181�

PACS number�s�: 43.30.Pc, 43.30.Cq �AIT� Pages: 3607–3626

I. INTRODUCTION

The purpose of this study was to determine what geoa-
coustic information can be obtained in an extremely limited,
highly controlled experiment in a very shallow hard bottom
environment. A systematic approach is presented to obtain
unique geoacoustic parameters by adjusting the number of
layers in the sediment representation. Separating the bottom
interacting energy from the total received energy, prior to
performing the inversions, facilitates a substantial reduction
in parameter uncertainties. This paper presents details of the
approach to achieve this objective.

Geoacoustic inversion experiments performed in real
ocean environments often require expensive resources and
can involve computationally intensive calculations. For in-
stance, horizontal moored or towed line arrays and vertical
line arrays have all been used in shallow water experiments
and involve complicated setups.1–6 The types of sources and
data used in previous experiments include implosive
sources,7,8 explosive sources,9,10 source tows,11 transmission
loss �TL� measurements from towed sources,12–14 and ship
noise.15–17 To decrease the computation required to perform
inversions some recent works in shallow water environments
have attempted to utilize limited data and more rapid analy-
sis by using single hydrophone measurement techniques.18,19

For the inversions in Ref. 19, for example, the forward
model contained only single bounce ray path information for
comparison to measured data, thus decreasing the required
computational effort.

There are several other significant findings emphasized
in this work. First, the analysis presented here demonstrates

that the parameters obtained from the inversion of short
range �2 m� implosive data in a hard bottom environment
can model the long range TL as accurately as model predic-
tions based on parameter values obtained from inversions
with longer range data. Second, it is demonstrated that for
shallow environments such as the one described in this ex-
periment and for longer range sources, separation of the sur-
face and direct paths was not necessary to obtain valid pa-
rameter values from the inversions of the longer range source
data. Third, the parameters obtained from the inversions at
short ranges and low frequencies can be used to model TL
which accurately predicts measured TL data at much longer
ranges and higher frequencies. One additional underlying
theme in this work is that at relatively low frequencies a fluid
model description can be used to represent a hard bottom
environment.

The development of this approach was a result of several
important factors including the type of environment, the
source data, the received data selection, and the model. De-
tailed discussions of each of these elements are given in Sec.
II to support the systematic inversion approach presented in
Sec. III. A synopsis here will introduce some of these points.

The type of environment used to perform the inversions
was important for several reasons. First, acoustic propagation
data were collected at the Lake Travis Test Station �LTTS�
located on Lake Travis, approximately 12 miles west of Aus-
tin, TX. The LTTS is maintained and operated by The Ap-
plied Research Laboratories: The University of Texas at Aus-
tin �ARL:UT�. Second, the lake facility provides an
opportunity to perform approximately range-independent ex-
periments out to ranges of approximately 40 water depths
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and provides an excellent environment to test experimental
setups and inversion analysis techniques prior to deployment
in a real ocean environment �particularly shallow water�.
Third, the temporal stability of this lake environment offers
an advantage over performing experiments in typical ocean
environments where additional variables such as ocean inter-
nal waves, noise sources, and atmospheric conditions can
limit the ability to reproduce measurements at different
times. More specifically, this advantage permits experimental
data collected in different years, but at the same time of year
to be used collectively in order to infer the bottom charac-
teristics of this environment.

Ocean environments considered thus far have varied
from soft to moderately hard sediment types; however, there
exists few inversion datasets from environments with hard
bottom types, such as areas where the top sediment has been
swept away by strong currents, leaving only a gravel or
gravel-sand mixture where sound speed ratios at the water
sediment interface can be as high as 1.2 or greater.20 Ex-
amples of these hard shallow environments can be found
throughout the world. For instance, the coast of Nova Scotia
contains gravel-sand mixtures out to several kilometers from
the coast.21 Also, a thin hard layer overlying sand was found
to exist approximately 70 m east of Jacksonville, Florida.8

Single hydrophone data were obtained for a variety of
source-receiver geometries. The analysis presents for the first
time a complete study involving three source types in the
same experimental analysis. Useful data were collected from
implosive, explosive, and continuous tonal sources during
the summers of 2000 and 2001 in a shallow water lake en-
vironment where ground truth geoacoustic data exist.

Previous work has assumed independent knowledge of
the source spectrum.7,8,14 In this analysis the source spectrum
is extracted from the received time series used in the inver-
sion.

Measured TL is reported for a wide band of continuous
wave �CW� tonals obtained from a J-9 source.22 The param-
eters obtained from the inversions of the impulsive data were
used to model TL at several frequencies ranging from 257 to
1000 Hz to independently validate the solutions obtained
from the inversions. TL predictions generated with models
using accurate parameter values obtained from geoacoustic
inversions can provide valuable propagation information.

Inversions thus far have employed relatively long
source-receiver separations. That approach was applied in
this analysis as well with both implosive and explosive
sources; however, important geoacoustic information was
also extracted from inversions of data collected at the ex-
tremely short �2 m� source-receiver separations with implo-
sive sources and the values of these parameters will be com-
pared to values obtained from longer range source data
inversions. Placing the source and receiver at positions in the
middle of the water-column for the shorter range implosive
data enables the separation of the paths of the receiver arriv-
als into direct, surface reflected, and bottom reflected com-
ponents allowing a ray description of the propagation to pro-
vide a direct correspondence to the measured data.

Recent inversion studies have dealt with sources operat-
ing at depths where the direct path contribution to the source

spectrum is easily separated from other paths, such as the
surface reflected path.7,8 In this paper a unique aspect is that
the source depths were very near the surface except for the
short range implosive sources. As a result the direct path and
surface reflected arrivals were not separable for the longer
range sources. Instead, the source waveforms were extracted
by separating the initial arrival from the subsequent bottom
interacting arrivals. From the time segment with just the ini-
tial arrival it is possible to construct an effective source spec-
trum called the direct plus surface reflected �DSR� spectrum,
since it consists of both a direct path and a surface reflected
path. This is another unique aspect of this work in that the
source spectra are extracted from the received time series
used in the inversion rather than requiring separate measure-
ments of the source spectrum.

For this environment, the direct and surface reflected
paths dominate the propagation, especially for the short
range data. In addition, limited penetration in the sediment
was found for this test site. The combination of these factors
produced broad minima in the geoacoustic parameter distri-
butions. This result led to the systematic inversion approach
whereby the direct and surface reflected paths were excluded
prior to the inversions to reduce the parameter uncertainties
and to determine the layers needed for the bottom represen-
tation. Note that the direct and surface reflected paths are
needed in order to obtain the source range and source depth.

Many propagation models, applied to both real and syn-
thetic geacoustic inversion data, have been presented.23–30

Other models have been successfully applied to benchmark
problems.31 Choosing an appropriate forward model to
search for inverted parameters requires consideration, and a
thorough evaluation of the model must be obtained under a
variety of conditions to understand the accuracy and limita-
tion of the given model. The inversions presented here were
performed by matching the measured data with the calcu-
lated field from a hybrid ray trace plus plane wave reflection
coefficient �PWRC� model which was previously applied to
three test cases for the Inversion Technology �IT� workshop
held in May 2001.30 The PWRC method was recently ap-
plied to a range-dependent shallow-water ocean
environment.8 The PWRC method is highly versatile and can
accommodate reflection coefficients from any bottom model.
A ray-based approach can provide insight into the data ar-
rival structure as well, and permits the separation of the dif-
ferent arrivals, which is essential to the determination of the
geoacoustic parameter values with minimal uncertainty from
the inversions.

The inversion method is presented in Sec. II. Sections
II A and II B contains a description of the experimental
setup. A discussion of estimating the source spectrum from
the DSR spectrum is presented in Sec. II C, and more details
of the accuracy of this technique are presented in Appendix
A. Analyses of the inversion results for the short range im-
plosive source, the longer range explosive sources, and the
longer range implosive sources are presented in Secs.
II D–II F, respectively. Section II G gives a summary of the
solutions obtained by the inversions presented in Secs.
II D–II F. A brief discussion of the source data SNR is also
given in Sec. II G, with a quantitative discussion presented in
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Appendix B. The sound speed at the top of the first layer is
discussed in detail in Sec. II G, and other important first and
second layer parameters are discussed in Appendix C.

Section III gives the systematic approach to characterize
the uncertainty of the geoacoustic inversions.32–36 The ap-
proach is to start the inversions with a half-space model and
then bootstrapping each successive inversion by adding an
underlying layer to determine the validity of using a particu-
lar number of layers. Here, the number of sediment layers
that overlie a half-space is specified in a model. This tech-
nique was also used for inversions of data with only bottom
interacting arrivals. Section III A presents the extraction
method whereby the direct and surface reflected paths are
excluded from the inversions. Section III B gives the proce-
dure to minimize the parameter uncertainty. Eliminating the
direct and surface reflected paths provides better sensitivity
to the bottom structure.

Section IV presents the measured and modeled TL. Sec-
tion IV A contains a discussion of the measured and modeled
TL �calculated with the parameter values from the inversions
of the short range implosive data�. Section IV B compares,
via the RMS error, TL data, and the modeled TL calculated
with the parameters obtained by the inversion of the data
from the various source types. The RMS error is used to
independently validate the parameters obtained from the in-
versions. A summary is presented in Sec. V.

II. INVERSION METHOD

In this section an initial discussion of the data collection
is followed by details of the cost function used in the inver-
sions. The parameter values obtained from the inversions
using all arrival paths are presented for three source types:
short range implosive sources, longer range explosive
sources, and longer range implosive sources. Comparisons of
some of the important parameter values between the various
source types obtained from the individual inversions, as well
as, cost distributions that have broad minima are discussed
here. The effect of excluding the direct and surface reflected
paths prior to the inversions is presented in Sec. III to reduce
the uncertainties of the important bottom parameters dis-
cussed in this section.

A. Experimental setup

The data were collected in the shallow waveguide of
Lake Travis. Figure 1 shows a topographical map of the ex-
perimental site. The water depth at this environment corre-
sponded to approximately 7� for an example frequency of
250 Hz �the approximate peak of the energy source level for
the implosive source�. Every important aspect of the problem
geometry was known. GPS recordings marked source and
receiver locations to approximately 1–2 m accuracy
throughout the experiment. The data recorder was located at
the LTTS facility. Some of the data being analyzed were
recorded from a hydrophone receiver located on the bottom
in a channel approximately 1.5 km in length, or approxi-
mately 39 water depths �longer range data�. Additional data
were recorded from a hydrophone suspended mid-depth at
the LTTS facility �shorter range data�. Bathymetry along the

channel was recorded from a depth sounder with a digital
readout. In both geometries the bathymetry was range-
independent, and the water depth was approximately 38 m.

Noise contributions were minimized by simply waiting
for boat traffic to clear the experiment area and by perform-
ing experiments early in the day. Other noise sources, such as
nearby construction, vehicle traffic on area roadways, and the
motor from the boat used for the source tows were shown to
be negligible by spectral analysis of the data.

B. Measured temperature profiles

An underwater probe located at the LTTS records daily
the temperature down to depths of approximately 18 m. For
the experiment discussed in this paper a diver recorded the
temperature on the bottom, enabling the extrapolation of the
sound speed profile �SSP� down to the bottom.37 In addition
a single temperature reading was made at the bottom near the
sensor at the edge of the channel in July, 2000, two days
prior to the experiment dates. Sound speed profiles �SSPs�
were calculated from these temperature readings using Med-
win’s formula with zero salinity.38 The sound speeds were
linearly interpolated between the deepest probe depth and the
depth at the bottom sensor. An average sound speed profile
was obtained from a set of four temperature readings re-
corded hourly beginning at 7:50 AM on each day.

Two such averaged SSPs from recordings separated by
three days in mid-July, 2000 are shown in Fig. 2. The shorter
range and longer range implosive data were analyzed with
the SSP measured on July 10, 2000. SSPs were not measured
in 2001 because only the short range data were recorded and
differences in the SSPs at these ranges are assumed negli-
gible. It will be shown that valid parameter values were ob-
tained with inversions of the shorter range implosive data
recorded in 2001 using the previous year SSPs. This is in
part because the source to receiver range was 2 m, and in
part because the data were recorded at approximately the
same day as the previous year recordings with similarly dry
stable weather conditions as a testament to the temporal sta-

FIG. 1. Topological map of the experiment area near the dam of Lake
Travis, located approximately 12 miles west of Austin, TX.
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bility of the environment. The explosive data were analyzed
with the SSP measured on the day that the explosive sources
were recorded, specifically July 13, 2000.

C. Cost function calculation

The measured time series is correlated with the model
field using a Bartlett cost function for a single receiver.7,8

The cost function is

� = 1 −
1

N
�
i=1

N

�i, �1�

where N is the number of sources used in the inversion. The
contribution for each source is

�i � �i,kmax
, �2�

with

�i,k =
�� jMi,jDi,j

* ei�j��i,k�
�Mi � Di

, �3�

with Mi,j the model value and Di,j the data value, for the ith
source and the jth frequency f j =� j /2	. The model norm is

Mi = �
j

�Mi,jMi,j
* � , �4�

with a similar expression for the data norm, Di. The time
delay ��i,k is relative to the start of a time delay window that
contains the peak correlation, with the index k identifying the
sampling number of the time delay window and k=kmax

maximizes the correlation. Although the absolute value of
the time delay between the data and model time series at
the peak correlation is not physically significant, it must
be identified for effective inversion processing. Initially,
the time delay window is very wide to locate the time of
the peak correlation because the source and received time
series were not synchronized; however, for efficiency in
subsequent calls to the forward model the window width
is reduced. This cost function is a coherent sum over fre-
quency for each source. The sum over sources is an inco-
herent average of the peak correlation of data and model

time series for each source, although much of the analyses
presented here are for single sources.

The model field is calculated from the time series of a
point source impulse response convolved with the time series
obtained from the measured source spectrum. The model
field is Mi,j =SjRi,j where the source spectrum Sj is obtained
either from the single source used in a given inversion or
from the closest source used in a multisource inversion be-
cause of the increased signal to noise ratio �SNR�. The model
point source impulse response is Ri,j for the ith source at the
jth frequency bin. Absolute determinations of received am-
plitudes were not necessary since both the model and data
amplitudes were normalized in the cost functions.

1. Inversion data

The inversion of data from three types of sources are
presented in this section, i.e., a short range implosive source,
a longer range explosive source, and two longer range im-
plosive sources. �Data from the two implosive sources were
also used in a simultaneous inversion in an attempt to ascer-
tain parameter values that are often poorly defined by an
inversion analysis, such as attenuations, but no additional
information was obtained from these inversions and will not
be emphasized here.� Inversions of the longer range explo-
sive source data did not produce more information than the
data from an implosive source at longer ranges due to SNR
limitations. Differences in the parameter values obtained
from inversions of the source data presented in Secs.
II D–II F for some of the top layer parameters will be noted;
however, the geoacoustic parameters from the inversions of
the data from all three source types are used to construct
model TL that are shown in Sec. IV to have comparable
range dependence, and in this context the geoacoustic solu-
tions are described as being consistent.

The most important parameters to be determined for the
Lake Travis environment for the purpose of accurately pre-
dicting TL were sound speed and attenuation at the top of the
first layer, and the ratio of the sound speed at the top of the
second layer to the speed at the bottom of the first layer. �For
a bottom with no overlying sediment layer the relevant sound
speed ratio is the ratio of the substrate speed to the bottom
water sound speed.� Source level variations among the vari-
ous source types suggests that some parameters are better
determined with specific sources due to the differences in the
SNR between the various source types and also due to dif-
ferent geometries. For example, for the shorter range data the
layer thickness and sound speeds are determined, whereas
the attenuations are determined with the longer range data.

2. Propagation model

The inversions were performed with a simulated
annealing39 algorithm in combination with the PWRC propa-
gation model. Basically, the PWRC method separates the
water-column propagation from the bottom physics and al-
lows detailed analysis of the effects of the underlying sedi-
ment layers. The waterborne eigenray path information is
calculated once and stored. Subsequent calls to the forward
model include the bottom interactions via a complex valued

FIG. 2. Two average sound speed profiles obtained from hourly recorded
temperature readings on July 10 �solid� and July 13 �dashed�, 2000.
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reflection coefficient. In both the synthetic and real data the
inversion results compared well with other forward models
such as the Parabolic Equation �PE� and normal modes. For
comparison, some of the inversions were performed using
ORCA,40 a normal mode propagation model.

3. Sediment model

For the inversions in this section the assumed sediment
representation is a two-layer range-invariant fluid bottom
overlying a half-space. The bottom structure consists of a
very hard layered limestone underneath a few meters of a
chalk/limestone combination which is in turn underneath
only a few inches of unconsolidated mud. This chalk/
limestone geology referred to as the Austin Chalk Group
persists throughout the central Texas region to the west of
and along Interstate Highway 35 and consists of a number of
chalky stratigraphic zones. This description is consistent with
the inversion results obtained within the limits of a two-layer
model. The overlying gaseous mud layer was ignored for all
the analyses presented in this paper.

4. Source spectrum model

The measured source spectrum, obtained at short ranges
from the 2 m implosive sources, was constructed from a di-
rect path arrival. �Indeed, one of the purposes of part of the
experiment was to obtain the direct path source spectrum and
to apply it to inversion data obtained for a different experi-
ment in an ocean environment.8�

For the longer range implosive sources, it is demon-
strated that inversion results obtained by extracting the
source spectrum from the same received data processed in
the given inversion produced similar model TL predictions
as those generated from the parameters obtained with inver-
sions of the short range implosive data with the source spec-
trum obtained from the direct path time segment only. Since
the sources were located near the surface, separating the di-
rect path from the surface reflected paths in the data was not
possible, i.e., the travel time difference between the two
paths is less than the duration of the source due to the pres-
ence of bubble pulses produced by the fluid restoring forces.

For the short range �2 m� implosive sources the travel
time difference between each path is observed to be greater
than the duration of the source due to the presence of bubble
pulses because the various path arrivals are identifiable in the
time series. Additional bubble pulses are not identified and
are negligible.

No short range �2 m� explosive source spectra were
measured since the detonation time was too short to allow a
separation in the direct and surface reflected arrivals; there-
fore, extracting the source spectrum from the time series pro-
cessed for the long range explosive source data was essential
for the inversions of the explosive source data. This means
that using the source spectrum extracted from the same re-
ceived time series of the longer range data used in the inver-
sion circumvented the need for repeatability of the explosive
sources, although a comparison of two example spectra is

discussed in Sec. II E. Appendix A contains a quantitative
analysis of the result of applying the DSR spectrum to inver-
sions with the longer range source data.

D. Implosive short range sources

Inversions were performed with data from short range
implosive light bulb sources deployed at the LTTS test facil-
ity during 2001. The source and receiver at depths of 30 m
and 20 m, respectively, were separated in range by 2 m. The
data time series were recorded with a sampling rate of
48 kHz. The time series shown in Figs. 3�a� and 3�b� were
obtained by resampling the original time series at 2400 Hz
and reproduce all of the original data structure observed for a
48 kHz sampling rate. The small scale arrivals before �not
shown� and after the total combination of the direct path, the
first bottom bounce, and the surface reflected arrivals desig-
nated in Figs. 3�a� and 3�b� and after a few additional bound-
ary reflected arrivals, are attributed to the noise in the envi-
ronment and not to some effect such as applying a boxcar
filter window to the data. The oscillations shown after the
initial arrival and after the subsequent boundary reflected ar-
rivals are components of the source waveform bubble pulse
that result from the fluid restoring force after the initial

FIG. 3. �a� Data time series �solid� from a 100 W 3-way light bulb implo-
sion below the LTTS barge �solid�. Direct, Bottom reflected, and Surface
reflected path arrivals are indicated. Model time series �dash� calculated
with GAMARAY. �b� Data time series �solid� from a 60 W standard
Sylvania®, and a model time series �dash� generated from the bottom de-
scription obtained from the inversion of the data in �a�.
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vacuum of the implosion. Noise levels between the addi-
tional boundary reflected arrivals are negligible compared to
the signal levels from bubble pulses.

Time series from several light bulb source types were
measured. The proximity of the source and receiver pro-
duced well-separated multipath arrivals, as seen in the ex-
ample time series in Fig. 3�a� from a 100 W three-way bulb
source. The data-model comparison in Fig. 3�a� shows that
the direct path, first bottom bounce, and surface reflected
pulses are accurately modeled with GAMARAY, a range-
independent ray model, since only a few paths are needed to
reproduce the time series for the shorter range source data.41

The model field included ray paths with up to six bottom
interactions.

The direct path data were extracted from the time series
of Fig. 3�a�. The direct path components �shown in Fig.
4�a��, after zero padding, provide the source spectrum �Fig.
4�b�� in 0.586 Hz increments, obtained from a 4096 point
Fourier transform, for the cost function evaluation. For the
inversion data, a band of frequencies from 200 to 400 Hz,
encompassing the peak of the spectrum in Fig. 4�b� was se-
lected. For this source, the spectrum is peaked near 300 Hz
and has decreasing energy with decreasing frequency; there-
fore, the information obtained from the inversions at low
frequencies is limited for this source type and hinders the
determination of the deep sediment properties. The data for

the inversion were extracted from the entire time series
shown in Fig. 3�a� and includes the direct path arrival.

The results for the geoacoustic parameter values from
this inversion for the parameters of a bottom model with two
sediment layers and a substrate are listed in the second col-
umn of Table I. The first layer surficial sound speed is Ct1.
The first layer thickness is H1 and the attenuation at the top
of the first layer is 
t1. The other parameters are layer density
�i, layer attenuation 
i, sound speed gradient Cgi, attenuation
gradient 
gi, and sound speed ratio Cti+1 /Cbi at each internal
layer interface i with t�b� designating the top �bottom� of
each layer.

From the parameter values in the second column of
Table I the impulse response in the 200–400 Hz band was
calculated with GAMARAY, multiplied by the extracted
source spectrum, and inverse Fourier transformed to obtain a
model time series. Figure 3�a� shows the agreement of this
model time series with the measured time series data with a
reproduction of the surface and bottom reflected paths. In
addition, the measured and modeled time series for a 60 W
Sylvania® bulb for the same source/receiver geometry as Fig.
3�a� are shown in Fig. 3�b�, where the measured source spec-
trum extracted from the time series in Fig. 3�b� and the geoa-
coustic parameter values from inverting the time series data
in Fig. 3�a� were used to generate the model time series in
Fig. 3�b�. The comparison of data and model time series in
Fig. 3�a� demonstrates that the bottom description was suffi-
ciently accurate to reproduce the first bottom bounce from
the short range implosive light bulb sources; however, one
important point illustrated in Figs. 3�a� and 3�b� is that the
initial direct path pulse amplitude and first bubble pulse have
the highest amplitudes in the time series and the bottom and
surface reflected arrivals each have less magnitude as com-
pared to the direct path arrival. The levels of the first bottom
interaction, as well as, any additional bottom interactions are
much lower than the direct path, which necessarily domi-
nates the correlation. Therefore, further analysis excluding

FIG. 4. �a� Time series and �b� corresponding energy spectrum for the
source �direct path data� extracted from Fig. 3�a�.

TABLE I. Two-layer plus half-space geoacoustic parameter value solution
from the PWRC method range-independent inversion processing of the 2 m
range implosive source data.

Parameter
Solution

value
Lower
bound

Upper
bound

Min. cost 0.0556
Ct1 �m/s� 1717.2499 1550 2900
H1 �m� 1.4296 0.300 2.5
Cg1 �1/s� 3.3531 0.0 4.0
�1 �g/cm3� 1.5604 1.55 2.2
Ct2 /Cb1 1.1255 0.90 1.6

t1 �dB/ �m kHz�� 1.5735 0.1 2.5

g1 �dB/ �m2 kHz�� 0.0090 −1.0�10−2 1.0�10−2

H2 �m� 26.8712 5.0 40.00
Cg2 �1/s� 0.9620 0.4 4.0
�2 �g/cm3� 1.9453 1.6 2.1
Csub/Cb2 1.4768 0.95 2.0

t2 �dB/ �m kHz�� 2.1865 0.10 2.5

g2 �dB/ �m2 kHz�� 0.0190 −2.0�10−2 2.0�10−2


sub �dB/ �m kHz�� 2.3977 0.1 2.5
�sub �g/cm3� 2.0470 1.6 2.2
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these paths to isolate the bottom interactions is needed and
will be discussed in Sec. III. In Secs. II D–II G, a comparison
of similar parameter values obtained from the individual in-
versions of the various source types using all the arrival
paths is presented along with a discussion of the parameter
distributions for the important parameters.

The data-model agreement for the surface reflected pulse
in Fig. 3 suggests that the source to receiver geometry was
the same for both implosive sources. No noise was included
in the model time series; therefore, many of the small scale
arrivals after the surface reflected path are not reproduced
and are attributed to noise in the data, although some addi-
tional arrivals due to multipaths are present in the time series
but were not specifically identified. The band for the model
time series was the same 200–400 Hz band of the inversion
data. Even though no filter window tapering was employed
with this wide band, no Gibb’s phenomena were seen in the
resulting time series. The data time series for both low
�100–300 Hz� and high �200–600 Hz� bands showed good
agreement with the model time series in Figs. 3�a� and 3�b�.
This is because most of the source energy is contained in the
200–400 Hz band, as shown in Fig. 4�b�. Hence, the source
spectra for the data inversions and for the model time series
generation exhibit a tapering of the intensity on either side of
the peak, producing an effective tapering of the box-car win-
dow filter applied in the inverse transform for the model time
series. Most of the useful information from inversions of the
data with the short range implosive sources pertains to the
first layer parameters because no appreciable data is avail-
able at the low frequencies needed to penetrate and return
from the deeper portion of the bottom.

An example cost distribution is shown in Fig. 5 as a
function of the first layer thickness. An envelope of the
minima of the cost distribution is also depicted in Fig. 5. �In
subsequent figures of cost distributions these envelopes of
the distribution minima will be employed to represent the
cost distributions as a function of the inversion parameters.
The envelopes are obtained by inspection of the lowest cost
function values in selected intervals of the parameter value.�
The differences in the parameter values from the different

source types discussed in Secs. II E and II F are due in part
to the near flatness of the distributions. Nevertheless, some
of the distribution minima are discernible as in Fig. 5. The
sensitivity of the layer thickness to the inversion is attributed
to the smaller amplitude of the bottom interactions relative to
the direct path arrivals as seen in Fig. 3�a�.

E. Explosive sources

Inversions of data from several explosive sources were
also performed. The explosive charges were easily obtain-
able firecrackers and were practical for underwater applica-
tions because they contained waterproof fuses and produced
broadband data. The firecrackers were taped to a plastic pipe
and then lowered into the water to a fixed depth after the
fuses were lit. The fuses burned sufficiently slowly underwa-
ter such that a source depth of 2.74 m �9 ft . � was achieved.
The results of inversions from the explosive source data are
presented in this section. The inversions are performed with
the data from a single source at 200.3 m range, approxi-
mately 5 water depths away from the receiver.

The time series data from the 200.3 m range source are
shown in Fig. 6�a�, and the data from another explosive
source obtained at a range of 57.9 m are shown in Fig. 6�b�.
The time series in Figs. 6�a� and 6�b� for the two ranges
differ. The GAMARAY model of the arrival structure was
used to identify the direct plus surface reflected arrivals and

FIG. 5. The distribution of cost function values and the envelope of their
minima as a function of the first layer thickness. Distribution obtained from
an inversion of data from the short range implosive source.

FIG. 6. Received time series from an explosive charge at ranges of �a�
200.3 m and �b� 57.9 m. Vertical dashed lines bracket the direct path arriv-
als.
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subsequent bottom path arrivals in the time series obtained
from the explosive sources. Several bottom interacting arriv-
als are apparent. Arrivals with up to four bottom interactions
are seen in each time series; however, the time series from
the shorter range explosive source show more attenuation of
each successive pulse due to the higher grazing angle with
the bottom.

Since the firecracker explosions were closer to the sur-
face than the short range implosions, the separation of the
direct and surface reflected arrivals in the mixture of the
arrivals from the firecracker source bubble pulses was not
possible. Therefore, the inversions of these data were per-
formed using the DSR spectrum as discussed in Sec. II B.
The DSR spectra are shown in Fig. 7 and were obtained from
the time series segments bracketed by the vertical lines in
Fig. 6. The vertical scale in Fig. 7 is arbitrary, and the peak
levels of the spectra from the two sources have been assigned
the same values for ease of comparison. The spectra from
both of the explosive sources are relatively flat and extend
across a broader band of frequencies as compared to the light
bulb source spectrum in Fig. 4.

The spectrum from the time series containing bottom
interactions is similar to the spectrum of just the DSR arriv-
als, as demonstrated in Fig. 8, except the former contains
more interference structure than the spectrum of the DSR
arrivals due to the multiple bottom interactions. The point is
that the spectrum analysis reveals the dominance of the di-
rect and surface reflected paths even for the longer range
data.

Due to manufacturing variability and arrival path length
differences, the two extracted source spectra shown in Fig. 7
are not identical. Most of the difference appears to be in the
form of a shift in the pattern of peaks and nulls; therefore,
using the DSR spectrum from the same explosive source
used in the inversion avoided considering these differences.

The second column in Table II contains the results for
the parameter values from the inversions of data from an
explosive source at 200.3 m range and shows that some of
the parameter values are different than the values from the
results of the inversions of the short range implosive source
data discussed in Sec. II D; namely, the sound speed at the

top of the first layer differs from the value obtained from the
inversion of the short range implosive source data by ap-
proximately 58 m/s. Also, in column two of Table II the
attenuation at the top of the first layer differs by
0.26 dB/ �m kHz� from the value obtained from inversion of
the short range implosive data. The first layer density, how-
ever, is close to the value listed in Table I obtained from the
inversion of the short range data.

Sound speed and thickness values obtained from inver-
sions of the data from other explosive sources produced
similar results to those in Table II. As with the results from
the inversions of the data from short range sources, there is
less information about the second layer from the inversions
of the explosive source data. Also, the parameter distribu-
tions were broad even for the first layer parameter values;
therefore, for the longer range explosive data, as well as, the

FIG. 7. Spectrum levels for the source time series from Fig. 6�a� �dashed�
and from Fig. 6�b� �solid�.

FIG. 8. Spectra for the source time series from the DSR arrivals in Fig. 6�b�
�dashed� and for the total time series �solid� in Fig. 6�b�.

TABLE II. Two layer plus half-space geoacoustic parameter value solution
from the PWRC method range-independent inversion processing of data
from an explosive source at a range of 200.3 m and from two light bulb
sources at ranges of 187.7 m and 552.7 m. The fourth column contains
parameters from the inversion of data with only two bottom interacting
arrivals from a light bulb at a range of 187.7 m.

Parameter
Explosive

source
Implosive

sources
Two bottom
interactions

Min. cost 0.2801 0.537 0.267
Ct1 �m/s� 1775.3264 1756.7785 1708.24
H1 �m� 2.3185 1.1304 1.089
Cg1 �1/s� 2.2420 2.9854 0.960
�1 �g/cm3� 1.5667 1.8611 1.701
Ct2 /Cb1 1.1674 1.0841 0.938

t1 �dB/ �m kHz�� 1.3057 1.8326 1.175

g1 �dB/ �m2 kHz�� −0.0044 −0.0095 −0.0026
H2 �m� 28.5245 15.5724 20.26
Cg2 �1/s� 3.7657 0.879 2.522
�2 �g/cm3� 1.9858 2.0616 1.668
Csub/Cb2 1.2305 1.7020 1.225

t2 �dB/ �m kHz�� 0.2486 0.1941 0.341

g2 �dB/ �m2 kHz�� 0.0096 0.0095 −0.0098

sub �dB/ �m kHz�� 0.2328 2.4270 1.492
�sub �g/cm3� 2.0273 1.727 1.835
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shorter range implosive data in Sec. II D, the exclusion of the
direct and surface arrivals will be shown in Sec. III to be
crucial in reducing the parameter uncertainties to obtain a
unique representation of the lake environment.

F. Longer range implosive sources

An example time series from an implosive light bulb
source at a range of 187.7 m is shown in Fig. 9. The stron-
gest peak has been arbitrarily normalized to one. �Data cali-
bration is not necessary since the cost function for the inver-
sion is independent of signal level, as discussed in Sec. II B.�
Multiple arrivals, including the direct path, and several paths
with bottom interactions are observed in Fig. 9, along with
several weaker arrivals afterwards. The eigenray relative ar-
rival times in Fig. 9, designated by the vertical lines, were
calculated with GAMARAY. The source depth is 7.01 m.
The agreement of the model and data relative arrival times
suggests that the source depth, bottom depth, and SSP were
accurately measured. The time series segment containing the
direct and surface reflected paths is shown between the first
two brackets in Fig. 9.

The spectrum of the implosive source at a range of
187.7 m is obtained by separating the DSR path arrivals
from the bottom interacting arrivals and is shown in Fig. 10.
The peak energy of this source, a 60 W Sylvania® light bulb,
is shown in Fig. 10 to be at approximately 200 Hz. The
inversions from the longer range implosive source data em-
ployed the signal in the band from 50.4 Hz to 257 Hz.

An inversion was performed from a combination of the
time series data in Fig. 9 and the time series data from an
implosive source at a range of 552.7 m. The third column of
Table II gives this geoacoustic parameter values from the
inversion. This geoacoustic solution was obtained by initial-
izing the inversion with the values in the solution from the
inversion with the short range implosive source data dis-
cussed in Sec. II D. The initial annealing temperature was set

high and equal to the initial temperature in the inversion of
the short range implosive source data. The parameter values
in column three of Table II were obtained after approxi-
mately 2000 iterations.

The data from implosions of light bulbs at the longer
ranges gave useful information about several of the param-
eters in the upper two sediment layers, although the cost
distributions were shown to have broad minima similar to the
inversions presented in Secs. II D and II E. The value ob-
tained from these inversions for the sound speed at the top of
the first layer differs from that for the inversion of the data
from the other source types discussed in Secs. II D and II E
by �40m/s, and the first layer sediment thickness is on the
order of 1 m, similar to the value for that parameter obtained
from the inversion of the short range implosive source data.
A high value of the attenuation for the top of the first layer is
also obtained from the inversion of the data from two long
range implosive sources.

In Sec. II G a discussion of the parameter values ob-
tained from the inversions that included all the propagation
paths is given. The broad nature of the distributions for the
important first and second layer parameter values will be
evident, although it will be shown in Sec. IV, that the inver-
sion results presented in this section were consistent in that
all of these parameters can be used to model consistent TL.

G. Inversion summary for data with all arrivals

All of the inversion results presented in Secs. II D–II F
were obtained using the same parameter bounds. Additional
comparisons of some of the parameters values obtained from
the two layer inversions are made in this section. Envelopes
of the cost distribution minima as a function of the first layer
sound speed from the inversions of data from each of the
three source types are shown in Fig. 11. The sound speed at
the top of the first layer for the short range implosive source
data inversion is lower than the value of the same parameter
for the inversions from the explosive source data, and from
the longer range implosive source data, by �68 m/s. The
cost distribution envelopes produced from the inversions of
data from all three source types exhibit broad minima for the

FIG. 9. Time series from the implosion of a 60 W standard Sylvania® light
bulb at a range of 187.7 m. The vertical lines identify travel time interval
separations for modeled eigenrays that reflect off the bottom. Dashed lines
bracket the time series used to construct the DSR spectrum. Solid lines
identify the leading edge of subsequent bottom interacions beginning with
the second bounce.

FIG. 10. Source spectrum extracted from the portions of time series in Fig.
9 containing only the direct path and surface reflected path arrivals.
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first layer sound speed and have similar shapes. The cost
values at the global minimum in Fig. 11 are different for
each source type. Appendix B discusses the relationship of
the range dependence of the cost values and the data SNR.
Figure 11 reveals that the values of the sound speed varies
from approximately 1600 m/s to 1900 m/s. These values
have approximately the same cost value as the global mini-
mum and show a high uncertainty. This is one of the sensi-
tive parameters of the sediment and in Sec. III a parameter
value is produced with much smaller uncertainty than shown
in Fig. 11.

Values for several of the first layer geoacoustic param-
eters from the inversions of various source data using the
PWRC method are collected in Table III. Inversions of the
implosive source data were also performed with modeled
fields from ORCA to show that the large uncertainties in the
distributions are due to the environment, independent of the
model used in the inversions. The first layer geoacoustic pa-
rameter values are included in Table III for inversions from
several source data. The sound speed at the top of the first
layer obtained from the inversions with PWRC and ORCA
are within the range of those from the sources presented in
Secs. II D–II F �also listed in Table III for comparison�.

Figure 12 shows the bottom sound speed profiles from
the geoacoustic parameter values in Tables I and II for the
PWRC method. The sound speeds for the second layer in the
inversion solutions from the short range implosive source lie
approximately at the midpoint between the solutions for the
other two source types. The second layer sound speed has a
range of values from approximately 1900 m/s to 2200 m/s
and is within the range of values expected for a limestone
sediment. The inversion sound speeds are in the range of the
values from seismic measurements made approximately 10
miles from the LTTS facility, using a geophone array with an
elastic wave generator.42 Below approximately 0.6 m of soil,
an approximately 30 m thick layer of chalk/limestone with a
compressional speed ranging from 2100 to 2400 m/s was

FIG. 11. Cost distribution envelopes as a function of the sound speed at the
top of the first layer from inversions of data �a� from an implosive source at
a range of 2 m, and �b� from two implosive sources at ranges of 187.7 m
and 552.7 m �dashed-dotted�, and from an explosive source at a range of
200.3 m �dashed�.

TABLE III. First layer parameter values from inversions of the data from several source types with PWRC and
normal mode �NM� forward models.

Sources Model Range �m� Ct1 �m/s� H1 �m� 
t1 �dB/ �m kHz��

Two bulbs PWRC 188, 553 1756.78 1.13 1.83
Two bulbs NM 188, 553 1777.87 1.24 2.27
Three bulbs NM 188, 553, 752 1738.52 2.23 2.29
Three bulbs PWRC 188, 553, 752 1721.97 1.99 1.04
Firecracker PWRC 200 1775.33 2.31 1.31
Single bulb PWRC 2 1717.25 1.43 1.57
Single bulb NM 2 1738.62 1.24 1.94

FIG. 12. Bottom sound speed as a function of depth from PWRC inversions
�Tables I and II� of data from an implosive source at a range of 2 m �solid�,
of data from two implosive sources at ranges of 187.7 m and 552.7 m
�dashed�, and of data from an explosive source at a range of 200.3 m
�dashed-dotted�.
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found, overlying a dense limestone substrate with a compres-
sional speed of approximately 3400 m/s. Also, sound speed
and density values from the inversion are within the bounds
measured by Hamilton for chalk/limestone.20

The parameters distributions were shown to be broad for
other important first and second layer parameters obtained
from the inversions that included all the propagation paths.
Several of the first and second layer parameters distributions
are discussed in Appendix C. Data path selection may not be
possible for some environments; however, for this environ-
ment it was possible and was essential to quantify the
uniqueness of the parameters obtained by the inversions pre-
sented in Sec. II.

III. SYSTEMATIC INVERSIONS WITH DATA FROM
SEPARATED ARRIVALS

The purpose of this section is to eliminate the direct and
surface reflected arrivals and thus increase the sensitivity of
the bottom parameter values obtained by the inversion of the
impulsive source data. This data selection resolves the ambi-
guities in the values of a few important parameters produced
from inversions of the data from the three source types dis-
cussed in Sec. II and also determines the minimum number
of layers needed to describe the environment. The accuracy
of the results is assessed by varying the number of layers
used in the inversion model systematically and comparing
the variation in the layer parameter values and the effect on
the parameter uncertainties.

A. Separating arrivals

The solutions to the inversions presented in this section
demonstrates the ability to separate arrivals in the model and
also in the data, thereby demonstrating the versatility of the
PWRC method in isolating the bottom effects. This tech-
nique of path separation may also prove useful for a soft
bottom sediment, as opposed to the hard limestone present in
this environment, although separating the bottom arrival
paths may be more difficult �if possible� for other types of
environments. A complete analysis of the details of the in-
version using each separated bottom time series segment is
not presented here. Rather, an overview of several points is
used to demonstrate the technique.

To begin, the first two paths were excluded from the
model corresponding to the direct path and surface reflected
arrival contributions to the time series, as shown for ex-
ample, by the time series segment between the vertical bars
in Figs. 6�a� and 6�b�. The data spectra, excluding the direct
path plus surface reflected arrival, were extracted and inver-
sions were performed. The data from a single implosive
source at 187.7 m was used for the analysis. The starting
parameter values for the inversions presented in this section
were those in Table I, column two. Table II, column four
shows the results for the geoacoustic parameter values from
an inversion of only the data from the first two bottom inter-
actions. The sound speed at the top of the first layer differs
by approximately 9 m/s from the value obtained for that
parameter from inversions of the short range implosive
source data. For this source range the sound speed ratio at the

top of the second layer to the bottom of the first layer is not
resolved and is lower than the value from the inversions of
the source data discussed in Secs. II D–II F due to the lack of
energy penetration and limited bottom interaction at this
range.

Another analysis was performed by isolating the first
bottom interacting arrival from the data from the explosive
source at a range of 200.3 m and using this time segment to
construct an alternative source spectrum for subsequent in-
version processing, again excluding the DSR paths in the
inversions. Since this was a hard bottom environment, the
structure of the initial explosion and subsequent bubble
pulses was well preserved after the first bottom interaction.
The inversion results using the source spectrum obtained
from the first bottom interaction were similar to those re-
ported in Table II, column two for inversions with the DSR
spectrum as the representative spectrum from an explosive
source. If there were no DSR paths due to a refracting SSP or
if no measurements of the source spectrum were obtained,
the inversion techniques presented here may still be appli-
cable.

A more detailed analysis of the parameter distributions
obtained by the inversions that excluded the direct and sur-
face reflected paths is presented in Sec. III B and substanti-
ates the inversion results of Sec. II. A method is also pre-
sented to determine the number of layers needed to describe
the environment. The approach is to uniquely determine
which environmental description is appropriate using only
the cost values and distributions from the inversions. Then
the inversion solutions are evaluated independently with the
TL data cost function, i.e., the RMS error in Sec. IV. The
importance of this method is that it verifies that geoaoustic
parameters obtained from inversions using one type of data
can then accurately estimate another type of data �TL� at
frequencies and ranges beyond those used in the inversions.

B. Dependence on the number of layers

A general approach to understanding the importance of
the individual parameters is to build up an environmental
model by successively adding layers to each previous model,
perform the inversions, and then compare both the cost func-
tion minimum and the cost distribution envelopes for impor-
tant parameters as a function of the number of layers. Con-
vergence of the minimum cost values at the inversion
solutions will be used to determine the minimum number of
sediment layers needed to obtain accurate parameter values
from a geoacoustic inversion. Inversions of the short range
implosive source data with a varying number of sediment
layers were performed by applying a bootstrap technique.
For the half-space model �referred to as the zero or no sedi-
ment layer model� three inversions parameters were used, the
half-space sound speed, density, and attenuation. Once the
zero sediment layer inversion was performed, a layer over
the half-space was added, and the parameter values at the top
of this layer were initialized to the values obtained from the
previous inversion, i.e., the zero sediment layer model pa-
rameter values, and layer thickness, layer sound speed gra-
dient, and layer attenuation gradient parameters were added.
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This procedure was repeated to build a two sediment layer
model in which the parameters specifying the top of the sec-
ond layer were initialized to those of the half-space param-
eters obtained from the one sediment layer inversions. Simi-
larly, the three sediment layer model representation is
initialized from the solution for the two sediment layer
model.

The minimum cost values for each inversion as a func-
tion of the number of layers are shown in Fig. 13. The cost
value as the number of layers increases is expected to de-
crease until the minimum number of layers needed to repre-
sent the environment is encountered. The minimum correla-
tion cost values as a function of the number of layers varies
little for the short range implosive data when all the path
contributions are used in the inversion.

To remove the effect of the direct path on the correlation
cost values, data from a longer range �187.7 m� implosive
source was processed and the direct and surface reflected
paths were excluded from the inversion data to isolate the
bottom contributions to the cost function. Then, Fig. 13
shows that the minimum cost value definitely decreases as
the number of sediment layers increases from zero to one.
Performing the inversions with a second sediment layer be-
low a first layer initialized with the one sediment layer solu-
tion produced a lower cost value minimum than was
achieved for the one sediment layer model. Thus, it is ex-
pected that a two layer model is a better representation of the
environment than either a zero or one sediment layer model.
Finally, adding a third layer below the second layer produced
a negligible change in the cost value minimum obtained from
the inversion.

The values of some important first layer parameters
�Ct1 ,Ct2 /Cb1 ,
t1� were more well-defined by the inversions
that excluded data from the direct and surface reflected path
arrivals than if data from these arrival paths was included.
Namely, discernable minima in the cost distributions of
Ct1 ,Ct2 /Cb1, and 
t1 were obtained from the inversions once
data from the direct and surface reflected path arrivals were
excluded. The cost distribution envelopes of these param-

eters were broader when the inversion was performed on
data from all arrivals, as discussed in Sec. II. Cost distribu-
tion envelopes for the sound speed at the water sediment
interface as a function of the number of sediment layers is
shown in Fig. 14 for inversions of the long range implosive
data referenced in Fig. 13. For the model that contains no
sediment layers, the minimum cost value is much greater
than the cost value at the minimum for either the one or two
layer solutions. In addition a double minimum exists in the
distribution for the zero layer as shown in Fig. 13. The value
of Ct1 at the cost distribution minimum for the zero layer
model solution is greater than 2100 m/s. The value of Ct1 at
the cost distribution minimum for the one layer model solu-
tion is lower by approximately 70 m/s than the value in the
inversion solution for a two layer model, whereas Ct1 in the
solution for the two layer model is approximately 5 m/s less
than the value listed in Table I obtained from the inversion of
the short range implosive source data.

A convergence of the distribution envelopes as a func-
tion of the number of layers was found for the minimum in
the cost distribution for the attenuation 
t1 obtained from the
inversion of the longer range implosive source data exclud-
ing the direct and surface reflected paths as shown in Fig. 15.
For the zero layer model 
1 is probably unphysically low for
the ground truth sediment description and the minimum cost
value is well above the minimum cost distribution values
obtained from the inversion of either the one or two layer
models. The cost distribution envelopes obtained for 
1 from
the inversion of the one layer model exhibits a broad but
discernible minimum, whereas the cost distribution enve-
lopes for 
1 from the inversion for a two layer model shows
a more distinct minimum with a lower cost value. The
minima in the cost distribution envelopes in Fig. 15 are bet-
ter resolved than the minima in the envelopes from the in-
versions of the two layer models presented in Sec. II.

The inversions with the longer range implosive source

FIG. 13. Cost values for inversions as a function of the number of layers for
the short range implosive source �circle� and for the bottom interactions of
the implosive source at a range of 187.7 m �square�.

FIG. 14. Cost distribution envelopes for sound speed obtained from the
inversions of implosive source data at a range of 187.7 m by excluding the
direct and surface reflected paths. At the top of the half-space for the zero
sediment layer model �solid�, at the top of the first sediment layer for the one
layer model �dashed�, and at the top of the first layer for the two layer model
�dotted�.
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data at a range of 187.7 m that produced Figs. 14 and 15
contained only three bottom interactions out of more than six
and could not resolve the sound speed ratio Ct2 /Cb1. There-
fore, inversions were performed with the longer range explo-
sive source data at 200.3 m that contained at least four bot-
tom interactions and excluded the direct and surface reflected
paths. The cost distribution envelopes for the sound speed
ratio Ct2 /Cb1 from the inversions for the one and two layer
sediment models are shown in Fig. 16 �Ct2 for the one layer
model is the sound speed in the half-space�. The cost distri-
bution minimum for this parameter is also well determined in
both the one and two layer model solutions, and the cost at
the minimum value is only slightly smaller than the cost at
the minimum for the one layer model.

The three layer solution had no parameter values that
differed appreciably from the corresponding values in the
two layer solution. Therefore, the distribution envelopes es-
sentially converged with two sediment layers. This result will
be corroborated next by comparing the data TL with the
model TL predicted from the parameter values obtained from
the inversions as a function of the number of layers in the
sediment models.

IV. TRANSMISSION LOSS

A discussion of the measured TL is presented in Sec.
IV A. The accuracy of model TL predictions calculated from
the geoacoustic parameter solutions obtained with inversions
is examined in Sec. III B by evaluating another cost function,
i.e., the RMS error between the data TL presented in Sec.
IV A and the model TL constructed with the geoacoustic
parameter values obtained from the inversion.

A. Model predictions

TL at several frequencies was measured from the re-
ceived levels from a towed J-9 source mounted on the side of
a small boat equipped with a gas powered generator. The J-9
source can operate in either a single CW mode at fixed out-
put line level or in a multiple CW mode at a reduced output
line level, as compared to the single mode operation. To
maximize the source level in this high bottom attenuation
environment, the source was operated in single CW mode.
The data at each frequency were collected on separate
passes, and multiple passes were performed for some of the
frequencies. The boat maintained a slow constant speed of
approximately 1.5 m/s down the length of the channel to a
maximum distance of approximately 1.5 km from the re-
ceiver located on the bottom �Fig. 1�, although the total
range for each frequency varied from this maximum range.
The source depth was approximately constant at 7 m on each
of the five passes reported here. Readings from a handheld
global positioning system �GPS� were converted to the
source track range as a function of time.

The recorded time series from the received signals with
the continuous wave lines were fast Fourier transformed
�FFTd� to produce spectragrams. The frequency bins with
the maximum line levels were determined, and a sum of the
intensity in the three bins centered on the bin with the peak
line level produced the received signal plus noise levels. An
estimate of the noise was calculated from the average of the
intensity over approximately ten bins each to the left and to
the right of the three bins centered about the bin with peak
intensity. The noise levels were negligible compared to the
signal levels. Measured TL was obtained by subtracting the
received dB level from the source dB level. The source lev-
els were set and measured prior to deployment at the LTTS
barge and are referred to as the calibrated source levels.
Table IV, column two, lists the calibrated source levels of the
tonals at frequencies of 257 Hz, 511 Hz, 788 Hz, and
998 Hz.

Model TL was calculated using ORCA with the inver-
sion parameters listed in the second column of Table I for
comparison to the measured TL. The measured TL data vali-

FIG. 15. Cost distribution envelopes for attenuation obtained by the inver-
sions of implosive source data at a range of 187.7 m by excluding the direct
and surface reflected paths. At the top of the half-space for the zero sediment
layer model �solid�, at the top of the first sediment layer for the one layer
model �dashed�, and at the top of the first layer for the two layer model
�dotted�.

FIG. 16. Cost distribution envelopes for sound speed ratio Ct2 /Cb1 obtained
by the inversions of the explosive source at a range of 200.3 m by excluding
the direct and surface reflected paths. For the one layer model �dashed� and
for the two layer model �dotted�.
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date the solutions obtained by the inversions. A normal mode
model was used to generate the model TL and shows that the
parameter values obtained by the inversions are independent
of the forward model used in the inversions. A ray model
could have been used to produce similar TL model predic-
tions; however, for a shallow water waveguide at these fre-
quencies many multipaths must be included to reproduce the
field at longer ranges.

The resulting measured and modeled TL comparisons
are shown in Figs. 17 and 18 for frequencies of 257, 511,
788, and 998 Hz. Another set of source tow passes was per-
formed later during the experiment, and the measured TL
from those passes produced similar comparisons with the
modeled TL, although the exact path on the various passes
varied, and the second set of source tow passes did not ex-

tend as far from the sensor as those from the first set. The
other solutions listed in Table II, columns two and three,
were also used to model the TL with ORCA and produced
similar comparisons to the data TL.

The qualitative agreement between modeled and mea-
sured TL validates the geoacoustic parameter values obtained
from the various inversions with broadband data by showing
that they can be used to predict independently measured TL
over a broad range of frequencies well above those used in
the inversion. This also shows that a bottom model with fluid
layers can accurately predict the propagation in a hard bot-
tom environment. A quantitative comparison of the measured
and model TL based on RMS error is presented in Sec. IV B.

B. RMS error

The RMS error between the data and model TL for a
fixed frequency, f , is

RMSTL�f� �� 1

N
�
i=1

N

�TLi,D�f� − TLi,M�f��2, �5�

where i is the range index, N is the total number of ranges,
and TLi,D�M� is the data �model� TL for the ith range.

For these data, the RMS error was calculated from the
model TL predicted with the solutions for the geoacoustic
parameter values listed in Table I and in Table II, columns

TABLE IV. Source levels for cw tones. Derived levels �Eq. �6�� obtained
with the solution from inversion of the short range implosive source data.
The fourth column is the difference of the calibrated and derived source
levels.

Frequency
�Hz�

Calibrated
�dB�

Derivative
�dB�

Difference
�dB�

257 148.24 146.02 2.22
511 148.78 147.89 0.89
788 149.97 150.96 −0.99
998 150.16 149.86 0.30

FIG. 17. Transmission loss from the tonal data �dashed� and the normal
mode model TL �solid� for �a� 257 Hz and �b� 511 Hz.

FIG. 18. Transmission loss from data �dashed� and model TL �solid� at �a�
788 Hz and �b� 998 Hz.
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two and three, i.e., with the two layer sediment representa-
tions from the individual inversions of the data from three
source types. Two sets of results are depicted in Fig. 19. The
first was obtained from TL measurements based on the cali-
brated source levels recorded prior to the source tow passes
�column two of Table IV�. The second set of results in Fig.
19, with the slightly lower RMS error, were obtained by
replacing TLi,D�f� with SL�f�−RLi,D�f� in Eq. �5� and adjust-
ing SL�f� to minimize the error:

SL�f� =
1

N
�
i=1

N

�RLi,D�f� − TLi,M�f�� , �6�

where SL is the source level, and RLi,D is the received level
at frequency f . The source levels determined from Eq. �6�
are listed in the third column of Table IV. Table IV, col-
umn four, displays the difference between the calibrated
source levels and those obtained from Eq. �6� for the
geoacoustic solution from the inversion of the short range
implosive source data as shown in Fig. 19. Except for the
257 Hz tonal, for which the SL difference between the
calibrated and derived values is 2.2 dB, the SL differences
are less than approximately 1 dB.

The main result shown in Fig. 19 is that the RMS error
is nearly independent of which source type produced the data
for the inversions from which the model geoacoustic param-
eter values were obtained. This study demonstrates that in-
versions from the short range source data, and from longer
range source data in various geometries, produced equivalent
geoacoustic parameter values for TL model predictions that
are valid at longer ranges and at higher frequencies than
those in the data for the inversions.

Next, the RMS errors for TL models generated from the
inversions of the implosive source data with zero, one, two,
and three sediment layer representations were examined as a
function of frequency. By examining the cost distribution
envelopes for the surficial sound speeds and attenuations ob-
tained from the inversion of the longer range implosive

source data the zero sediment layer model was shown in Sec.
III B to be an inadequate description of the environment.
Also, cost distribution envelopes from the inversions for the
three layer sediment model were not discernibly different
from the distribution envelopes with inversions obtained us-
ing the two layer model. To determine the relevance of the
RMS error values, the RMS error between the measured TL
data from the two data passes at each frequency �excluding
the 998 Hz data which had a much shorter second pass� was
computed, i.e., TLi,D�f� was substituted for TLi,M�f� in Eq.
�5�. The data-data RMS errors give an estimate of the lower
limit of the RMS error expected for the data-model correla-
tions.

Figure 20 shows the frequency dependence of the RMS
errors from the inversion solutions discussed in Figs. 14 and
15 as a function of the number of sediment layers in the
sediment model. The zero sediment layer model solution
from the inversion of the longer range implosive source, ex-
cluding the direct and surface reflected path arrivals, pro-
duced the largest difference in the RMS error as compared to
the data-data RMS error. The one layer model solution gives
a better fit to the RMS error than the zero layer solution;
however, at 257 and 511 Hz the difference between the one
layer RMS error and the data-data RMS error is still approxi-
mately 2 dB. The two layer model solution obtained using
the same data as the one layer solution produced a data-
model RMS error closest to the data-data RMS error. In sum-
mary, the one and two layer solutions converge to the same
prediction for the surficial sediment layer parameter values
and produced at 788 Hz a data-model RMS error close to the
value of the data-data RMS error. This is expected since, as
the frequency increases, the penetration depth decreases thus
decreasing the influence of the second layer parameters on
the model TL.

The best prediction of the model TL was obtained using
the two layer model parameters in Table I. Comparisons of
the RMS errors as a function of the number of sediment
layers in the solutions obtained from inversions of the short

FIG. 19. Frequency dependence of the RMS error between the data TL and
the model TL calculated with geoacoustic parameter values from the inver-
sions of the short range implosive source data �circle�, of the data from the
two longer range implosive sources �square�, and of the longer range explo-
sive source data �diamond�. Data TL computed from calibrated source levels
�solid lines� and data TL computed from the source levels obtained Eq. �6�
�dashed lines�.

FIG. 20. Layer dependence of the RMS error for the model parameters
obtained by the inversion of data from an implosive source at a range of
187.7 m, excluding the direct and surface reflected path arrivals. Zero sedi-
ment layer model �star�, one layer model �square�, and two layer model
�circle�. RMS errors calculated from two data passes are shown for com-
parison �triangle�.
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range implosive source data are shown in Fig. 21. The RMS
error for the two layer model solution has the best agreement
with the data-data RMS error at 257 Hz. For the higher fre-
quencies, both the one and two layer solutions have nearly
the same RMS error at values close to those of the data-data
RMS errors. Overall, there is a slight decrease in the RMS
model-data error at the lower frequencies.

In Fig. 21 the RMS model-data error from the three
layer model is significantly higher than from the one or two
layer model solutions. This is because 
1 is too small in the
three layer solutions. The peak energy of the short range
implosive source data used in the inversions may have been
at frequencies that are too high �see Fig. 4�b�� to use a three
layer model representation of the environment, because the
source level of the data was insufficient at the lower frequen-
cies that provide significant arrivals with deeper penetration
into the sediment.

One final point is that inversions with the short range
implosive source which excluded the direct and surface re-
flected paths showed that the three layer solution was indis-
tinguishable from the two layer solution obtained with the
same data. The resulting data-model RMS errors from the
one and two layer solutions obtained from these inversions
as a function of the number of layers had similar behavior as
those shown in Fig. 20 for the longer range source data.

V. CONCLUSION

Developing and testing ocean environment inversion
techniques prior to performing the actual ocean experiments
in a stable environment such as the LTTS facility is ex-
tremely useful. Data collected during the same summer
months, but separated by a year, were successfully used to
infer bottom properties and to test new inversion techniques
without the inconsistencies introduced by the inherent tem-
poral variability of an ocean environment.

Geoacousic inversions of data from a single receiver and
sources in two different geometries were performed. Water
sound speed profiles obtained from measured temperature

profiles were used in a ray trace plus plane wave reflection
coefficient propagation model to perform a simulated anneal-
ing optimization. Inversion results for geoacoustic parameter
values from short range implosive source data were consis-
tent with those obtained from inversions of additional implo-
sive and explosive source data at longer ranges. An exami-
nation of the cost distributions obtained from inversions of
the longer range data showed that excluding the direct and
surface reflected paths gave more precise estimates for sev-
eral of the surficial sediment parameters and also determined
the number of layers needed to represent the environment.
The ability to process arrivals separately makes the PWRC
method useful for geoacoustic inversions even with data
from a single sensor located on the bottom.

TL predictions calculated from the geoacoustic param-
eter values determined from inversions were compared to
measured TL from a towed source. Measured and modeled
TL agree for frequencies and ranges well above those used to
perform the inversions. A sensitivity study was performed
using the RMS error between model and data TL confirming
that the number of layers needed to represent the environ-
ment had been determined from the parameter distributions
obtained by inversions.

It was demonstrated here for the first time that separa-
tion of the direct and surface reflected paths to estimate the
source spectrum was not necessary to obtain valid inversion
results, especially for the upper layer parameter solutions
from inversions of the longer range impulsive source data.
The source range dependence of the cost values was associ-
ated with the SNR and was attributed to spreading loss.

Finally, all of the analyses presented here show that even
in hard environments at these frequencies a fluid model de-
scription can be used to accurately predict propagation.
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APPENDIX A: DSR SPECTRUM

The DSR spectrum contains both direct path plus sur-
face reflected arrivals; therefore, it is necessary to demon-
strate that no appreciable error is introduced by using the
DSR spectrum in place of the actual source spectrum, Sj. For
inversions involving multiple sources, the closest source to
the receiver is used to determine the DSR spectrum, Sj,DSR,
although this is not a necessary procedure but does account
for the increased SNR of the closer source. In the application
of the DSR spectrum only the source spectrum is modified
and therefore every individual path from the model calcula-
tion is included in the inversions �unless the direct and sur-
face reflected paths are explicitly excluded as in Sec. III�.
The path separations increase as the number of bottom inter-
actions increases and all of these contributions must be in-
cluded in evaluating the cost function.

FIG. 21. Layer dependence of the RMS error for the model parameters
obtained by the inversion of the short range implosive source at a range of
2 m for the three sediment layer model �diamond�, the one layer model
�square�, and the two layer model �circle�. RMS errors calculated from two
data passes �Sec. IV B� are shown for comparison �triangle�.
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Details of the DSR spectrum that was used in the inver-
sions of the longer range data presented in Secs. II and III are
given here. The derivation of the DSR spectrum is followed
by an example which quantifies this effect. The direct and
surface reflected paths were modeled and then used to de-
convolve the two paths of the DSR spectrum in order to
isolate the actual source spectrum. The DSR spectrum is de-
fined by

Sj,DSR = Sj�
i=1

2

Ri,j = Sj�GDei�j�D − GSRei�j�SR� , �A1�

where GD �GSR�, and �D ��SR� are the geometric spreading
loss and ray path travel time, respectively, for the direct
�surface reflected� paths. Equation �A1� is conveniently
written

Sj,DSR = ei�j�DGD�1 − GDSRei�j�DSR�Sj , �A2�

where GSR/GD�GDSR and �SR−�D��DSR. For conve-
nience, �1−GDSRei�j�DSR� is referred to as the “bracketed
expression.”

The amplitude factor, GD, and the phase factor �D need
not be determined since the cost function is normalized and
includes the time delay ��i,k in Eq. �3� which accounts for
arbitrary phase shifts. However, the bracketed expression on
the right-hand side of Eq. �A2� must be considered since it is
frequency dependent, periodic, and can produce nulls in the
Sj,DSR spectrum. It is interesting to note that for a single
frequency, substituting Eq. �A2� into Eq. �3� produces an
arbitrary phase factor; however, the frequency integrations in
Eq. �3� destroys this result for multiple frequencies.

To quantify the location of the nulls Eq. �A2� is approxi-
mated by

Sj,DSR 	 e−i�j�DSR/2 sin�� j�DSR/2�Sj , �A3�

where the overall phase and magnitude terms in Eq. �A2�
have been neglected and GDSR is assumed to be approxi-
mately 1 for illustration. This shows that the first null is
expected to be at zero frequency. For actual data, how-
ever, there is significant noise offset at zero frequency as
shown in Figs. 7 and 8, preventing this null from occur-
ring. The important point is the location of the second
null, which is shown to be at frequencies greater than
those used in the inversions of impulsive data due to the
lack of energy at these frequencies.

For sources near the surface and for relatively short
source-to-receiver ranges the difference in the path length
between the direct and surface reflected path is negligible.
For example, the longer range explosive source at the
200.3 m range with a source depth of 2.74 m gives �DSR

	6.17�10−4 s. Similarly, for this example, GDSR	0.984
�justifying the assumption made in the derivation of Eq.
�A3��. The frequency value of the second null in Eq. �A3� is
approximately 1620 Hz, well above the frequencies consid-
ered in the inversion for the longer range sources.

The bracketed expression in Eq. �A1� was evaluated for
the 200.3 m explosive source since it could produce a deg-
radation in the correlation function given in Eq. �3�. The
power spectrum from the direct plus surface reflected path

extracted from the longer range explosive source at 200.3 m
range is shown in Fig. 22 along with a relative plot of the
bracketed expression to illustrate the behavior of the effect.
The curves have been normalized to the peak at approxi-
mately 250 Hz. Some degradation could have been realized
for the lowest frequencies; however, the specral content falls
off at a much faster rate than the bracketed expression and
the lower frequencies do not contribute significantly to the
cost function evaluation. For the higher frequencies, the
bracketed expression is relatively constant. Therefore, no ap-
preciable affect on the cost values is expected.

To verify these results, the inversion solutions discussed
in Secs. II D and II F were obtained by using the DSR spec-
trum, yielding the final cost function values of 0.536 from
using two implosive sources and 0.280 for a single explosive
source. The parameter values producing these cost values
were then used to evaluate the cost with the source spectrum
Sj calculated from Eq. �A1�. The resulting cost values were
0.540 and 0.280, respectively, i.e., nearly the same as those
obtained using Sj,DSR. Therefore, the assumptions made in
using the DSR spectrum should not affect the cost values for
the inversions presented in Secs. II D–II F.

APPENDIX B: DATA SNR

The values of the global cost minimum for the inver-
sions of data from each type of source depend on the SNR
data. The SNR values for the longer range data were shown
to be relatively low by their limited penetration into the bot-
tom. For a high SNR environment, high cost values would be
attributed to environmental mismatch, i.e., incorrect inver-
sion results. However, the agreement of the parameter values
from the solutions of the inversions with the different source
types rules this out as the cause. Concerning the inversions
of the data from the short range implosive sources, from the
long range implosive sources, and from the explosive
sources, the cost values, for comparable samples of data,
decrease as the range decreases. Also, for the explosive
sources, multiple bottom interactions were less visible in the
data due to the lower received SNR from the sources at
longer range. Based on consistent minimum cost values ob-

FIG. 22. Power spectrum for the direct plus surface reflected path from the
explosive source data at a range of 200.3 m �dashed� and a relative plot of
the expression �1−GDSRei�j�DSR� �solid� normalized to the peak energy of the
power spectrum.
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tained from the inversions of similar source type data as
those presented in Secs. II D–II F and the inability to pen-
etrate deep into the bottom structure for the longer range
sources a low SNR for the data is plausible.

The minimum cost function values at the inversion so-
lutions differ substantially in Figs. 11�a� and 11�b�. This
range dependence of the SNR is due mostly to increased
spreading loss with increasing range. To demonstrate this the
broadband energy is calculated for the received time series
from a given source. The SNR is defined by the ratio of this
received signal energy to the total broadband energy of the
noise estimated from a time sample taken just before the
source signal arrives. The range dependence of the SNR is
then compared to a simple spherical spreading loss model �
20 log�r�, where r is the slant range� by comparing the dif-
ference between the SNR from sources at two ranges to the
TL differences for the same ranges. The SNR difference is

SNRdiff = SNRfire − SNRbulb = 65.8 − 57.5 = 8.3 dB,

�B1�

where the subscripts diff, fire, and bulb refer to the differ-
ence of the SNR values for the longer range explosive source
at 200.3 m �fire� and for the longer range implosive source
at 552.7 m �bulb�. For TL the difference is

TLdiff = �TLfire − TLbulb� = �46.21 − 54.86� = 8.65 dB.

�B2�

The TL and SNR differences agree to within 0.35 dB, which
verifies that in this hard bottom environment spreading
loss accounts for the range dependence of the SNR.

As a consistency check another estimate of the SNR can
be obtained from43

1 − � =
SNR

1 + SNR
. �B3�

Solving for the SNR value from Eq. �B3�, converting to deci-
bels, and then taking the difference between the two sources
yields the relative SNR in terms of the relative cost function
values. Substituting �fire=0.28 and �bulb=0.537 from Table
I gives SNRcost=6.92 dB, which differs from the result in
Eq. �B1� by 1.38 dB.

Many other inversions were performed using data from
other similar source types and gave similar results.

APPENDIX C: INVERSIONS USING ALL
PROPAGATION PATHS

Figure 23 shows the cost distribution envelopes for sev-
eral parameters other than the first layer sound speed �dis-

FIG. 23. Cost distributions envelopes as a function of �a� first layer density, �b� sound speed ratio, Ct2 /Cb1, �c� second layer thickness, and �d� second layer
density, from inversions of the data from the short range implosive source. Arrows identify the location of minima.
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cussed in Sec. II G� from the inversion of the short range
implosive source data. The distribution envelope for the den-
sity of the first layer has a minimum near the lower bound
placed on the inversions for this parameter. The cost distri-
bution envelopes from the inversions of data from the other
source types exhibited a broad minimum for all the layer
densities as compared to the minima in the distribution en-
velopes for the thickness of the first layer, which suggests
that the cost function is less sensitive to the values of the
layer densities. The distribution envelope for the ratio of the
sound speed at the top of the second layer to the speed at the
bottom of the first layer also produced a minimum, suggest-
ing that some information from the second layer is obtain-
able with the short range implosive source. This latter param-
eter distribution was also shown to be more resolved in Sec.
III by excluding the direct and surface reflected paths in the
inversions of the longer range explosive source data.

Broad minima were also present in the cost distribution
envelopes obtained for most of the inversion parameters as-
sociated with the second layer and made a unique determi-
nation of the parameter values inconclusive. The distribution
envelopes for the second layer parameters from the inversion
of the short range implosive data were examined and also
showed barely resolvable minima. For example, the minima
for the second layer thickness and density are marginally
discernible in the distribution envelopes in Figs. 23�c� and
23�d�, respectively. The second layer thickness varies from
approximately 16 m from inversions of the longer range im-
plosive source data to approximately 30 m from inversion of
short range implosive source data. The reason is that the
longer range source bottom bounce arrivals have less pen-
etration into the sediment due to the lower grazing angles
and do not sample the thickness of the second layer. The cost
envelopes, produced by the inversions of the source data
discussed in Secs. II D–II F, for the first and second layer
gradients in the sound speeds and attenuations were almost
flat.

The number of arrivals seen in Fig. 9 from the longer
range implosive source, as discussed in Sec. II F, is more
than the number recorded from the explosive sources at simi-
lar ranges. This supports the hypothesis that the explosive
sources had lower levels than the implosive sources and
would not have yielded much better results at comparably
longer ranges than did the implosive sources.
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An innovative noise suppression algorithm, called the coherent onion peeler �COP� �patent detained�
is derived by minimizing the error in the coherent subtraction of the data from a single plane wave
model. The COP solution “collapses” for all beamforming algorithms to the same solution at the
complex hydrophone FFT level. Thus, any beamformer can be applied to the residual FFTs after the
COP has been applied. The COP is applied to the strongest interferer first and the residual FFTs
represent the acoustic field with this interferer coherently “peeled back” like the outer skin of an
onion. This procedure can be repeated any number of times to coherently suppress the noise from
all interferers present. A new nonadaptive beamformer is developed that “blends” together the best
beam pattern properties of conventional beamforming �CBF� near array design frequency and the
generalized fourier integral method �GFIM� at very low frequencies �VLF�. In between these
frequency extremes, the GFIM-CBF Blend �patent pending� �G-C Blend� is a frequency-dependent
weighted average of both individual beamformers. COP and G-C Blend are applied to the broadband
noise emitted by the tow ship, which severely degrades the performance of the towed array; COP
reduced this broadband noise by over 19 dB in a single pass. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2354045�

PACS number�s�: 43.30.Wi, 43.30.Nb, 43.30.Zk, 43.60.Ac, 43.60.Mn �EJS� Pages: 3627–3634

I. INTRODUCTION

A recent article �Nuttall and Wilson, 2000� showed that
the performance of the Fourier integral method �FIM� �patent
detained� �Nuttall and Wilson, 1991� and generalized FIM
�GFIM�1 outperformed conventional beamforming �CBF�,
the minimum variance distortionless response �MVDR�, and
enhanced MVDR �EMVDR� at very low frequencies �VLF�
using simulated data. This result caused controversy when
some readers incorrectly assumed that the authors claimed
the result held near the design frequency, fo=c /2d, of an
equally spaced line array with spacing d.

The authors never made this claim, and the CBF, FIM,
and GFIM beam patterns shown in Fig. 2 of Nuttall and
Wilson �2000� were for f / fo=0.04, or 4% of design fre-
quency. The authors have now developed a GFIM/CBF
“blended” beamformer �called G-C Blend� that is, CBF at
the design frequency f = fo, and gradually transitions to FIM
or GFIM at VLF as the frequency decreases. There is no
reason to use FIM or GFIM at the design frequency because
of their higher peak side lode levels compared to CBF. On
the other hand, there is no reason to use CBF at VLF �de-
fined to be f / fo�0.1�, because FIM/GFIM has a narrower
beamwidth than CBF by a factor of 2/3, and FIM/GFIM have
no sidelobes at the VLF frequencies. In Sec. II, the blended
GFIM/FIM and CBF nonadaptive beamformer is derived.

MVDR and EMVDR depend on the inverse of the com-
plex estimated covariance matrix, and are, thus, highly non-
linear methods. The highly nonlinear impact of MVDR and
EMVDR was discussed thoroughly in Nuttall and Wilson
�2000�, and its performance degradation at VLF was demon-
strated quantitatively for time-varying environments, such as
those in most shallow water areas. Wilson and Veenhuis
�1997� addressed the limitations of MVDR, and the complete
theoretical background of FIM is discussed in detail in Wil-
son �1995�, Nuttall and Wilson �1991�, and Wilson �1983�.
Tests on simulated data �Fabre and Wilson, 1995� and on
measured towed array data �Solomon et al., 1999� also
showed the performance degradation of MVDR and CBF
relative to FIM and GFIM.

One objective of this paper is to produce an adaptive
beamforming alternative to MVDR and EMVDR that is lin-
ear in the covariance matrix of the received data. By linear
we mean that the noise suppression method depends on the
estimated covariance matrix �not its inverse� to the first
power. We have developed the coherent onion peeler �COP�2

and tested it on measured data. The results have been excep-
tionally good on two sets of measured data, and some results
from one data set are presented in this paper. The word “co-
herent” in COP means that both amplitude and phase are
used in the noise suppression part of the algorithm, and the
term “onion peeler” refers to the process of subtracting the
strongest planewave interferer coherently first, and then
beamforming the residual acoustic field with “the onion
peeled,” or loudest noise source suppressed. Our mathemati-a�Electronic mail: jhwilson@cox.net
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cal derivation of COP presented in Sec. III for a single plane
wave was surprising to us, in that the noise suppression in
the COP solution takes place at the hydrophone FFT level,
not the beamformer output level. We attempted to perform
the noise suppression at the CBF, FIM/GFIM, and MVDR/
EMVDR level, but the answer converged to the same result
for all three beamforming methods and, thus, any beam-
former can be applied to the residual FFTs after COP noise
suppression. Therefore, COP is a beamformer-independent
noise suppression procedure.

Section IV shows some COP results on broadband pro-
peller data on a towed array, and conclusions and recommen-
dations are given in Sec. V.

II. THE NONADAPTIVE GFIM/FIM AND CBF BLENDED
BEAMFORMER

A quantitative set of metrics must be specified for one to
claim that a nonadaptive beamformer is optimum. By non-
adaptive, we mean that the beamforming weights applied to
the covariance matrix are constant in time, and do not de-
pend on the measured data in any way. Burdic �1991� and
many others �e.g., Shultheis, 1968� have shown that CBF is
the “optimum” detector in an ideal signal �perfect single
plane wave arrival� and noise environment �spatially inco-
herent noise�; however, this ideal acoustic field is hardly ever
a close approximation to the measured acoustic fields en-
countered in the real world. Therefore, the claim of optimal-
ity in this case is not physically very meaningful. CBF is
widely used in sonar systems throughout the world because it
is robust and easily implemented, and performs well in deep
water in nonmultipath environments. However, in almost all
shallow water environments, and in deep water multipath
environments �e.g., strong bottom bounce areas�, CBF by
itself is highly nonoptimal. To find a more nearly optimal
beamformer in these nonideal acoustic environments, there
have been numerous adaptive beamforming efforts, mainly
based on the minimum variance distortionless response
�MVDR�, where the beam power output is minimized rela-
tive to a unity gain constraint in the signal direction �see
Kneipfer, 1997�. One of the authors �Nuttall� invented
MVDR �Nuttall and Hyde, 1969� with Capon �1969�, and
there are numerous articles �see Booth et al., 1997 for a core
list of references� on element-based MVDR or beam-based
algorithms with hard or soft constraints.

The GFIM/FIM and CBF Blended �G-C Blend� beam-
forming algorithm is a nonadaptive algorithm and will not be
compared to MVDR or any other adaptive algorithm directly.
The G-C Blend algorithm produces a nearly optimum, non-
adaptive beam pattern, and is discussed in this section. The
derivation of our adaptive beamforming algorithm, COP, is
presented in the next section with the G-C Blend algorithm
as COP’s beamformer of choice.

The G-C Blend algorithm is a frequency-weighted linear
combination of FIM and CBF, as specified in Eqs. �14� and
�15� of Nuttall and Wilson, 2000,

N�u, f� = r�f/fo�
fd

c

� �
1−M

M−1

�exp�− i2�fmdu/c�Ĝf�md�wm� �

+ �p�f/fo�
fd

c
exp�− i2�fmdu/c�Ĝf�md�� , �1�

where

wm = �M − �m��/M for CBF,

wm� = 	1 for FIM

or

1 − cos�2�m/M� for GFIM

�2�

for 1−M �m�M −1.
In Eqs. �1� and �2�, an M-element equally-spaced line

array of spacing d is assumed, with u=cos �, with Ĝf�md�
being the covariance value at separation md in frequency bin
f , with c equal to the speed of sound at the array location,
and the array design frequency fo=c / �2d�. The frequency
weighting factors are given by

r�f/fo� = f/fo and p�f/fo� = �1 − f/fo� . �3�

A simple linear weighting, transitioning from CBF to GFIM/
FIM, was selected until a measured data analysis shows that
another weighting will improve performance. The advan-
tages of weighting covariance matrix element pairs as in Eqs.
�1� and �2� have been discussed in detail in Nuttall and Wil-
son �2000� and will not be repeated here. This is very differ-
ent than amplitude weighting of single elements �e.g., Taylor
weighting�; thus FIM and GFIM cannot be derived from am-
plitude weighting of single elements.

Equations �1�–�3� show that the authors are not advocat-
ing using FIM or GFIM instead of CBF at all frequencies
0.0� f / fo�1.0. At design frequency �f = fo�, Eq. �1� defaults
to CBF. At very low frequencies �VLF� �f / fo�0.1� Eq. �1�
becomes heavily weighted toward FIM/GFIM �as desired� so
that FIM’s or GFIM’s narrower beamwidth �a factor of 2/3 of
the CBF beamwidth� improves performance significantly.
The number of peak sidelobes and their levels are minimal at
VLF �see Fig. 2 in Nuttall and Wilson, 2000�. At this point
we can say qualitatively that the G-C Blend algorithm gives
us the “best of both worlds” in a nonadaptive beamformer.
Near design frequency, the algorithm defaults to CBF and the
higher peak sidelobes of FIM and GFIM do not degrade
performance.

We will only suggest a preliminary, qualitative cost
function �cf� to be tested on measured data:

cf = 1/�area under the beam pattern curve�

� �maximum peak sidelobe level�

� �number of sidelobes in the beam pattern� . �4�

The only justification for maximizing this cf will be perfor-
mance on measured data, but for now we state qualitatively
that it is “good” to minimize the area under the beam pattern
curve �or maximize AG�, while minimizing both the number
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and values of the peak sidelobe levels. The actual, rather than
theoretical, beam pattern must be used in this cf, as deter-
mined from measured data. In the next section, we will show
how COP and G-C Blend work well together to provide
excellent performance on measured data. COP and G-C
Blend working together defines our approach to adaptive
beamforming.

III. THE COHERENT ONION PEELER: AN ADAPTIVE
NOISE SUPPRESSION ALGORITHM FOR ALL
BEAMFORMERS

The initial objective of the authors was to derive an
adaptive beamformer for FIM, GFIM, and CBF to suppress
noise from interferers, with the constraint that the algorithm
be linear in the covariance matrix. The authors feel that
MVDR’s performance is degraded in time nonstationary
acoustic environments as exist in the littoral �Nuttall and
Wilson, 2000� because MVDR is highly nonlinear in the co-
variance matrix. However, the mathematical modeling of the
linear noise suppression algorithm for each beamformer led
to the same mathematical solution, which we call COP. COP
depends only on the hydrophone FFTs and not on the beam-
former selected. COP can be applied to FIM, GFIM, CBF,
MVDR, or any other beamforming method which uses FFTs
as inputs.

Derivation of the single plane wave COP algorithm
for an unequally spaced line array: Assume a pressure
field p̄�t ,x� at time t and location x, with time samples col-
lected at t=n� for n=0:N−1, and spatial samples at loca-
tions x=x�m� for m=0:M −1. We use the colon symbol J :K
to denote 
J ,J+1, . . . ,K� with J�K. The total data available
is p�n ,m�� p̄�n� ,x�m�� for n=0:N−1, m=0:M −1.

If a single plane wave arrives from an angle u1=sin �1

comprised of frequencies 
f1�k��ka

kb, the observed complex
pressure field at �t ,x� is modeled as a superposition of plane
waves in the frequency band f1�ka� : f1�kb� as

p̄1�t,x� = �
k=ka

kb

a1�k�exp�i2�f1�k�t −
x

c
u1�� , �5�

where the amplitudes 
a1�k��ka

kb are complex. For given fre-
quencies 
f1�k��ka

kb and arrival angle u1, we want to choose
amplitudes 
a1�k��ka

kb so that the total weighted model/data
error e is minimized. Here, the error e is given by

e � �
n=0

N−1

�
m=0

M−1

wt�n�wx�m��p�n,m�
data

− p̄1�n�,x�m��
model �2

= �
n,m

wt�n�wx�m��p�n,m�

− �
k

a1�k�exp
i�1�k��n − ��m�u1���2
, �6�

where the temporal and spatial weights, 
wt�n�� and 
wx�m��,
are real and positive, and the known dimensionless param-
eters

�1�k� � 2�f1�k��, ��m� �
x�m�
c�

. �7�

To minimize e, consider the partial derivatives

�e

�a1
*�k�

= − �
n,m

wt�n�wx�m�p�n,m�

− �
k

a1�k�exp
i�1�k��n − ��m�u1���
� exp
− i�1�k��n − ��m�u1�� for k = ka:kb.

�8�

Define the temporal and spatial windows:

Wt��� = �
n=0

N−1

wt�n�exp�− i�n� for all �, Wt�0� = 1, �9�

Wx�	� = �
m=0

M−1

wx�m�exp�i��m�	� for all 	, Wx�0� = 1,

�10�

and the two-dimensional data spectrum

P��,	� = �
n,m

wt�n�wx�m�p�n,m�exp�− i�n + i��m�	�

�11�
for all �,	 .

Then from Eq. �8�, the optimal complex amplitudes 
a1�k��ka

kb

satisfy the simultaneous linear equations

�
k=ka

kb

a1�k�Wt��1�k� − �1�k��Wx
��1�k� − �1�k��u1�

= P��1�k�,�1�k�u1�, for k = ka:kb. �12�

Henceforth, we consider only the case of flat temporal
weighting:

wt�n� =
1

N
for n = 0:N − 1. �13�

Then

Wt��� = exp− i�
N − I

2
� sin�N�/2�

N sin��/2�
, �14�

with

Wt�2�k/N� = �1 for k = 0

0 for k � 0
�, �k� � N . �15�

Also, we take fitting frequencies

f1�k� =
k

N�
for k = ka:kb, �1�k� = 2�k/N �16�

and there follows

Wt��1�k� − �1�k�� = Wt�2�

N
�k − k�� = 
�k − k� . �17�

Hence, we can write an explicit solution to Eq. �12� for the
optimal amplitudes, namely,

a1�k� = P��1�k�,�1�k�u1� for k = ka:kb. �18�
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To find the value of the minimum error, express Eq. �6�
as

�19�

Now substitute the optimal amplitudes �Eq. �18�� to get the
minimum error

�20�

We now further minimize the error e by choosing the fitting
angle u1 that maximizes r�u1�. Using the definition of the
data spectrum P �Eq. �11�� and the flat temporal weighting
�Eq. �18��, we get

r�u1� = �
k
��

n,m
wx�m�p�n,m�

�exp�− i
2�

N
kn + i��m�

2�

N
ku1��2

= �
k=ka

kb � �
m=0

M−1

wx�m�q�k,m�exp�− i
2�k

N
��m�u1��2

,

�21�

where

q�k,m� = �
n=0

N−1

p�n,m�exp�− i2�kn/N�

�22�
for k = 0:N − 1,m = 0:M − 1

is the temporal discrete Fourier transform of the mth element
data. The maximization of r�u1� by choice of u1 is depicted
in Fig. 1.

The processing given by Eq. �21� has a very plausible
form. First, the time-space data 
p�n ,m�� is transformed into
the frequency-space domain 
q�k ,m��. Then, for hypoth-

esized arrival angle u1, scale and phase shift the mth element
component in frequency bin k by �2�k /N���m�u1. But this
phase shift exactly compensates for that of a single fre-
quency plane wave arriving at angle u1,

phase shift �k,m� = 2�
kx�m�
N�c

u1 =
2�k

N
��m�u1. �23�

Thus, the inner complex sum over m in Eq. �21� is a coherent
one for any plane wave arriving at angle u1. Finally, the
outer sum over k in Eq. �21� is an incoherent sum over fre-
quencies in the band of interest. This incoherent sum is nec-
essary because no interrelations have been assumed for indi-
vidual frequency components in the plane wave arrivals.
After the sum over k is complete, then one can plot r�u1� for
all u1 in the angular sector of interest.

The complex sum on element number m in Eq. �21�
cannot be accomplished by a FFT because, in general,
��m�=x�m� / �c�� is not linear in m for an unequally-spaced
line array �but a FFT calculation can be utilized for an
equally-spaced or a sparse equispaced line array�. This com-
plex sum must be carried out by brute force. However one
short-cut available is to use the recursion

exp�i
2�k

N
��m�u1� = exp�i

2��k − 1�
N

��m�u1�
�exp�i

2�

N
��m�u1� �24�

for each m and u1 in order to generate the k values needed
for the exponentials.

Finding the best spatial weights 
wx�m�� is not trivial;
they should not simply be taken as flat but should reflect
known element locations 
x�m��. For example, wx�m� might
be taken to be proportional to the shaded area between adja-
cent element midpoints in Fig. 2.

After finding the best coefficients 
a1�k�� for a specified
u1, the minimal residual is, from Eqs. �5� and �6�,

p�n,m� � p�n,m� − p̄1�n�,x�m��

= p�n,m� − �
k

a1�k�

�exp�i
2�k

N
�n − ��m�u1�� . �25�

The corresponding FFT of this residual is

FIG. 1. Minimizing angular model/data errors in COP.

FIG. 2. Optimum spatial weights in COP.
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�26�

The optimal amplitudes are, from Eqs. �16�, �10�, and �19�,

â1�k� = P��1�k�,�1�k�u1�

=
1

N
�
m=0

M−1

wx�m�q�k,m�exp�i
2�k

N
��m�u1�

�27�
for k = ka:kb.

These complex amplitudes should be evaluated only after the
best arrival angle u1, namely û1, has been determined. Then,
Eq. �26� should be evaluated, using û1 in place of u1. That is,

â1�k� = P��1�k�,�1�k�û1� �28�

=
1

N
�
m=0

M−1

wx�m�q�k,m�exp�i
2�k

N
��m�û1� for k = ka:kb,

�29�

q̂�k,m� = q�k,m� − Nâ1�k�exp�− i
2�k

N
��m�û1�

�30�
for k = ka:kb.

The latter quantity is the minimal residual in the frequency-
space domain. Also,

q̂�k,m� = q�k,m� for k � ka:kb. �31�

Let the spatially weighted FFT at frequency bin k be
defined as

qw�k,m� = q�k,m�wx�m� �32�

and its spatial autocorrelation for frequency bin k be

��k, j� = �
m

qw�k,m�qw
* �k,m − j� . �33�

Then, from Eq. �21�, if x�m�=dm �equally spaced line array�

r�u1� = �
k=ka

kb � �
m=0

M−1

qw�k,m�exp�i
2�k

N

dm

c�
u1��2

=�
ka

kb

�
j=1−M

M−1

��k, j�expi
2�k

N

d

c�
ju1� . �34�

A FIM �patent detained�-like generalization would be to
weight the sum over j, to get

rs�u1� = �
k=ka

kb

�
j=1−M

M−1

ws�j���k, j�expi
2�k

N

d

c�
ju1� , �35�

where the 
ws�j��1−M
M−1 are separation weights �real and even

about j=0�.
Equally spaced or sparse equispaced line array: From

Eq. �21� with z�m�=wx�m�q�k ,m� �holding k fixed�, let

f�v� � �
m=0

M−1

z�m�exp�iv��m��, ��m� =
x�m�
c�

,

�36�

v =
2�k

N
u1.

As an example of a sparse equispaced line array, consider

�37�
then


��m�� = ��0 1 3 4 7 8 9 ¯ �, � �
d

c�
�38�

and

f�v� = z�0� + z�1�exp�iv�� + z�2�exp�iv�3�

+ z�3�exp�iv�4� + z�4�exp�iv�7�

+ z�5�exp�iv�8� + z�6�exp�iv�9� + ¯ . �39�

Let

y = �z�0� z�1� 0 z�2� z�3� 0 0 z�4� z�5� z�6� ¯ � . �40�

Then

f�v� = y�0� + y�1�exp�iv�� + y�3�exp�iv3��

+ y�4�exp�iv4�� + y�7�exp�iv7��

+ y�8�exp�iv8�� + y�9�exp�iv9�� + ¯ .

= �
j=0

y�j�exp�iv�j� = �
j=0

y�j�exp�i2�
k

N

d

c�
u1j� .

�41�

By taking

k

N

d

c�
u1 =

n�

N�

this operation can be done by an N�-point FFT. Sequence

y�j�� has zeros in it, dictated by the missing element loca-
tions. As a result, the 
z�m�� are merely “spaced out” by the
missing element locations.
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COP has now been extended to a two, three, or any
multiple coherently interfering planewave model, simply by
adding additional plane wave components into the model in
Eq. �6�. Also, a moving source model has been developed
where the source is allowed to change bearing during each
FFT period. These more complex versions of COP will be
analyzed in future research.

IV. COP CONCEPT OF OPERATIONS „CONOPS…

It is now clear that the word “coherent” in COP means
that both amplitude and phase are adaptively estimated every
FFT period, and a “residual FFT” is calculated. Since it is
relatively easy to track a strong interferer in relative bearing
versus time, one can implement COP in a sonar system in
real time as a noise suppression algorithm. When the beam-
forming is performed on the residual FFT, we say that the
“onion has been peeled” and we can display the residual
acoustic beamformed field with the strong interferer sup-
pressed. One can continue to track and suppress the next
strongest interferer until all interferers have been suppressed,
and, hopefully, the weak signals of interest will be detected.

Very efficient C++ software has been developed to
implement COP in a real time processor with a choice of
FIM, GFIM, CBF or G-C Blend as beamformers. The
M-of-N Tracker �Wilson, 1995� is used to “track” the inter-
ferer, and COP is applied every FFT interval in a user-
specified relative bearing sector and frequency band centered
on the M-of-N Tracker relative bearing position and multiple
frequency intervals to be suppressed. The residual FFT is
then rebeamformed and the strong interferer is suppressed.
This process can continue for all interferers that are tracked
by the Quiet Interlude Processing System �QuIPS�, a real
time, automated, multi-Intelligence �multi-INT� processing
system in which the M-of-N Tracker is embedded. The
acoustic sensor is just one sensor input to be data fused with
tracks from numerous other nonacoustic sensors. It is
strongly emphasized that the coherent track data from the
interferers suppressed by COP are not lost, and can be
tracked and plotted separately. The QuIPS tracker and COP
are not yet integrated into a real time system.

V. COP PERFORMANCE ON MEASURED DATA

COP has been run for two very different applications
using different data sets. The first involved the suppression
of a surface ship interferer’s narrowband �NB� harmonic
lines so that a weaker target was detected after COP was
applied. The results were exceptionally good, and will be
addressed in a future report.

A second data set was from a towed array sonar system,
where broadband �BB� acoustic energy from the propeller of
the tow ship continually degraded performance, even when
the tow ship slowed to four knots. COP was applied to this
BB noise suppression application, and the results are de-
scribed in this section.

Two sets of towed array hydrophone time series data
were supplied with the array geometry, data format, sample
rates, FFT lengths, and processing band �1200–1600 Hz�.
The towed array is a 48 element equally spaced line array

with a design frequency of 1725 Hz. Tow ship noise level
was more than 30 dB above the noise in other directions, and
the main lobe relative bearing of the noise peak depends on
array depth and tow cable scope. For the two towed array
data sets, the own ship propeller noise:

• peaked at approximately 25° 51 s relative for data set I
with an array depth of 135 m and cable scope of 100 m.

• peaked at approximately 50° 47 s relative for data set II
with an array depth of 81 m and cable scope of 300 m.

The data were filtered, decimated and heterodyned to
±200 Hz of dc and this necessitated the adaptation of the
COP algorithm described in the previous section to hetero-
dyned data.

Data results: Figures 3–6 illustrate the COP noise sup-

FIG. 3. �Color online� Beamformed FRAZ surface before COP with 2 Hz
FFT resolution.

FIG. 4. �Color online� Beamformed FRAZ surface after COP is applied to
the entire band with a 2 Hz FFT resolution.
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pression results. These figures represent a one pass noise
suppression COP application; the results would improve
even more with multiple COP passes, and that will be ad-
dressed in a future paper.

Figure 3 shows a typical COP 2 Hz resolution frequency
azimuth �FRAZ� surface to illustrate the BB interferer’s
beamformed output with broadband �BB� resolution before
COP noise suppression; the propeller self-noise is 20–30 dB
above the background noise levels. Figure 4 shows COP ap-
plied over the entire band, and now one can clearly detect
two or three other contacts near broadside. There is almost a
30 dB reduction in noise level after COP! The residual
acoustic energy near the propeller noise main lobe after COP
can be “cleaned up” with multiple COP passes; current re-
sults suffer from limitations of using a single planewave
model.

Figure 5 shows a typical COP 0.125 Hz resolution
FRAZ surface to illustrate the beamformed output with nar-
rowband �NB� resolution before COP noise suppression. Fig-
ure 6 shows the FRAZ surface after COP suppression over
the entire band, respectively. Again, 2 or 3 surface ship con-
tacts are now clearly seen near broadside, and the residual
energy near the relative bearing of the propeller noise can be
further suppressed with multiple COP passes. COP sup-
pressed the main noise lobe by 20–30 dB on one pass!

By autoscaling the FRAZ surfaces after COP noise sup-
pression in Fig. 4 �2 Hz bandwidth �BW�� and Fig. 6
�0.125 Hz BW�, one finds that the maximum beam noise
level on the FRAZ surfaces in Figs. 3 and 5 are 20.3 dB and
12.9 dB, respectively, before COP noise suppression. After
COP noise suppression, maximum beam noise levels of
4.6 dB and 2.6 dB are found. When the maximum beam-
formed noise levels are corrected to spectrum levels, the
COP noise suppression was far greater at the 0.125 Hz reso-
lution �19.3 dB� compared to the COP noise suppression at
the 2.0 Hz resolution �12.7 dB�.

COP could be run for a second pass on the FRAZ sur-
face after noise suppression to further suppress the first side-
lobe region from 30° to 38° relative and from 24° to 0°
relative. The authors are not sure why the first sidelobe re-
gions did not get suppressed by COP after a single pass as
well as desired and offer the following two possible reasons
for the nonplanewave beam patterns:

�1� The propeller noise is a spherical wave, not a plane
wave, and this may impact the positions of the first side-
lobe �on either side� peak bearing location.

�2� There may be a weak bottom bounce arrival interfering
with the direct spherical arrival.

The multiple pass results of COP over this data will be ad-
dressed in a future paper.

VI. CONCLUSIONS

COP reduced the broadband noise interference by over
19 dB for the towed array data analyzed and displayed in this
paper. COP shows great promise for incorporation in all so-
nar systems worldwide. The results on measured towed array
data with a strong interferer present were also excellent, and
will be addressed in a future paper. COP is protected by its
patent, and potential users should contact the authors for ap-
plications to each of their sonar systems.

1FIM and GFIM are patented beamforming algorithms.
2COP is a patented noise suppression and adaptive beamforming technique.
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Active control of passive acoustic fields: Passive synthetic
apertureÕDoppler beamforming with data from an autonomous
vehicle
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The maneuverability of autonomous underwater vehicles �AUVs� equipped with hull-mounted
arrays provides the opportunity to actively modify received acoustic fields to optimize extraction of
information. This paper uses ocean acoustic data collected by an AUV-mounted two-dimensional
hydrophone array, with overall dimension one-tenth wavelength at 200–500 Hz, to demonstrate
aspects of this control through vehicle motion. Source localization is performed using Doppler shifts
measured at a set of receiver velocities by both single elements and a physical array. Results show
that a source in the presence of a 10-dB higher-level interferer having exactly the same frequency
content �as measured by a stationary receiver� is properly localized and that white-noise-constrained
adaptive beamforming applied to the physical aperture data in combination with Doppler
beamforming provides greater spatial resolution than physical-aperture-alone beamforming and
significantly lower sidelobes than single element Doppler beamforming. A new broadband
beamformer that adjusts for variations in vehicle velocity on a sample by sample basis is
demonstrated with data collected during a high-acceleration maneuver. The importance of including
the cost of energy expenditure in determining optimal vehicle motion is demonstrated through
simulation, further illustrating how the vehicle characteristics are an integral part of the signal/array
processing structure. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2346177�

PACS number�s�: 43.30.Wi, 43.60.Fg, 43.60.Gk, 43.30.Es �EJS� Pages: 3635–3654

I. INTRODUCTION

Synthetic aperture processing converts temporal pro-
cessing gain into spatial gain through the use of a moving
receiver and/or source. This approach has been used exten-
sively in the radar community where synthetic aperture radar
techniques provide high resolution images of the earth’s sur-
face. These techniques have been extended to the problem of
acoustically imaging the underwater environment. In both
applications, the source of the wave field energy used to
probe the environment is located on, and is under the control
of, the platform creating the synthetic aperture. In ocean
acoustics, active synthetic aperture imaging methods have
undergone significant development and now are widely ap-
plied, particularly in high frequency surveys of the ocean
bottom.

Aperture also can be synthesized without the use of an
active source under control by the receiver. In this passive
case, the properties of the source are part of the set of un-
knowns to be determined and typically are the quantities of
greatest interest. Passive synthetic aperture sonar has no ana-
log in the radar community. In contrast to the active case, it
has not received a significant amount of attention. Early re-
search efforts in ocean acoustics were made by Williams
�1976� and Fitzgerald, Guthrie, and Shaffer �1976�. In 1988,
Autrey showed that under certain assumptions, a passive

synthetic aperture system is equivalent in both implementa-
tion and performance to a narrowband spectrum analyzer
�Autrey, 1988�. Subsequent work in the published literature
include algorithms to perform synthetic aperture processing
with horizontal towed array data such as Yen and Carey’s
coherent sum of subaperture beams �Yen and Carey, 1989�,
the maximum likelihood estimation method �Nuttall, 1992�,
combined synthetic aperture and Doppler processing �Will-
iams and Harris, 1992�, and the Extended Towed Array Mea-
surements algorithm �Stergiopoulos and Sullivan, 1989�.
This latter algorithm uses the correlation between overlap-
ping synthetic and physical array elements to obtain phase
corrections that account for deformation in array shape and
fluctuations in the environment to some extent. It also de-
creases the coherence time requirements of the acoustic field
from that needed to synthesize the whole aperture to that
needed to perform the phase corrections from one overlap
period to the next. Recently, synthetic aperture beamforming
has been placed into the framework of model-based process-
ing �Sullivan and Candy, 1997�. This formulation uses a sig-
nal model that explicitly accounts for receiver motion �the
same signal model as used in Sec. II�, a vital step in improv-
ing processing performance. A few results of creating syn-
thetic aperture passively using actual ocean acoustic data
also have been published. Examples, in addition to the afore-
mentioned works published in 1976, include those of Yen
and Carey �1989�, Roderick, Maiocco, and Kanabis �1989�,
Stergiopoulos �1990�, Stergiopoulos and Urban �1992a, b�,a�Electronic mail: gld@mpl.ucsd.edu
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and Sullivan �2003�. Quantitative assessment of the perfor-
mance of specific algorithms has been conducted �e.g., Edel-
son and Sullivan, 1991; 1992; Yen and Carey, 1989; Ster-
giopoulos and Urban, 1992b; Sullivan and Candy, 1997�. A
special issue of IEEE Journal of Oceanic Engineering �Vol.
1� devoted to passive synthetic aperture in ocean acoustics
appeared in 1992.

Almost all the work with moving receivers has dealt
with towing a single hydrophone or hydrophone line array,
thereby creating synthetic aperture in a single spatial dimen-
sion and in the same dimension as the physical aperture. In
most cases, only situations where a single source transmit-
ting a single narrowband signal have been considered. Note-
able exceptions are the theoretical demonstration that large
array gains may be achievable with modest increases in ef-
fective aperture in anisotropic noise fields �e.g., acoustically
cluttered environments� �Sullivan, Carey, and Stergiopoulos,
1992� and the use of a general model-based processing ap-
proach that allows for multiple sources transmitting at mul-
tiple frequencies �Sullivan and Candy, 1997�. The analyses
for the most part are limited to a single frequency and do not
consider broadband sources and/or the presence of broad-
band noise. Also not discussed to any great extent in the
existing literature are the limitations imposed by the ocean
environment on synthetic aperture creation. Characteristics
of the ocean environment place limits on the information that
can be extracted using synthetic aperture techniques, but the
supporting data required to understand these environmental
limitations rarely is collected.

The at-sea data collected in previous passive synthetic
aperture studies made use of manned platforms. However,
over the past few decades, autonomous underwater vehicles
�AUVs� have undergone significant development and now
are highly capable data collection platforms �e.g., National
Research Council, 1996; 2004�. In the field of underwater
acoustics, most of the research to date with AUVs has in-
volved active acoustic transmissions, for imaging the ocean
bottom and subbottom and near-surface properties. Recently,
AUVs have begun to be used in passive acoustics studies
�e.g., Glegg et al., 2001�.

In the work presented in this paper, the receiving plat-
form is an older-design, mid-size AUV. The distortions of the
received acoustic field caused by the AUV’s motion provide
most of the information used in this paper to estimate the
directional properties of the ocean acoustic field. The maneu-
verability and adaptability of AUVs provide opportunities for
ocean acoustic data collection not afforded by other types of
underwater acoustic sensor systems. As an example, an AUV
has the capability to adapt its motion to purposefully impart
a specific structure to the received field to optimize extrac-
tion of quantities of interest. This concept of active control of
received acoustic fields through receiver motion is pursued
further in this paper. An important consideration is the cost
of motion due to the expenditure of finite propulsion energy
available on the AUV.

An autonomous vehicle’s maneuverability and hydrody-
namic efficiency can be retained through the use of hull-
mounted acoustic arrays, as opposed to the use of towed
arrays. Deployment and retrieval also are much simpler.

Added benefits are that the relative positions of hull-mounted
array elements can be determined with little effort and they
are independent of time. One important consequence of this
fact is that hull-mounted array data are not degraded during a
maneuver. Vehicle maneuvers are used in this paper to create
synthetic aperture in more than one dimension in order to
resolve some of the ambiguities and/or reduce the beam-
former sidelobes arising in passive synthetic aperture pro-
cessing. In addition, vehicle accelerations during the maneu-
ver itself actually can help in estimating the directionality of
the sound field, as demonstrated by the resampling beam-
former presented in Sec. III. Although the radiated acoustic
and vibration noise of the vehicle is a more serious consid-
eration with hull-mounted systems, this self noise can be
effectively eliminated �Zimmerman, D’Spain, and Chadwell,
2005� since the propellers on most autonomous vehicles do
not rotate sufficiently fast to cause cavitation. The one seri-
ous drawback of hull-mounted systems is that the physical
aperture is limited by the size of the vehicle. Therefore, the
aperture must be either created using a Taylor series expan-
sion approach �D’Spain, Hodgkiss, and Edmonds, 1991� or
synthesized through motion.

The purpose of this paper is to develop and demonstrate
the beamforming performance at low frequencies
�200–500 Hz� of a set of techniques that take advantage of
vehicle motion using ocean acoustic data collected by a hy-
drophone array mounted within the outer shroud of an AUV.
The array has physical aperture in two horizontal dimen-
sions, but its overall size is about a tenth of a wavelength at
the low frequencies of interest. Beamforming performance is
demonstrated in multisource conditions as well as for broad-
band signals. Section II summarizes the beamforming ap-
proach, based on the Doppler shifts in frequency imparted by
the vehicle motion, and the underlying assumptions. A new
type of beamformer that takes advantage of vehicle accelera-
tions is introduced in Sec. III. In Sec. IV, brief descriptions
of the ocean acoustics experiment and the AUV receiving
system are presented, followed by the results from the syn-
thetic aperture/Doppler and “resampling” beamforming algo-
rithms using the AUV data in Sec. V. The concept of active
control of passive acoustic fields through the motion of a
receiving AUV is pursued further through simulation in Sec.
VI. Finally, Sec. VII summarizes the conclusions of this
work.

II. BEAMFORMING APPROACH AND ASSUMPTIONS

A. Analogy between passive synthetic aperture
and Doppler beamforming

The basis of synthetic aperture processing is the ex-
change of temporal gain for spatial gain �Autrey, 1988�.
However, the transformation from time to space does not
need to be performed explicitly to extract the available infor-
mation on the directional characteristics of the sound field.
Under plane wave propagation, synthetic aperture beam-
forming and Doppler processing are equivalent processes
�the equivalence does not necessarily hold for other types of
wave fields as pointed out by Carey, 1989�. To illustrate this
point and to introduce notation, consider a single tone plane
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wave from a fixed source propagating across a fixed physical
aperture in a medium whose properties do not change with
time. The complex pressure at position x is then

pr��s,x� = Ap��s�exp�i��st + ks · x�� . �1�

The subscript “s” for the circular frequency �s and spatial
frequency ks signifies that these quantities are measured by a
stationary receiver. In synthetic aperture beamforming, the
array elements are synthesized by receiver motion with con-
stant velocity vr, i.e., x=vrt. The received field becomes

pr��r,vrt� = Ap��s�exp�i��st + ks · vrt��

= Ap��s�exp�i��s + ks · vr�t�

� Ap��s�exp�i�rt� . �2�

The quantity �r is the frequency as measured by a moving
receiver. The amplitude at �r measured by a moving receiver
is the same amplitude at �s measured by a fixed receiver.
The expression for the received frequency

�r = �s + ks · vr = �s�1 +
vr · r̂

cp
�

= �s�1 +
vr

cp
cos��s − �r�� �3�

is the dispersion relation for sound propagating at phase ve-
locity cp to a moving receiver in a stationary medium �e.g.,
Pierce, 1989�. The unit vector, r̂, is defined to point in the
direction opposite to the direction of propagation �ks / �ks �
=−r̂�. The source azimuth is �s, the direction of receiver
motion is �r, and vr without the underscore is the magnitude
�speed� of vr.

Equation �2� illustrates the point made by Autrey �1998�
that all the gain from synthetic aperture processing of a
single plane wave in a homogeneous, isotropic noise field
can be obtained through temporal processing. For single tone
signals, this gain can be obtained by a Fourier transform over
time. In addition, Eq. �2� shows that all the available infor-
mation on the directionality of the sound field also can be
obtained by temporal processing. This information is con-
tained in the frequency shifts due to motion of the receiver
and the resulting redistribution of energy in the received
pressure spectrum. Therefore, all the techniques developed
for spectral estimation, including high resolution methods,
can be used in passive synthetic aperture beamforming.
Equation �2� also illustrates how synthetic aperture process-
ing blurs the distinction between temporal and spatial fre-
quency; the distribution of energy in the temporal frequency
domain becomes intertwined with the directional distribution
of the acoustic sources �given by the spatial frequency�. This
observation implies that to achieve significant array gains
through creation of synthetic aperture in anisotropic �“acous-
tically cluttered”� noise conditions, spectrally nonwhite noise
conditions must also exist. The latter requirement is implic-
itly assumed in previous derivations of passive synthetic ap-
erture array gain given that only single-tone signals were
considered.

B. Stationary source approximation

The time-dependent Doppler shifted frequency of a tone
generated by a source moving at velocity, vs�t�, and mea-
sured by a receiver moving at velocity vr�t� is �Pierce, 1989�

�r�t� = �s�t�	1 +
vr�t� − vs�t�

cp
· r̂�t�
 . �4�

The unknown source properties are the true source fre-
quency, �s�t� �i.e., the frequency measured by a fixed re-
ceiver when the source is stationary�, the source velocity
�where vs��vs cos��s� ,vssin��s���, and the direction from
the receiver to the source, r̂�t�. The quantity of primary
interest in this paper is the source bearing, determined by
r̂�t�. Therefore, an “effective” source frequency for an
equivalent stationary source can be defined that provides a
good approximation to Eq. �4� and reduces the number of
unknowns by half. Rewriting Eq. �4� gives

�r�t� = ��s�t�	1 −
vs�t�
cp

· r̂�t�
�	1 +
vr�t�
cp

· r̂�t�

+ �s�t�	 �vs · r̂��vr · r̂�

cp
2 
 . �5�

Given that vs /cp�10−2�1 and vr /cp�10−3�1, then the
second term on the right-hand side of Eq. �5� is negligible
compared to the first term. Therefore, an “effective”
source frequency for an equivalent stationary source can
be defined as

�s
eff�t� � �s�t�	1 −

vs�t�
cp

· r̂�t�
 �6�

so that

�r�t�  �s
eff�t�	1 +

vr�t�
cp

· r̂�t�
 . �7�

This approximation reduces the number of unknown source
parameters to two, �s

eff and r̂ �or equivalently, �s, the
source azimuth� since no effort is made to derive informa-
tion on the track of the source. The following develop-
ments make use of this approximation and �s will be used
to specify �s

eff.
The stationary source approximation models any fre-

quency spreading arising from the differential Doppler shifts
of multipath components excited by a moving source as part
of the radiated spectrum of an equivalent “fixed” source. �A
way of combining multifrequency energy from a single
source is outlined in Sec. II G�. In addition, it assumes the
source remains at approximately constant azimuth during the
processing period.

C. Energy integration along hypothesized curves

The Doppler beamforming process presented in this sec-
tion involves the integration of spectral energy collected over
a set of straight-line tracks. The first step for a given assumed
source frequency and assumed source azimuth �i.e., look di-
rection� is to select a set of frequency bins, one from each
straight-line track �“leg”�. These frequency bins are deter-
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mined by a cosine-dependent curve over leg number that is a
function of source frequency and azimuth �Eq. �3��. The av-
erage AUV speed and direction of motion for each leg, and
the effective phase velocity of the received acoustic field, are
taken as known inputs to the beamformer. In the case of
moving physical aperture, the spectral levels are those mea-
sured by the physical beam pointed in the look direction of
interest. The beamformer output then is the incoherent sum
of the weighted spectral levels in these frequency bins;
�n

NTwnAn
2��r

n� where n is the leg number, NT is the total
number of legs, and wn is the weighting of the nth leg’s
selected bin level An

2��r
n� at received frequency �r

n. Various
weightings can be used when summing the bin spectral lev-
els. A data-independent equal weighting �wn�1/NT�, a data-
adaptive weighting in which the bin level is normalized by
the average bin level in the processing band �wn

�1/�i
NF�An

i �2, where NF is the number of frequency bins in
the processing band�, and a weighting inversely proportional
to the peak level in the processing band, �wn�1/ �An

max�2�
were used with the AUV-collected data. Results are summa-
rized in Sec. V.

D. Simultaneous search over source frequency and
azimuth

Once the stationary source approximation �Sec. II B� is
made, the two unknowns to be determined are the effective
source frequency as measured by a stationary receiver, �s,
and the source azimuth, �s. Two or more moving receivers
allow for a unique solution �e.g., Sullivan, 2003� since two
independent equations are obtained from the Doppler-shifted
received frequency and the relative phase shift between the
two receivers �for two hydrophones with spatial separation in
the same direction as vr, then �s=�r−vr�ê and cos��s

−�r�= �cp���r−vr�ê�−1�ê, where �ê equals the phase dif-
ference between the hydrophones normalized by their spatial
separation�. For a single omnidirectional receiver, these two
source unknowns also can be determined uniquely along a
single straight-line track using the differential Doppler shifts
of two or more multipath components in a waveguide. An
alternative approach is to make a change in receiver speed at
fixed heading, which can be equated to an effective change
in phase velocity as shown by Eq. �3�. Another method is to
make a change in receiver heading. With these latter two
approaches, the two unknowns can be determined simulta-
neously through cooperative behavior of two or more ve-
hicles. A special case of a receiver speed change is for one of
the receiver speeds to be zero, which can be implemented by
a constant-velocity receiver sharing information with a fixed
receiving system.

The magnitude of the changes in received frequency due
to changes in phase velocity, in receiver speed, and in re-
ceiver heading is a measure of the Doppler beamforming
sensitivity of these approaches. Differentiating Eq. �3�:

��r��cp� = − �s
vr

cp
2 cos��s − �r��cp, �8�

��r��vr� = �s
1

cp
cos��s − �r��vr, �9�

��r���r� = �s
vr

cp
sin��s − �r���r. �10�

The magnitude of �vr is order 1 m/s for commercially avail-
able AUVs and that of ��r can be as large as 	 correspond-
ing to a 180° reversal in the direction of motion. The quan-
tity �cp is determined by propagation conditions. For a
shallow water waveguide with approximately constant sound
speed of c and a critical angle of the bottom of 
c, then
�cp=c�1/cos�
c�−1�, approximately equal to 100 m/s for a
bottom critical angle of 20°. Therefore,

��r��vr�/��r��cp� = −
�vr /vr

�cp/cp
 − 15. �11�

This result indicates that Doppler/synthetic aperture beam-
forming is an order of magnitude more sensitive to changes
in receiver speed than to phase differences between multi-
path arrivals in typical shallow water environments. In fact,
the speeds attainable by the AUV used to collect the data in
this paper are not sufficiently high to allow multipath differ-
ential Doppler approaches to be effective.

As an aside, Eq. �8� and the value of �cp of 100 m/s for
a typical shallow water site off the Southern California coast
provide the information necessary to estimate the fractional
spectral spreading, ��r /�s, recorded by a moving AUV due
to the spatial bandwidth of the channel. It is about 0.004%
for motion toward or away from the source, half that associ-
ated with uncontrolled variations in vehicle velocity along
straight-line tracks �see Sec. IV� and on the same order as
that due to medium fluctuations �Sec. V D�.

In a similar way,

��r��vr� /��r���r� =
1

tan��s − �r�
�vr/vr

��r
. �12�

Here, the relative sensitivity is dependent upon the receiver’s
direction of motion with respect to the source azimuth, being
more sensitive to speed changes when moving toward or
away from the source �endfire� and more sensitive to heading
changes when moving at right angles to the source direction
�broadside�. For directions of motion and source azimuths
such that the tangent term is approximately unity, then the
relative sensitivity also is of order unity. The results pre-
sented in the first part of Sec. V use a combination of differ-
ent receiver directions of motion each at about the same re-
ceiver speed. The resampling beamformer discussed in Sec.
III combines both changes in speed and in direction of mo-
tion into one method.

As shown in Sec. V, the ambiguity surface �beamform-
ing output� with Doppler/synthetic aperture processing for
the simultaneous search of effective source frequency and
source azimuth using data from a single receiver displays a
pattern of smoothly evolving sidelobes. The behavior of
these sidelobes in the source frequency/azimuth plane can be
determined by variations in source frequency and source azi-
muth such that the received frequency remains unchanged:
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��r = 0 = �1 +
vr

cp
cos��s − �r����s

− �s
vr

cp
sin��s − �r���s, �13�

which simplifies to

��s

�s


vr

cp
sin��s − �r���s. �14�

For a single straight-line track traversed at constant speed,
Eq. �14� describes the sinusoidally varying slopes of the tra-
jectory of the beamformer sidelobe in the source frequency/
azimuth plane. For a set of straight-line tracks, the true
source frequency and azimuth are determined by the inter-
section of these trajectories.

The appropriate search grid in the source frequency/
azimuth plane is determined by the spatial �distribution in
azimuth� and spectral bandwidths of the source, and by the
frequency resolution of the fast Fourier transform �FFT� used
in the processing. Equation �3� shows that the change is
nearly one-to-one for changes in assumed source frequency
bin and resulting calculated received frequency bin. There-
fore, two to three grid points per binwidth is appropriate for
received signals with bandwidth on the order of, or less than,
the FFT resolution. The change in calculated received fre-
quency bin for a change in assumed source azimuth is de-
pendent upon direction of motion with respect to the source
azimuth. For the FFT resolution used in Sec. V, a 10° change
in assumed source azimuth results in a maximum received
frequency change of about one binwidth.

Section V presents results from the simultaneous search
over source frequency and azimuth.

E. Length of time on each leg

Several parameters determine the appropriate length of
time traveled on each leg. First, the spatial resolution is de-
termined by the resolution in frequency

2	

T
= ��r = − �s

vr

cp
sin���l̂� − �r����l̂� , �15�

where T is the time required on each leg to obtain data for a
single FFT. �Note that Eq. �15� is a restatement of the ex-
pression for the angular resolution of a line array of length L;
given that 2	cp /�s=�s and vrT=L, then ��=�s / �L sin����
where �s is the acoustic wavelength at the frequency of
the source, L is the spatial length of the track, and � is the
angle with respect to endfire.� Therefore, for a given ve-
hicle speed and frequency of interest, increasing FFTL,
the FFT length for Doppler/synthetic aperture beamform-
ing, increases the frequency resolution and therefore pro-
vides finer spatial resolution. Longer periods of time are
required as the AUV speed and the frequency band of
interest decrease. The sine dependence is associated with
the spatial resolution properties of linear arrays; poor spa-
tial resolution at endfire and best resolution at broadside.

However, greater frequency resolution implies a greater
period of time required to obtain an estimate of the sound

field’s directionality and a greater period over which the field
conditions must remain stationary. In addition, a greater
amount of energy is consumed by the AUV in transiting
along longer tracks. �Given that the cost of motion increases
with increasing vehicle speed, the best strategy is to travel as
slowly as possible to traverse the necessary track length, L,
as long as the acoustic field properties remain approximately
stationary. However, this latter requirement rarely is known a
priori�. Even if conditions otherwise permit it, a maximum
achievable frequency resolution is determined by uncon-
trolled variations in vehicle velocity �speed and direction of
motion� along the tracks �re Fig. 4� unless they are taken into
account �as in Sec. III� and by frequency spreading from
Doppler shifting imparted by the environment, as discussed
in Sec. V D.

The variance of the spectral estimate is reduced by in-
coherently averaging statistically independent realizations of
the spectrum �e.g., Bendat and Piersol, 1986�. These inde-
pendent realizations can be obtained by taking sequential
FFTs in time using the ergodic assumption. Therefore, one
approach is to maintain constant velocity on a given track for
a longer period of time to collect the data required for the
additional realizations. In this case, the same frequency bins
from one realization to the next are incoherently averaged,
and no new information on the directionality of the sound
field is obtained. Alternatively, a maneuver to a different
track can be made as soon as sufficient data for a single long
FFT have been recorded. With this approach, the frequency
bins to average together are determined by the Doppler
beamformer look direction. This incoherent accumulation
technique reduces the variance of the beamformer output es-
timate and so increases the deflection ratio for detection
�e.g., Urick, 1983�.

With broadband sources, incoherent averaging across
frequency bands can be used to reduce the estimate’s vari-
ance. This method requires that some a priori knowledge of
the frequency content of the source signal be known �e.g.,
harmonically related spectral lines of surface ships; Ross,
1987�, and is discussed further in Sec. II G and in Sec. V. As
for incoherently averaging across hydrophone elements, the
physical size of the AUV with respect to the acoustic wave-
lengths at low frequencies �frequencies less than 1 kHz� usu-
ally does not permit the individual hydrophones to have suf-
ficient spatial separation to provide statistically independent
estimates of ocean acoustic noise. The separation, however,
is usually adequate for cases where the background noise is
dominated by flow noise and sometimes vehicle vibration
noise.

F. Doppler/synthetic aperture beamforming with a
moving array

The method used in this paper to form synthetic aperture
with a moving sensor array allows for both adaptive as well
as conventional beamforming techniques to be applied to the
physical array data. It assumes that all moving array ele-
ments experience the same Doppler shift.

Frequency domain adaptive beamforming relies upon
statistically stable estimates of the data cross spectral density
matrix. This stability typically is achieved by dividing a time
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series record into segments and averaging FFT realizations
for each segment. However, this division then prevents the
long FFTs for fine frequency resolution required to perform
Doppler/synthetic aperture beamforming at low frequencies
and low receiver speeds. The approach used here is to esti-
mate adaptive array weights for a given frequency band
within which Doppler beamforming is performed, and to as-
sume that these weights pertain to all the finely resolved
frequency bins within the band. The first step is to determine
the number of time series samples, FFTL, required for Dop-
pler beamforming along a given leg �re the previous part of
this section�. Then, this record is divided into a number of
shorter segments of sample length FFT_short to provide sta-
tistically independent realizations required for estimating the
data cross spectral density matrix �CSDM�. The number of
independent realizations in adaptive beamforming usually is
set equal to or greater than the number of array elements M
�the dimension of the data CSDM� in order to stabilize the
matrix inversion �e.g., Noble, 1969�, so that FFT_short
�FFTL /M. In addition, the frequency resolution provided
by the segment length FFT_short defines the frequency
band within which Doppler beamforming will be performed
and so is taken to be equal to, or greater than, the Doppler
beamforming bandwidth, 2�c�vr /cp� for center frequency,
�c. In summary,

FFT _ short � min�FFTL/M,�2
vr

cp

�c

�0
�−1� , �16�

where �0 /2	 is the data sampling rate. The resulting �com-
plex� adaptive array weights then are used to form physical
aperture beams in each of the narrow frequency bins defined
by the long FFT length, FFTL. After transforming the beam
directions from an AUV-based coordinate system to one in
absolute space using the AUV heading, �r �which often dif-
fers from the AUV direction of motion, �r; see Fig. 3�, the
Doppler processing proceeds in a way identical to that with
single element data described in Sec. II C. Although this ap-
proach provides only relatively coarse frequency resolution
at the adaptive beamforming step, it does allow for finer
spatial resolution and lower sidelobes compared to conven-
tional beamforming. In Sec. V, results of Doppler beamform-
ing with array weights determined by white-noise-
constrained adaptive beamforming �Cox, Zeskind, and
Owen, 1987; Gamann, 1992� are compared to those from
conventional beamforming, to those using physical aperture
alone, and to those where only data from a single omnidirec-
tional receiver are used.

G. Broadband sources

The “relative” received frequency �̂r using an assumed
center frequency of �c is

�̂r �
�r − �c

�c
=

�s − �c

�c
+

�s

�c

vr

cp
cos��s − �r� . �17�

Given that the center frequencies are not too different from
the true effective source frequencies, then the relative fre-
quencies are approximately frequency independent and can
be combined as in Fig. 5. Note that for a multitone signal

from a single source, only one �s must be known �or esti-
mated� since all others can be derived from the relative fre-
quency or the ratio of received frequencies, leaving �s as the
only unknown.

H. Deviations from underlying assumptions

The Doppler/passive synthetic aperture processing pre-
sented in this section is based on several assumptions regard-
ing the source, the propagation characteristics, and the re-
ceiver. First, the source is modeled as fixed in space. For a
constant velocity source in the far field, use of an effective
source frequency provides a good approximation to this as-
sumption, as discussed in Sec. II B. A second assumption is
that the radiated frequency content of the source is assumed
to not vary with time. Therefore, the properties of sources
that accelerate �by a change in heading and/or change in
speed�, undergo a significant change in azimuth, and/or gen-
erate nonstationary source spectra over the Doppler process-
ing period may not be well estimated. The acoustic signals in
the data set used in this paper are transmitted by a controlled
source deployed from a moored platform �Sec. IV� and so do
not provide a rigorous test of the stationary source approxi-
mation.

As for propagation effects, the processing approach as-
sumes that the incoming acoustic field from a source of in-
terest approximates a plane wave traveling in a stationary,
homogeneous whole space with known phase velocity. Mul-
tipath propagation conditions give rise to azimuthally depen-
dent spreading in frequency, which can be used to obtain
information on the source and the environment �by providing
a measure of the spatial bandwidth of the channel given the
source and receiver depths�. However, the typical maximum
speeds of midsize AUVs is not sufficiently great to permit
this information to be extracted. Temporal fluctuations in the
medium, as discussed at the end of Sec. V, cause Doppler
spreading that is independent of the source characteristics
and therefore introduces a type of noise �“multiplicative”
noise; Tuzlukov, 2002� in the estimation of source properties.

With the standard processing approach, the receiver is
assumed to travel at constant and known velocity over the
time period required to obtain the FFT. However, a resam-
pling beamforming approach �Sec. III� can correct for any
known variations in receiver velocity. In addition to knowing
its velocity, a directional receiver �directional sensor and/or
physical aperture array� also must determine its orientation
in absolute space �heading, pitch, and roll� as a function of
time to properly align its beams.

III. ACCOUNTING FOR VARIATIONS IN RECEIVER
VELOCITY: THE “RESAMPLING BEAMFORMER”

The variations in AUV velocity along one of its tracks,
as measured by the Doppler velocity log �DVL�, are shown
in Fig. 4. These uncontrolled variations cause spreading of
the received energy in the frequency domain. In fact, as the
calculations at the end of Sec. IV demonstrate, the spreading
caused by unaccounted-for AUV velocity variations is a ma-
jor limiting factor in creating synthetic aperture and Doppler
beamforming at the source/receiver ranges of this experi-
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ment. One approach is to account for these velocity varia-
tions explicitly in the signal model, i.e., to replace vr by vr�t�
in Eqs. �2� and �3�. The purpose of this section is to present
an alternative method of accounting for these velocity varia-
tions that operates on all frequencies simultaneously. The
approach allows a new type of beamformer to be defined
whose properties are outlined in this section.

The quantity actually measured by the AUV-based digi-
tal data acquisition system is not the received frequency it-
self, but rather the fractional sampling frequency, given by
the received frequency normalized by the data sampling rate,
�r�t� /�0. The variations in AUV velocity cause the received
frequency to be dependent upon time so that the received
energy from a single transmitted tone appears to be spread
across a finite band of frequencies over the time period of the
long FFTs required for low frequency Doppler/synthetic ap-
erture beamforming. A time-dependent data sampling rate,
��t� /2	, has a similar effect. �In fact, underwater acoustic
measurements were made with the AUV in a calibration tank
to verify that the frequency spreading caused by temporal
variations in the AUV hydrophone data acquisition sampling
rate is negligible�. The approach taken here is to redigitize
the hydrophone data with a sampling rate that varies with
time to exactly cancel the temporal variations in received
frequency caused by the known AUV velocity variations.

The sampling theorem �e.g., Bendat and Piersol, 1986�
states that a continuous signal can be reconstructed exactly
from equally spaced digital samples of the signal as long as
the continuous signal is band-limited and that the digital
sampling rate is more than twice the highest frequency com-
ponent in the continuous signal. Therefore, the underlying
continuous signals recorded by the AUV-mounted hydro-
phones can be reconstructed and redigitized to compensate
for the AUV motion variations. The requirement for cancel-
ing the AUV-motion-induced frequency variations is

d

dt
	�r�t�

��t� 
 = 0 →
1

�r�t�
d�r�t�

dt
=

1

��t�
d��t�

dt
. �18�

This result can be integrated between times t0 and t1 to give

�r�t1�
�r�t0�

=
��t1�
��t0�

=
�t�t0�
�t�t1�

, �19�

where �t is the time interval between data samples. The
expression for �r�t� is given by Eq. �3� where the AUV
speed, vr�t� and direction of motion, �r�t�, are assumed to

vary with time. An assumed source bearing, ��l̂�, determined
by a given look direction, is used in the equation. Substitut-
ing the resulting expression into Eq. �19� results in

�t�ti� =
�r�ti−l�
�r�ti�

�t�ti−l�

=
cp + vr�ti−l�cos���l̂� − �r�ti−l��

cp + vr�ti�cos���l̂� − �r�ti��
�t�ti−1�

=
�r�t0�
�r�ti�

�t�t0�

=
cp + vr�t0�cos���l̂� − �r�t0��

cp + vr�ti�cos���l̂� − �r�ti��
�t�t0� . �20�

Equation �20� shows that the change in data sampling
rate to compensate for variations in AUV velocity is different
for each look direction. This observation provides the basis
for a new beamforming approach. The output squared ampli-
tude of this “resampling beamformer” is given by the spec-
trum of the time series received by a moving receiver, r�t�,
after resampling based on a given look direction. That is, if
the nth sample of the time series originally digitized at a
time-independent sampling rate of 1 /�t�t0��1/�t0 is
r�n�t0� then the corresponding sample of the resampled time
series is r��i=1

n �t�ti�� where �t�ti� is given by Eq. �20�.
Therefore, the resampling beamformer output squared is

Bl̂�f� = �FFT�r	�
i=1

n

�t�ti�
��2

, n = 1, . . . ,FFTL .

�21�

The expression for the received fractional sampling fre-
quency, r after resampling based on an assumed source

bearing of ��l̂� given that the true source bearing is �s is

r�t� =
�r�t�
��t�

= r
0	 cp + vr�t�cos��s − �r�t��

cp + vr�t�cos���l̂� − �r�t��



= 	 �s

�0
�1 +

vr
0

cp
cos���l̂� − �r

0��

�	 cp + vr�t�cos��s − �r�t��

cp + vr�t�cos���l̂� − �r�t��

 , �22�

where vr
0�vr�t0� and similarly for �r

0. The first term in
square brackets in the last expression in Eq. �22� is indepen-
dent of time and equals the assumed received fractional sam-

pling frequency at t0 for the given look direction, l̂. The
second term in brackets contains the time dependence due to
the variations in AUV velocity. When the assumed source
bearing �look direction� equals the true source direction, then
this second term becomes unity and r is time-independent.
Simultaneously, the first term in square brackets becomes
equal to the true received fractional sampling frequency at t0.
Therefore, the basis of the beamforming operation is the deg-
radation in the output of the FFT due to temporal variability
in the fractional sampling frequency that arises from “mis-
match” between the true and assumed source bearings. The
number of frequency bins over which a single tone’s source
energy is spread when the look direction does not correspond
to the true source direction is determined by the FFT length
�i.e., the synthetic aperture array length�.

Equation �22� shows that the beamformer sensitivity
�i.e., the temporal variability of the fractional sampling fre-
quency� also increases with increasing source frequency and
increasing temporal variations in AUV speed and heading
�increasing acceleration�. The relative importance of changes
in speed and in heading can be determined by differentiating
Eq. �22� with respect to time. To first order, it is
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dr�t�
dt


r

0

cp
	dvr�t�

dt
�cos��s − �r�t�� − cos���l̂� − �r�t���
	

+ vr�t�
d�r�t�

dt
�sin��s − �r�t�� − sin���l̂� − �r�t���
 .

�23�

Changes in receiver speed amplify the cosine differences in
the mismatch whereas the difference in sines is amplified by
receiver heading changes. For the special case of constant
acceleration along a linear track �dvr /dt=constant, d�r /dt

=0�, then r is independent of time both when ��l̂�=�s and

when ��l̂�=2�r−�s. This ambiguity disappears when ei-
ther �r=�s or �r=�s±	. It is equivalent to the typical
left-right ambiguity that exists in beamforming with data
from line arrays of omnidirectional elements. In this case,
the ambiguity occurs about the line formed by the direc-
tion of motion because the change in received frequency
of a tone is the same whether the source is at a given angle
clockwise from the direction of motion or at that same
angle in the counterclockwise direction. In contrast, the
case of circular motion at constant speed �dvr /dt=0,

d�r /dt=constant� displays an ambiguity at ��l̂�=	

+2�r�t�−�s. That is, the left-right ambiguity occurs about
a line perpendicular to the direction of motion and disap-
pears at broadside ��r=�s±	 /2�. The reason for this am-
biguity is that the increase in the Doppler-upshifted re-
ceived frequency from a single tone source as the
receiver’s heading becomes more oriented toward the di-
rection of source is exactly the same as that due to a
decrease in Doppler-downshifted frequency as the receiv-
er’s heading becomes less oriented in a direction heading
away from a source. Since the vehicle heading is con-
stantly changing along a circular arc, this ambiguity �side-
lobe� decreases with increasing distance traveled along the
arc. Examples of the behavior of the resampling beam-
former and its sidelobe character for circular track motion
are presented in Sec. V.

The time-domain resampling implementation presented
here is inherently broadband; it works for all frequencies
simultaneously. Therefore, it is well suited for use with time-
delay-and-sum beamforming, and can be used in conjunction
with the Doppler beamforming methods in the previous sec-
tion.

To extend mission durations, an autonomous vehicle
must conserve energy by intermittently coming to rest with
respect to the surrounding medium, either by becoming neu-
trally buoyant and freely drifting in the water column or by
sitting upon the ocean bottom. The foregoing discussion
demonstrates that the receiver accelerations associated with
transitions from resting to relative medium motion provide a
unique opportunity for obtaining information on the direc-
tional properties of the sound field. More generally, the char-
acter of the receiver motion becomes an integral part of the
beamforming operation.

IV. THE EXPERIMENT AND AUV HYDROPHONE
SYSTEM

Ocean acoustic data collected during an experiment in
April, 2004 by an AUV-mounted hydrophone system are pre-
sented in this paper. A brief description of the experiment is
presented in Sec. IV A, the features of the AUV and its hy-
drophone data acquisition system are summarized in Sec.
IV B, and Sec. IV C contains information on the AUV navi-
gation systems.

A. Description of the experiment

The location of the 6-day experiment was 67 km west of
San Diego at 32 deg, 38.5 min N, 117 deg, 57.5 min W �see
Fig. 1�. R/P FLIP, a 100-m-long manned spar buoy, was de-
ployed in 180-m water in a three-point mooring that re-
stricted its motion to a 50-m watch circle. The AUV, whose
tracks during one of its events are plotted in Fig. 1, was
deployed and retrieved from R/V Sproul, a 38-m-long ship
operated by the Scripps Institution of Oceanography. Also
shown in Fig. 1 are the locations of the three acoustic tran-
sponders with 500-m interelement separation that allowed
the AUV location in two dimensions to be determined to
submeter accuracy as a function of time using a high preci-
sion, long baseline navigation technique �Kussat, Chadwell,
and Zimmerman, 2005�.

During the 24 AUV events conducted during the 2004
test, a variety of signal waveforms, including sets of
continuous-wave tones, frequency-modulated chirps, and
pseudorandom noise sequences, were transmitted from three
controlled acoustic sources deployed from FLIP at fixed
depths from 10 to 50 m. One source generated signals in the
low frequency band �200–800 Hz� and the other two oper-
ated at midfrequencies �1–7 and 5–10 kHz, respectively�.
Attached to the source cable were tilt meters to monitor
depth and motion of the sources. The transmitted signals
were received by the AUV running tracks in a variety of
geometries and at various depths from 20 to 100 m. Also
deployed from FLIP were a collection of environmental sen-
sors including three 16-element strings of temperature sen-
sors and a conductivity/temperature/depth �CTD� profiling
sensor. A sound speed profile derived from one of the CTD
casts is shown in Fig. 2 along with the nominal deployment
depths of 50 m for the acoustic sources and 60 m for the
AUV during the event plotted in Fig. 1. The profile shows a
mixed surface layer of about 20 m thickness overlying the
thermocline in the 20–30 m depth interval. At greater
depths, the sound speed was approximately independent of
depth with a value of 1490 m/s.

B. The AUV and its hydrophone data collection
system

The AUV used during the experiment is an Odyssey IIb
formerly manufactured by Bluefin Robotics, Inc. The vehi-
cle’s propulsion system was replaced by the ducted-fan,
vectored-thrust system installed on all modern Bluefin ve-
hicles, and then modified to minimize radiated acoustic and
vibration noise �Zimmerman, D’Spain, and Chadwell, 2005�.
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The self noise levels recorded by the elements of the hydro-
phone array mounted inside the AUV �described in the next
paragraph� now are at, or below, typical shallow water ocean
background noise levels at sea state 2 at almost all frequen-
cies above 300 Hz. �However, the interrogation pings trans-
mitted every 10 s by the AUV acoustic navigation system,
described in the next part of this section, did contaminate the
passive acoustic data as did pulses generated every 2–3 s by
the AUV’s steering mechanism�. The vehicle is 2.2 m long,
0.58 m in diameter, and has a maximum speed and mission
duration of 1.2 m/s and 4 h, respectively.

An 8-element hydrophone array was mounted inside the
outer shroud of the AUV to retain the hydrodynamic effi-
ciency and maneuverability of the vehicle. The hydrophone
locations along with the main components of the AUV are
shown in Fig. 3. The time series from each of the 8 elements
was digitized at a 20 ksample/s rate by a low-power data
acquisition system inside the AUV and then recorded con-

FIG. 2. Sound speed profile derived from a CTD cast taken from FLIP
during the April, 2004 experiment along with the acoustic source depth
�asterisk� and the deployment depth of the AUV �open circle� during event
17 whose track is plotted in Fig. 1.

FIG. 1. Map of the location of the
April, 2004 experiment on the 40-
Mile Bank west of San Diego. The
three-point mooring location of R/P
FLIP is indicated by a solid pentagon,
the three high-precision acoustic tran-
sponder positions are marked with �
symbols, and the octagon-shaped track
of the AUV during one of the events
�No. 17� as measured by the acoustic
navigation system is plotted as a series
of small circles. The event started with
the AUV heading almost due north,
and then making a series of seven 45°
turns to starboard as it traveled in a
clockwise direction. Bathymetry con-
tours are plotted at 50-m intervals.

FIG. 3. Schematic of the top view of the AUV with the eight shroud-
mounted hydrophone locations specified as numbered black circles. The
vehicle’s two instrumentation glass spheres and DVL are drawn as large
circles. The nomenclature for the vehicle heading, �r, and direction of mo-
tion, �r, used in the paper are indicated as well as the direction of roll. Pitch
�not shown� is the angle of rotation in and out of the plane of the page about
an axis in the vertical direction in the schematic.
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tinuously onto hard disk. Additional details on the data ac-
quisition system and the other components of the modified
Odyssey IIb are provided in Zimmerman, D’Spain, and
Chadwell �2005�.

C. AUV navigation

During the experiment, four independent systems were
installed on the vehicle to determine its position in three
dimensions as a function of time. These systems were re-
quired to measure the vehicle’s depth, its 2D position in ab-
solute space, its velocity �speed and direction of motion�
over ground, its heading, and its pitch and roll. A pressure
gauge capable of measuring depth with 0.7 m accuracy pro-
vided readings of the AUV depth every 0.1 s. A high preci-
sion acoustic navigation system with demonstrated
decimeter-level navigation accuracy �Kussat, Chadwell, and
Zimmerman, 2005� measured the vehicle position in 2D ab-
solute space. �The locations of this system’s three transpon-
ders are shown in Fig. 1.� Interrogation pings were issued
from the AUV once every 10 s during an event. The resulting
position fixes can be differenced to provide estimates of
speed and direction of motion over ground with time. Esti-
mates obtained this way agreed quite well with those ob-
tained by the Doppler velocity log �DVL�, as shown in Fig. 4
for one of the straight-line tracks. The DVL provided esti-
mates of speed and direction of motion over ground approxi-
mately once every second using measured Doppler shifts
from bottom reflections on each of four 300-kHz acoustic
beams oriented in a Janus configuration. The DVL also con-
tained a fluxgate compass to provide vehicle heading. Be-
cause of its location and electromagnetic shielding provided
by its housing, the DVL compass provided more accurate
heading measurements than the vehicle’s attitude and head-
ing reference system �AHRS�. However, the AHRS did pro-

vide useful measurements of AUV pitch and roll �see Fig. 3
and its caption for definitions of pitch and roll�.

Figure 4 shows a plot of the AUV speed and direction of
motion along a track as derived from the DVL data. The
vehicle had been programmed to travel in a straight line at
constant speed over this track. However, the vehicle’s actual
speed and direction of motion were not constant, but varied
with a periodicity of 12–18 s. The magnitude of the varia-
tion in speed approaches �vr0.1 m/s about a mean speed
of slightly less than 0.8 m/s. In heading, the variation is
��r10°. These variations, associated with the properties
of the AUV’s control system, result in spreading of the signal
energy in the received frequency spectrum. The resulting
spread in the relative received frequency due to these two
components of vehicle velocity variation is ��̂r=�vr /c
0.007% and ��̂r= �vr /c���r0.009%, respectively.

These variations in vehicle velocity over the processing
period required for Doppler processing at low frequencies, if
unaccounted for, are the limiting factor in synthetic aperture
beamforming at the medium ranges in this experiment. The
resampling beamformer approach, introduced in Sec. III, cor-
rects for these variations so that the limiting factor ap-
proaches that imposed by the environment, as discussed in
Sec. V D.

V. BEAMFORMING PERFORMANCE WITH AT-SEA
DATA

A. Creation of acoustically cluttered conditions

During the sea test, an effort was made to reduce the
amount of acoustic contamination and interfering noise from
sources such as transiting ships during the AUV events. �The
interrogation pulses created once every 10 s by the acoustic
navigation system and the pulses every 2–3 s from the
AUV’s steering system did contaminate the hydrophone ar-

FIG. 4. Plot of the AUV speed over
ground in m/sec �connected �’s� and
direction of motion �connected plus
signs� measured by the DVL during
the fourth straight section of the
octagon-shaped event in Fig. 1 �travel-
ing to the southeast�. For comparison,
the plot also shows the AUV direction
of motion �diamonds� and speed over
ground �circles� estimates derived
from the high-precision acoustic navi-
gation data during this period.
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ray data, but no effort was made to extract them from the
time series.� Therefore, acoustically cluttered conditions
were created artificially with the AUV data. The approach
was to add the time series recorded during one or more
straight-line tracks �“legs”� to those from the track of interest
after multiplying by a factor less than one. Using this
method, interfering sources of specified relative levels and at
chosen locations with exactly the same frequency content as
the source of interest could be generated. An important as-
pect of this approach is that the average AUV speed, changes
in average direction of motion, and changes in average head-
ing from one leg to the next are not quite equal, resulting in
some smearing of the interfering source energy in the re-
ceived spectra. These leg-to-leg variations in AUV velocity
and heading changes can be corrected for with some prepro-
cessing effort; however, that step has not been taken in the
results presented in the following.

B. Passive synthetic aperture/Doppler beamforming
results

The received spectra estimated from the data from six of
the eight AUV-mounted hydrophones are plotted in Fig. 5.
These data were recorded along each of the eight legs of the
octagon event in Fig. 1; leg 1 is the westernmost leg where
the AUV direction of motion was nearly due north and the
final leg 8 was traversed in a direction to the northwest. For
each leg number, listed along the vertical axis in Fig. 5, the
six horizontal lines in the plot represent the six single ele-
ment spectra collected by elements 1–4, 6, and 7. �Relative
positions of these hydrophones are indicated in Fig. 3.� The
time series processed for leg 1 were generated by first mul-
tiplying those originally recorded along leg 1 by a factor of

0.3 �equivalent to about 10-dB attenuation� and then adding
those recorded during leg 3. Similarly, each subsequent leg’s
time series were attenuated by a factor of 0.3 and then added
to those recorded two legs later in the sequence, e.g., the
attenuated version of those from leg 2 were added to leg 4’s
time series, the attenuated leg 3 time series were added to
those from leg 5, etc. Given that the source on FLIP was
located to the west-southwest from the AUV tracks �average
bearing of 254°�, this process created an artificial source with
exactly the same frequency content but with 10 dB greater
levels at about 90° counterclockwise from the FLIP location,
or at 164°.

The spectra from each leg’s time series, generated by the
above-noted method, was calculated from 52 s of data to
provide a frequency resolution of 0.02 Hz. The normalized
spectra are plotted in Fig. 5 as a function of relative fre-
quency, �̂r, since statistical stability of the estimates was
achieved by averaging over four tones with center frequen-
cies of 220, 280, 370, and 460 Hz.

The results in Fig. 5 show that the lowest relative fre-
quencies for the artificial high-level source at 164° were
measured along legs 1 and 8 since the AUV was traveling in
directions away from the source whereas leg 5’s spectra con-
tain the highest relative frequencies since the direction of
motion was toward the source. The weaker �true� source at
254° also can be detected in the figure, particularly along leg
3 at about −5 relative frequency and along leg 5 just above 0.
Since this weaker source, by construction, generates exactly
the same set of signals as the higher-level interferer, it would
not be detectable by a fixed omnidirectional receiver. By
pushing and pulling energy around in the received spectrum,
the motion of the AUV has improved detection under these
anisotropic/spectrally nonwhite conditions.

The variations in received frequency as a function of
AUV direction of motion, such as displayed in Fig. 5, can be
combined in various ways to obtain directional estimates of
the sound field. The results of conducting a simultaneous
search for source frequency and source azimuth using the
Doppler beamforming method described in Sec. II C are
plotted in Fig. 6. Only the data collected by a single hydro-
phone were used in the processing. Also, only the 71 fre-
quency bins about 220 Hz over the eight legs of the octagon
event in Fig. 1 were included. Various intersecting arcs are
present in the figure; their behavior is described by Eq. �14�.
The intersection of the reddest-colored arcs �highest side-
lobes� indicates the beamformer’s best estimate of the azi-
muth and frequency of the high-level source at about 164°
azimuth.

In Fig. 7, the dotted curve is a 2D plot of the beam-
former output extracted from Fig. 6 along the horizontal line
at the source frequency with the maximum beamformer out-
put. Also plotted with a solid curve are the results obtained
by Doppler beamforming separately about center frequencies
of 220, 280, 370, and 460 Hz, and then incoherently averag-
ing the outputs �before conversion to decibels� after normal-
izing each to a maximum value of unity. Both curves show
significant structure with a peak value close to, or at, the
azimuthal location of the high-level source at 164°. �The
peak value of the frequency-averaged curve is not 0 dB be-

FIG. 5. Single element spectra from the data collected by the AUV-mounted
hydrophones along each of the eight legs of the octagon event in Fig. 1 as a
function of relative frequency. The time series used in calculating the spectra
were combined so that two sources with exactly the same frequency content,
the true one at an azimuth to the west-southwest �average azimuth of 254°�
and a second, artificial one with 10 dB higher spectral levels to the south-
southeast �at 164°�, are present in the data. The spectra as a function of
relative frequency were averaged over four frequencies centered at 220, 280,
370, and 460 Hz and normalized to a maximum value of 0 dB on each leg.
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cause the azimuths where the peak output occurs at each
frequency are not quite the same.� In addition, both curves
clearly show the weak source at 254° although the location
of the peak is shifted 20° or so to greater azimuthal angles.
The beamformer output peak for the weaker source is nearly
equal in level and significantly narrower in azimuth in com-
parison to the artificial source with 10 dB greater received
levels. One reason is that the variations in average AUV
velocity from one leg to the next were not taken into account
when creating the multisource time series, as explained ear-
lier. This reason also helps explain the 20° bias in the weak

source location; smearing of the high-level source results in a
small error in estimated source frequency resulting in a shift
along a sidelobe in the estimated weak source location. An-
other reason why the beamformer output levels for the
weaker source are nearly equal to those of the stronger
source is due to leakage of the stronger source energy on
those legs where the Doppler-shifted energy from the two
sources occurs near the same frequency. One way to reduce
this leakage is to exclude from the integration those legs
where significant leakage occurs, in effect creating a notch in
the direction of the strong source. In any case, if the center
frequency of the weak single-tone source is not assumed to
be the same as that of the higher-level source, the color-scale
plot in Fig. 6 illustrates the difficulty of finding this source
with these single element data. Note that the width of the
main lobe in Fig. 7 is increased by 25° or so, partly because
of the actual difference in average source azimuth along one
leg to the next. Since only 25% of the data collected on each
leg is used in the processing, the octagon could have been
one-fourth its size in Fig. 1.

The Doppler beamformer output as a function of as-
sumed source frequency and look direction is the incoherent
sum of the weighted spectral levels collected over a set of
straight-line tracks. The frequency bins for each leg number
are determined by cosine-dependent curves that are functions
of assumed source frequency and look direction �Sec. II�.
Various weightings were used in summing the bin levels.
Results from several events in the April, 2004 experiment
indicate that a data-independent equal weighting �wn

�1/NT� provided slightly poorer results �i.e., sidelobes that
were up to 2 dB higher� than normalizing the bin level by the
average bin level in the processing band �wn�1�i

NF�An
i �2�.

The output from this latter weighting was not statistically
different than scaling each leg’s spectrum in the processing
band by the peak level in that band �wn�1/ �An

max�2�. The
results presented in Fig. 7 used this second data-adaptive
peak level scaling, followed by the aforementioned normal-
ization to a maximum 0-dB value across azimuth at each
frequency.

One aspect of the beamforming process that has a sig-
nificant effect on the results is the selection of the legs to
include in the processing. For example, Fig. 8 shows the
results of including only the first and third legs of the octa-
gon event, i.e., those where the direction of motion was to

FIG. 6. Doppler beamformer output as a function of assumed source fre-
quency and assumed source azimuth using the data collected by hydrophone
1 in Fig. 3 over the eight legs of the octagon-shaped event in Fig. 1. The 71
source frequency bins, each with 0.02-Hz resolution, are centered about
220 Hz. The time series were constructed as in Fig. 5 in order to contain two
sources with identical frequency content.

FIG. 7. Doppler beamformer output for hydrophone 1 at the source fre-
quency with the maximum beamformer output in Fig. 6. The dotted curve is
the normalized output at 220 Hz and the solid curve is the average of the
normalized output for the four tones at 220, 280, 370, and 460 Hz.

FIG. 8. Doppler beamformer output at 220 Hz for all 6 AUV hydrophones
using only the time series collected along legs 1 and 3 �direction of motion
to the north and to the east, respectively� of the octagon event shown in Fig.
1. All other aspects of the plot are the same as in Fig. 7.
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the north and to the east, respectively. The peak for the high-
level source is significantly narrower than in the previous
figure for two reasons; no mismatch exists in the assumed
and actual direction of motion changes between the two legs,
and the actual bearings of the source for these two legs do
not differ by a significant amount. Although the overall side-
lobe level appears lower than in the previous figure, high
sidelobes exist near 20° and 200° due to the left-right ambi-
guity in Doppler beamforming about 0° and 90° directions of
motion. In addition, because only two legs have been
summed, the statistical variability of the output is sufficiently
large that it is difficult to detect the presence of the weaker
source at 254°. As discussed in Sec. II C, the incoherent
accumulation of the spectral energy in Doppler processing
reduces the variance of the beamformer output estimate as
the number of legs increase. Assuming energy from one leg
to the next represents realizations of the same underlying 
2

random process �the real and imaginary parts of the FFT in a
given frequency bin are assumed to be independent and
Gaussian distributed; Bendat and Piersol, 1986�, and with
equal weighting of the realizations, then confidence intervals
can be placed on the beamformer output estimates. The 80%
confidence limits for the beamformer output estimate with
equal weighting that corresponds to the dotted curve in Fig. 7
are +2.4 to −1.7 dB, and +1.1 to −0.9 dB for the estimate
corresponding to the solid curve.

The benefits of using Doppler/synthetic aperture beam-
forming techniques with moving physical aperture are illus-
trated in the lower two curves in Fig. 9. For comparison, the
upper two curves in the figure show the beamforming results
using physical aperture only. The physical array was created
by hydrophone elements 1 through 4, 6, and 7 �see Fig. 3�,
forming a 2D square-shaped array with approximate 0.5-m
length per side. The physical aperture-only results were ob-
tained both by conventional and white-noise-constrained
adaptive beamforming with frequency resolution of 0.61 Hz,
32 times poorer than the approximate 0.02-Hz resolution
used for Doppler/synthetic aperture beamforming. The lower
frequency resolution allowed for 32 nonoverlapping realiza-
tions of the data cross spectral density matrix along each leg,
which were averaged together to obtain statistically stable
estimates. The resulting directional estimates for each leg
then were normalized to unity and incoherently averaged

over all eight legs. Figure 9 shows that the overall dimension
of the physical array, on the order of one-tenth of an acoustic
wavelength at the frequencies of interest here, is too small by
itself to resolve the presence of two sources even with white-
noise-constrained adaptive beamforming. However, the com-
bination of Doppler and physical aperture beamforming pro-
vides significantly improved results compared to either
physical aperture alone �very broad main lobe� or Doppler
beamforming with a single omnidirectional element �see Fig.
7; high sidelobes�. The combined adaptive/Doppler beam-
forming approach gives lower sidelobes than that using
conventional/Doppler beamforming.

As with the single-hydrophone results, the size of the
octagon event with respect to the source/receiver range re-
sults in broadening of the peaks in Fig. 9, and the main peak
is further broadened due to the method of creating multi-
source conditions. In the case of moving physical aperture,
additional broadening of the high-level source peak occurs
because the average heading of the AUV does not change by
exactly the same amount from one leg to the next.

C. Results of applying the resampling beamformer

As discussed in Sec. III, the properties of the resampling
beamformer are dictated by the character of the vehicle ac-
celeration. A special case with interesting properties is that of
circular motion at constant speed. Figure 10 shows the syn-
thesized resampling beamformer beam pattern for AUV mo-
tion in the clockwise direction starting at 0°, at a constant
speed of 1.0 m/s, and with a constant radius of curvature of
8.4 m. This value for the curvature allows the AUV to com-
plete one circular track over the time period required for a
FFT with 0.02-Hz resolution. In the figure, the true source
location is at 0° azimuth and its transmitted signal is mod-
eled as a single tone at 500 Hz. The resulting beam pattern
shows a narrow main lobe with sidelobes at least 12 dB
down from the main lobe peak level. This performance is
achieved because of the spectral smearing effects of the cen-
tripetal acceleration associated with the small radius of cur-
vature.

During the 2004 experiment, most of the tracks tra-
versed by the AUV were designed to maintain constant speed
and heading. However, significant vehicle accelerations oc-
curred during turns from one straight track to the next. For
example, the AUV event shown in Fig. 1 involved a se-
quence of 45° turns in which the vehicle traversed approxi-

FIG. 9. Conventional �two dotted curves� and adaptive white-noise-
constrained �two solid curves� beamformer output using only the physical
aperture of the AUV array �upper two curves� and Doppler beamforming
with the moving physical aperture �lower two curves�. The processing was
done for a single tone at 220 Hz.

FIG. 10. The resampling beamformer beam pattern at 500 Hz for a com-
plete circular track of radius 8.4 m traversed at a constant 1 m/s speed. The
frequency resolution of the FFT used in the processing is 0.02 Hz.
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mate circular arcs at a fairly constant speed. AUV data col-
lected during the first turn, from a heading of due north to
45° east of north, were extracted to evaluate the beamform-
ing performance of the resampling beamformer with at-sea
AUV data. During this turn, the acoustic source deployed
from FLIP was located at approximately endfire to the arc of
the turn. The DVL data recorded during the turn indicate that
the vehicle’s direction of motion actually rotated through an
angle of 60° and its speed increased from 0.9 to 1.0 m/s
before settling on the second leg. The synthesized beam pat-
tern for the resampling beamformer at 370 Hz using the ac-
tual DVL data from this time period is plotted in Fig. 11. The
hydrophone time series were synthesized using a source
transmitting the 370-Hz tone signal at an azimuth of −130°
in the plot, corresponding to the actual bearing of FLIP of
230° true. In addition to the main lobe, a high sidelobe exists
in the 10° to 50° azimuth interval. It is due to the ambiguity
about the broadside direction for circular-type motion as dis-
cussed in Sec. III. That is, the average AUV direction of
motion during the turn was about 35° so that broadside was
at 125°. Given the true source azimuth of 230° �equal to
−130°�, then a high sidelobe can be expected to occur around
20°, corresponding to the sidelobe location in Fig. 11. The
results of resampling the actual individual AUV hydrophone
time series recorded during the turn for the 370-Hz tone
transmitted from FLIP are displayed in Fig. 12. The original
hydrophone time series recorded at sea were used in the pro-
cessing rather than an artificial multisource data set as in the

previous part of this section. The behavior of these curves
agrees quite well with that expected from the beam pattern
plot in Fig. 11.

D. Effects of environmental fluctuations

Frequency spreading imparted by the environment is a
result both of multipath �e.g., different modes are Doppler
shifted by different amounts� and also of the time-varying
motion of the medium. The former is determined by the spa-
tial bandwidth of the underwater channel and is discussed in
Sec. II D. Once variations in vehicle velocity are taken into
account �e.g., by the resampling beamformer�, the combina-
tion of these two environmental effects determines the de-
gree of frequency spreading measured during the experi-
ment. This part of the section is devoted to the effects of
temporal fluctuations in the medium. These medium fluctua-
tions must involve accelerations of the fluid in order to in-
duce a Doppler shift; a steady current flow does not Doppler
shift an acoustic field propagating between a fixed source
and a fixed receiver �Salmon, 1998�.

For a pure tone signal of finite duration, its spectrum is
the sinc squared function. In the examination of the fre-
quency spreading of single tone transmissions caused by
propagation effects, sufficiently long time series were used
so that the width of the sinc squared function’s main lobe
was significantly narrower than the measured frequency
spreading.

Very long FFTs of time series recorded with high re-
ceived signal-to-noise ratio from moored source transmis-
sions to ocean bottom hydrophones over ranges from 1 to
4 km were used to characterize the frequency spreading in
the reception of single tone signals. It was found that the
quantity �� /�c, where �� is the spread about the center
frequency �c, was approximately frequency independent
over two decades from 70 Hz to 7 kHz. Calibration data col-
lected in a large, fresh water tank verify that the energy
spreading observed at sea is significantly greater than that
caused by the combined acoustic source transmission system
and AUV hydrophone data acquisition system. The fre-
quency spreading measured at sea was most often approxi-
mately Gaussian distributed with a standard deviation of
roughly order �� /�c0.001%, somewhat smaller than the
estimated spreading due to multipath �see Sec. II D� and to
variations in vehicle velocity along straight-line tracks �see
Sec. IV�. �The spreading during a few time periods showed a
surprisingly different behavior which was correlated with the
character of the ocean surface wave activity; Lynch,
D’Spain, and Terrill, 2004�. The skewness of the spectral
energy distributions is approximately zero, suggesting that
the spreading is caused by processes with equal average
amounts of forward and backward motion along the trajec-
tory between source and receiver. This property is a basic
aspect of the orbital motion of oceanographic waves such as
ocean surface and internal waves. The effective range-
integrated speeds of water motion projected along the propa-
gation path that give rise to this Doppler spreading are up to
0.03 m/s �equal to 2c ��� /�c��. The kurtosis of the energy
distributions also is nearly zero. Gaussian spreading in the

FIG. 11. The synthesized beam pattern for the resampling beamformer as a
function of azimuth at 370 Hz using the actual DVL data recorded as the
AUV was in the process of turning from the first to the second straight-track
segment of the octagon event in Fig. 1.

FIG. 12. The results for 370 Hz of applying the resampling beamformer to
the time series of six of the eight AUV-mounted hydrophones during the
turn from the first to the second straight-track segment of the octagon event
in Fig. 1.
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spectrum recorded by a fixed receiver of a single tone trans-
mitted from a stationary source is equivalent to Gaussian
modulation of the autocorrelation of the sinusoid in the time
domain. This Gaussian modulation of the autocorrelation is a
direct measure of the temporal decorrelation caused by the
environment and 1/�� is a quantitative measure of temporal
decorrelation. The effects of this type of noise, appropriately
modeled as multiplicative noise �rather than the typical ad-
ditive noise�, cannot be reduced by increasing the level of the
transmitted signal. It is rarely taken into account in sonar and
radar system design �Tuzlukov, 2002�.

VI. ACTIVE CONTROL OF PASSIVE ACOUSTIC
FIELDS

A. Basic formulation

An autonomous vehicle is capable of pushing and pull-
ing acoustic energy around in the received pressure spectrum
through its motion. Therefore, it has the potential to adjust its
motion to optimize extraction of information of interest. For
example, the previous section demonstrated the results of
Doppler shifting a low-level signal with respect to a high
level interferer with exactly the same inherent frequency
content. Receiver motion can increase detection capability
under anisotropic, spectrally nonwhite noise conditions.
Moving toward a source both shifts the received spectrum to
higher frequencies and increases its spectral bandwidth
slightly. In contrast, motion away from a source shifts the
received spectrum to lower frequencies and compresses the
spectral bandwidth. Without additional knowledge about the
spectral characteristics of a signal of interest, the best strat-
egy is to initially move away from an interferer �assuming
the fixed receiver is able to estimate the direction toward the
interferer�. However, autonomous vehicles have a limited
amount of on-board propulsion energy to effect this motion.
Therefore, an important issue is the proper strategy for a
vehicle to use to most effectively accomplish a given objec-
tive given this energy constraint. The issue of receiver strat-
egies is pursued further in this section for the case of a single
omnidirectional receiver moving at constant velocity.

One problem of this type can be formulated in the fol-
lowing way. Assume that the AUV’s goal is to optimize de-
tection at a specific frequency, �0, and in a specific direction,

k̂0, in the presence of a known interference distribution,

SN�� , k̂�. The vehicle’s speed and direction of motion are vr

and �r, respectively. Therefore, the frequency of interest in
the received spectrum is

�0
r�t� = �0	1 +

vr

cp
cos���k̂0� − �r�
 . �24�

The question is what motion should the vehicle undergo in
order to minimize the contribution from the interferers to the
received energy at �0

r . The processing approach employed
will be the Doppler/synthetic aperture beamforming dis-
cussed in Sec. II. Also, the duration of time spent on any
track is assumed fixed; only the vehicle speed and vehicle
heading are allowed to vary from one straight-line track to
the next in order to minimize the interferers’ effects. The

contribution of an interferer in direction k̂ to the received
acoustic energy at the desired received frequency is that from
the frequency �s such that

�0
r = �0	1 +

vr

cp
cos���k̂0� − �r�


= �s	1 +
vr

cp
cos���k̂� − �r�
 . �25�

Therefore, the optimization problem is to determine vr �with
components vr and �r� in order to minimize

min
vr

�SI
r��0

r�� = min
vr
��

n=1

Nsrc

SN
n ��s

n�� . �26�

The quantity SI
r��� is the received spectrum from the inter-

fering sources, SN�� , k̂� �measured by a fixed receiver� is
modeled as the sum of Nsrc interfering sources with the nth
source having spectrum SN

n ���, and where

�s
n = �0	 1 + �vr /cp�cos���k̂0� − �r�

1 + �vr /cp�cos���k̂n� − �r�

 . �27�

A somewhat different approach to this problem is to
maximize the spacing between the center frequency of the
interfering spectral peaks and the frequency of interest. That
is, the AUV motion, vr and �r, is sought to maximize the
following sum of weighted squared differences:

max
vr

�SS� � max
vr
��

n=1

Nsrc

an��I
n − �0

r�2� , �28�

where an is a weighting that depends upon the nth interfering
peak’s spectral level and bandwidth around its received cen-
ter frequency, �I

n. Setting to zero the partial derivatives of
the weighted sum of squared differences in Eq. �28� with
respect to direction of motion and speed gives

�SS

��r
= 0 = � an��I

n − �0
r�	 ��I

n

��r
−

��0
r

��r

 , �29a�

�SS

�vr
= 0 = � an��I

n − �0
r�	 ��I

n

�vr
−

��0
r

�vr

 , �29b�

These two equations result in

� an��s
n − �0���s

n sin��s
n − �r� − �0 sin��0 − �r��

= −
vr

cp
� an��s

n cos��s
n − �r� − �0 cos��0 − �r��

���s
n sin��s

n − �r� − �0 sin��0 − �r�� , �30a�

� an��s
n − �0���s

n cos��s
n − �r� − �0 cos��0 − �r��

= −
vr

cp
� an��s

n cos��s
n − �r� − �0 cos��0 − �r��2.

�30b�

�Note that Eqs. �29a� and �29b� are functions of the frequen-
cies, �I

n and �0
r , as measured by a moving receiver, whereas
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Eqs. �30a� and �30b� pertain to frequencies, �s
n and �0, mea-

sured by a fixed receiver.�

B. One interfering source

It is revealing to examine the results of these equations
in the limiting case of a single interfering source at circular
frequency �s. Then

SS = 	��s − �0� +
vr

cp
��scos��s − �r�

− �0cos��0 − �r��
2

. �31�

This equation shows that in most cases, �r can be chosen so
that the squared difference can increase without bound by
increasing the AUV speed, vr. In effect, minimizing con-
tamination by interfering noise sources is achieved by the
receiver traveling as fast as possible in order to maximize its
ability to push and pull acoustic energy around in the re-
ceived spectrum. However, since an underwater vehicle can-
not go arbitrarily fast, an upper bound, vr

max, must be set.
�An alternative approach is to incorporate a vehicle-
specific energy efficiency curve in the formulation, as dis-
cussed in Sec. VI C�. Therefore, only the vehicle direction
of motion, �r, and its corresponding Eq. �30a� need to be
considered in the present optimization problem. For a
single interfering source, it becomes

��s − �0���ssin��s − �r� − �0sin��0 − �r��

= −
vr

max

cp
��scos��s − �r� − �0cos��0 − �r��

���ssin��s − �r� − �0sin��0 − �r�� . �32�

If the term involving the difference of sines that appears on
both sides of the equation is canceled, then the resulting
expression can only be satisfied when �s�0, yielding
cos��s−�r�cos��0−�r�. Equation �31� shows that this
result gives SS0, providing a minimum of SS rather
than a maximum, and so can be discarded. Therefore, the
useful result from Eq. �32� is to choose �r such that

�ssin��s − �r� = �0sin��0 − �r� . �33�

This expression can be solved graphically. In the special case
of �s=�0, the solution for the vehicle direction of motion
that maximizes SS can be obtained analytically and is

�r =
�s + �0

2
±

	

2
. �34�

That is, the optimal direction of motion for the AUV is at a
right angle to the average of the interfering source direction
and the direction of interest. This direction of motion maxi-
mizes the difference in Doppler shift from these two direc-
tions.

C. Constraints on vehicle motion

In the preceding discussion, a simple constraint on ve-
hicle motion was incorporated by placing an upper limit on
speed. A more realistic approach is to determine a cost func-

tion associated with the amount of energy expended by the
vehicle during motion. If f�vr� represents this cost of motion,
then Eq. �28� becomes

max
vr

�SS� � max
vr
� 1

f�vr�
�
n=1

Nsrc

an��I
n − �0

r�2� . �35�

With this formulation, Eqs. �29a� and �30a� remain un-
changed. However, in Eq. �29b�, rather than the right-hand
side being equal to zero, it is

� an��I
n − �0

r�	 ��I
n

�vr
−

��0
r

�vr



=
1

2
�� an��I

n − �0
r�2� 1

f2�vr�
� f�vr�

�vr
. �36�

Rewriting gives

� an��I
n − �0

r�	 ��I
n

�vr
−

��0
r

�vr
−

1

2

1

f2�vr�
� f�vr�

�vr
��I

n − �0
r�


= 0. �37�

As before, insight into the character of Eq. �37� can be
obtained by considering a single interferer. The solution of
setting ��I−�0

r� equal to zero yields a minimum value for
SS, as Eq. �35� shows, and so can be discarded. Therefore,
the useful solution is determined by setting the term in
brackets in Eq. �37� to zero, which again can be found
graphically. When �s=�0, the analytical solution is

	1

2

1

f2�vr�
� f�vr�

�vr
vr − 1
�cos��s − �r� − cos��0 − �r��

= 0. �38�

The left-hand term in square brackets provides the optimal
solution for vr, which is independent of vehicle heading. As
an example, assume the vehicle speed cost function has the
form

f�vr� = a0 + a3vr
3. �39�

This expression is based on the fact that vehicle drag forces
typically scale as the square of the speed so that the mechani-
cal power expended to overcome these forces scale with
speed cubed. The a0 term represents speed-independent
“overhead” �e.g., vehicle hotel and payloads�. Plugging this
expression into the left-hand term in square brackets in Eq.
�38� gives

2a3
2vr

6 + �4a0a3 − 3a3�vr
3 + 2a0

2 = 0. �40�

Application of the quadratic formula gives

vr
3�opt� =

�3 − 4a0� ± �9 − 24a0

4a3
. �41�

Equation �41� shows that the optimal vehicle speed is in-
versely proportional to the cube root of the coefficient for the
speed cubed term in Eq. �39�, with smaller coefficients lead-
ing to higher optimal speeds, and vice versa.
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D. Multiple interfering sources

In the general case of multiple interfering spectral peaks,
the equations for the optimal AUV velocity involve the
weighted sum of transcendental functions which can only be
solved using numerical techniques. A synthetic example is
presented in this part of the section to illustrate some of the
concepts.

Consider an interference field composed of three spec-
tral peaks arriving from 0°, 90°, and 180°. These peaks are
modeled as Gaussian functions with center frequencies, peak
levels, and spectral bandwidths �as measured by a stationary
receiver� listed in Table I. Isotropic background noise with a
level one-tenth that of the two highest spectral peaks is
added to the interference field. The received levels as a func-
tion of frequency bin number �corresponding to
497.3–504.7 Hz� and as a function of AUV direction of mo-

tion for a fixed speed of 2.0 m/s are shown in Fig. 13. Op-
timal directions of motion for a given frequency band and
look direction of interest are those along the appropriate
cosine-varying curve where the received levels are lowest.
As an example, if the desired look direction is 315° at a
source frequency of 500 Hz �bin No. 140�, then the optimal
direction of motion is 110°.

The corresponding plot of received level as a function of
AUV direction of motion and vehicle speed at a frequency of
500.0 Hz is shown in Fig. 14. The cost-of-motion function,
f�vr�, is set to a speed-independent value of 3/8. The plot
shows that the lowest received levels in the 500.0 Hz bin are
achieved by traveling at high speeds to the east-northeast
�40° –70° � or to the east-southeast �110° –140° �. Motion
due east or due west leaves the energy from the interferers at
0° and 180° in the received frequency band of interest �ver-
tical red and yellow lines in Fig. 14� and motion in westerly
directions pulls some of the broader-band contamination cen-
tered at 501 Hz to lower frequencies.

The effects of incorporating a more realistic cost-of-
motion function in the search for the optimal receiver speed
is shown in Fig. 15. The function has the form given by Eq.
�39� with a0=3/8 and a3=1/5. High AUV speeds are penal-
ized so that the optimal speed in Fig. 15 is 0.8 m/s at a 35°
direction of motion whereas it is as large as possible at either
45° or 135° in Fig. 14.

This synthetic example illustrates that significant im-
provements in array performance can be obtained by
Doppler/passive synthetic aperture processing in anisotropic/
spectrally nonwhite noise conditions. Because an autono-

TABLE I. The azimuth, center frequency, spectral level, and frequency
spread of the three Gaussian-shaped spectral peaks that comprise the aniso-
tropic �interference� component of the noise field.

Azimuth
�deg�

Center
freq �Hz�

Spectral peak
level �linear units�

Spread s.d.
�linear units�

0 500 1.0 0.1
90 501 1.0 1.0
180 500 0.5 0.1

FIG. 13. Simulation of the scaled received spectrum as a function of the
direction of motion for an AUV traveling in a straight line at a constant
speed of 2 m/s. The horizontal axis spans the band from 497.3 to 504.7 Hz.
The noise field is composed of three sources; at 0° with 500-
Hz center frequency, 90° with a center frequency of 501 Hz, and at 180°
with 500-Hz center frequency. The source spectra are modeled as Gaussian
functions with parameters given in the text.

FIG. 14. Simulation of the scaled received spectrum at 500.0 Hz as a func-
tion of receiver speed and direction of motion for the case of a speed-
independent energy cost function. The characteristics of the noise sources
are the same as in Fig. 13.
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mous vehicle has control over its motion, it can manipulate
the changes in the received field resulting from its motion to
optimize extraction of information of interest. With this ap-
proach, the vehicle capabilities and characteristics become an
integral part of the array processing structure.

VII. CONCLUSIONS

Underwater autonomous vehicles provide unique oppor-
tunities and considerations in the passive measurement of
ocean acoustic fields. They have the ability to adapt and
maneuver in response to received sounds in their environ-
ment. Even more so, they can alter the structure of received
signals to optimize extraction of information of interest. One
way of actively modifying the character of received sounds
is through motion, as discussed in this paper. However, mo-
tion requires expenditure of energy, in limited supply on au-
tonomous vehicles. Therefore, these energy costs must be
accounted for in developing vehicle measurement strategies.
In fact, the characteristics of the autonomous vehicle, e.g., its
maneuverability and energy efficiency, become an integral
part of the signal and array processing.

One processing approach used in this paper to form the
basis of active control of received acoustic fields through
motion is Doppler beamforming. Passive synthetic aperture
processing is equivalent to Doppler beamforming under cer-
tain conditions �Autrey, 1988; Carey, 1989�. Therefore,
rather than formulate the passive synthetic aperture beam-
forming problem in space and spatial frequency �bearing�, an
alternative approach is to remain in the time and temporal
frequency domains. As a result, all the techniques developed

for spectral estimation, including high-resolution methods,
can be applied to the passive synthetic aperture problem. The
trade-off between time and space in passive synthetic aper-
ture processing equates to a trade-off between temporal fre-
quency and spatial frequency. Therefore, in order to achieve
large array gains from synthetic aperture processing in aniso-
tropic noise conditions �Sullivan, Carey, and Stergiopoulos,
1992�, spectrally nonwhite conditions must also exist. A
ubiquitous example of an interfering noise source in ocean
acoustics that creates anisotropic, spectrally nonwhite condi-
tions at low frequencies are transiting surface ships �e.g.,
Ross, 1987�.

The results presented in this paper demonstrate the use
of passive synthetic aperture/Doppler beamforming with low
frequency ocean acoustic data collected by a hydrophone ar-
ray mounted on the hull of an older-model AUV. Whereas
active synthetic aperture methods place stringent require-
ments on vehicle navigation and stability because the same
region of the surface or object of interest at close range must
be repeatedly imaged, the requirements in the passive case
are more lax. Vehicle velocity, both speed and direction of
motion, is the critical quantity and can be measured by a
Doppler velocity logging �DVL� instrument. In addition, an
attitude/heading reference system �AHRS� is important for
measuring vehicle orientation, particularly heading, in cases
of moving physical aperture.

Various algorithms are introduced and demonstrated
with the AUV hull-mounted hydrophone array data, under
both single and multiple source conditions. A stationary
source approximation is employed to reduce the number of
source unknowns from four �source frequency, speed, direc-
tion of motion, and azimuth� to two �effective source fre-
quency and azimuth�. These unknowns are resolved by form-
ing synthetic aperture in two or more horizontal directions.
The Doppler/synthetic aperture processing approach involves
incoherent accumulation of spectral energy obtained along
each of a set of straight-line tracks. The accumulation is
performed along cosine-shaped trajectories in the frequency
domain that are specified by the assumed effective source
frequency and look direction, providing estimates of these
source properties as well as statistically independent realiza-
tions to reduce the variance of the beamformer output esti-
mate. In the simultaneous search for source frequency and
azimuth, the beamformer sidelobes for a single moving re-
ceiver in the source frequency/azimuth plane follow smooth,
sinusoidally varying trajectories whose behavior can be
quantified by a perturbation approach.

The approach with moving physical aperture is to per-
form Doppler/passive synthetic aperture beamforming in
each of the physical array beams. The complex element
weights to form these beams are derived by either a conven-
tional or adaptive beamforming method. They are deter-
mined at a courser frequency resolution than that used with
the Doppler beamforming in order to obtain a statistically
stable estimate of the physical array data cross spectral den-
sity matrix on a given leg. Results using the AUV data show
that white-noise-constrained adaptive beamforming applied
to the physical aperture data and combined with high-
frequency-resolution Doppler beamforming gives much

FIG. 15. The same simulation as in Fig. 14 but now with an energy cost
function that varies with the cube of the receiver speed �see the text for
details�.
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greater spatial resolution than beamforming with physical
aperture alone �the characteristic overall dimension of the
physical array is order one-tenth that of the acoustic wave-
lengths of interest�. It also provides somewhat lower side-
lobes than when conventional beamforming is used instead
with the physical aperture data, and significantly lower side-
lobes compared to Doppler beamforming with single hydro-
phone elements. This combined approach allows a 10-dB
lower-level source with exactly the same frequency content
as that of an interfering source to be clearly identified in the
beamforming output.

A new type of beamformer is defined and demonstrated
with the AUV data. The “resampling beamformer” accounts
for variations in receiver velocity on a data sample by
sample basis by resampling the time series with a time-
dependent sampling rate that exactly compensates for the
time-dependent Doppler shifts resulting from the known re-
ceiver velocity variations. This resampling is broadband
since it operates in the time domain and so works for all
frequencies simultaneously. It results in high-resolution esti-
mates of the directionality of the sound field during high
vehicle accelerations such as those during tight maneuvers
and start-up/slow-down in transitions between resting and
actively mobile states. Once correction for variations in re-
ceiver velocity is made by the resampling process, the limi-
tation in Doppler/synthetic aperture beamforming with this
experimental data set approaches that caused by the fre-
quency spreading imparted by the environment.

Finally, the concept of active control of passive acoustic
fields through receiver motion is further investigated through
simulation. The problem is to determine at what speed and in
what direction an AUV should move to optimize detection of
a weak signal in a specified frequency band and in a given
direction, given the spatial and temporal frequency distribu-
tion of a set of noise interferers. In the case of a single
interferer with a center frequency in the middle of the fre-
quency band of interest �as measured by a stationary re-
ceiver�, analytical results show that the optimal direction of
motion is at right angles to the average of the azimuth of the
interferer and the azimuth of interest. In determining optimal
vehicle speed, a function expressing the cost of motion must
be incorporated into the formulation to prevent the optimal
speed from increasing without bound. For a cost function
that varies with the cube of the vehicle speed �vehicle drag
typically depends on the speed squared so that the mechani-
cal power required to overcome the drag varies as the speed
cubed�, the optimal vehicle speed in the case of a single
interferer with identical frequency is inversely proportional
to the cube root of the coefficient for the speed cubed term in
the cost function, with smaller coefficients leading to higher
optimal speeds, and vice versa. In the general case of several
spatially distributed interferers with different spectral levels
and frequency content, the solution must be determined nu-
merically, as illustrated by a simulation with three interfering
sources at different azimuths and slightly different frequen-
cies. The simulation further emphasizes that for these types
of problems, the autonomous vehicle characteristics are an
integral part of the signal/array processing structure.
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Studying the mechanical behavior of a plastic, shock-resisting,
antitank landmine
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Modal behavior in landmines has recently become a topic of interest for acoustic landmine
detection. It is well known that landmines exhibit mechanical resonance behavior that enhances the
soil velocity over a buried landmine. Recent experimental work by Zagrai et al. �A. Zagrai, D.
Donskoy, and A. Ekimov, J. Acoust. Soc. Am. 118 �6�, 3619–3628 �2005�� demonstrates the
existence of structural modes in several landmines. The work reported herein parallels the work of
Zagrai et al. in studying the structural modes of the pressure plate of a plastic, cylindrically
symmetric, antitank landmine. The pressure plate is considered to act as an elastically supported thin
elastic plate. An observed perturbation of the first symmetric mode of the pressure plate is caused
by the landmine’s shock-resisting mechanism. This is validated by a lumped element model for the
first symmetric mode coupled to the shock-resisting mechanism. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2357999�

PACS number�s�: 43.40.At, 43.40.Dx, 43.20.Tb �KA� Pages: 3655–3663

I. INTRODUCTION

Although structural vibrations of landmines have be-
come a topic of recent interest in the acoustic landmine de-
tection community,1 resonance behavior in landmines has
been reported in much of the literature.2–4 Early works by
Scott et al.2 and Donskoy et al.3 show clear resonances in
experimental work performed on both un-buried and buried
landmines. Most recently, Zagrai et al.1 show two-
dimensional structural modes present in the pressure plates
and casings of several landmines.

The initial modeling efforts by Donskoy et al.3 consisted
of modeling the resonance of the landmine by considering
the pressure plate to act as a damped simple harmonic oscil-
lator. This type of model is reasonable because the wave-
lengths of sound in the air and in the ground that correspond
to the typically measured resonance frequencies of land-
mines are larger than the dimensions of most landmines.
With this one-dimensional model, the authors achieve good
results when comparing the model to their suite of single
point impedance measurements taken for many different
landmine types.

Building upon the work of Donskoy et al.,3 Zagrai et al.1

observed two-dimensional structural modes during their ex-
perimental work. Since these modes still occur at low fre-
quencies, the authors, using the solution to the equation of
motion for an elastically supported thin elastic plate as a
basis, describe each mode of a plate by a spatially dependant
mass, spring, and dashpot. This allows each mode to be sepa-
rately inserted into the previously mentioned lumped element
model. Effectively, this extends the one-dimensional lumped
element model to a two-dimensional model because of the

spatial dependence of the effective mode parameters. Again,
good results are achieved when matching this model to ob-
servations.

For a landmine to operate, it must respond to an applied
force by deforming enough to activate its detonator. The abil-
ity of the casing to deform allows a landmine to exhibit
mechanical resonance behavior. Each type of landmine has
its own set of resonance frequencies and modes determined
by its elastic and dimensional properties. Because there are
many different types of landmines constructed out of various
materials, it is not reasonable to expect a single theoretical
model to be able to explain the behavior of all landmines.
This work focuses on a single plastic landmine that has a
large acoustic response, an Italian VS 1.6.

The following section of the paper describes, in detail,
the landmine used throughout this study. After the descrip-
tion of the landmine are descriptions of experimental proce-
dures used to characterize the mechanical vibrations of the
VS 1.6 when free and when subjected to a load on the chas-
sis of the landmine. The experimental observations are then
described theoretically with particular attention paid to two
interesting experimentally observed effects: a large shift of
the first symmetric mode of the landmine and a reordering of
modes upon flush burial of the landmine in sand.

II. THE ITALIAN VS 1.6 LANDMINE

A cross-sectioned example of a VS 1.6 landmine is
shown in Fig. 1. The large cavity at the bottom of the land-
mine is the chamber that houses the explosive. The central
portion contains the fuse and the detonating assembly. The
pressure plate makes up the top of the landmine and can be
removed by unscrewing the threaded locking ring. All parts
are assembled using o-rings making the VS 1.6 air tight and
waterproof. Visible near the center of Fig. 1 is the detonating
assembly, which is activated by a steady pressure on the
pressure plate. A steady pressure is required to allow enough
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time for air to pass through a small nozzle to a much smaller
volume. The air causes a diaphragm to distort, which, in turn,
causes a plunger to transfer pressure through the spring to the
striker. The striker then initiates the fuse, which explodes the
landmine. Highly impulsive forces do not occur on a long
enough time scale to allow air to pass through the nozzle to
initiate the fuse, thereby making the landmine shock
resistant.5 By scaling measurements taken from Fig. 1 to the
size of the landmine, the size of the large volume beneath the
pressure plate was found to be approximately 180 cm3.

It is believed that the acoustic behavior of the VS 1.6 is
associated with the modal response of the pressure plate.
Examination of Fig. 1 reveals the varying thickness of the
pressure plate of the VS 1.6 landmine. From the center of the
plate to roughly 56% of the radius of 7.2 cm, there is an
increase in plate thickness along a slight arc. The thickness
then becomes uniform until approximately 78% of the radius
where the thickness increases linearly. There is then a small
decrease in thickness until the edge support is reached. The
plate’s minimum thickness occurs at the center and is 5 mm.
It is seen in Fig. 1 that the pressure plate is symmetric about
the center. The mass of a complete pressure plate from a
disassembled VS 1.6 was measured to be 256.1 g with a
volume of 223 cm3 found by measuring the height of water
displaced by submerging the plate in a container of known
size. This yields a density of 1150 kg/m3, which is approxi-
mately that of a family of polyamide, polyamide 6/6.6,7 Also
visible in Fig. 1 is the edge support of the pressure plate.
Notice that the support is very thin compared to the thickness
of the plate. If a force is applied to the plate, the edge support
will deform before the plate itself. Beneath the support there
is a small square space labeled o-ring. The locking ring that
holds the pressure plate in place presses the edge support
against the o-ring, which compresses to form a watertight
and airtight seal.

The detonating assembly visible at the center of the
landmine, Fig. 1, contains a small nozzle and a set of chan-
nels in the shape of a wheel. The channels have been mea-
sured to determine the volume of air in the small cavity. The
channels that form the spokes have a width of 1.6 mm. The
outer ring has a width of 4 mm. All channels have a depth of
1.5 mm. These measurements yield a cavity volume of

0.8 cm3. The nozzle has also been measured by scaling from
Fig. 1. It has a length of 5.1 mm and a constant diameter of
0.8 mm.

When examining the cross sectioned VS 1.6, several
features of the pressure plate and chassis are to be noted.
These are the varying thickness, the thin edge support that
controls the deflection of the pressure plate, the air cavities,
and the nozzle. The cavity-nozzle system is airtight and un-
dergoes a change in pressure when the pressure plate of the
landmine vibrates in any modes that produce a significant net
volume change of the large cavity.

III. EXPERIMENTAL PROCEDURES AND RESULTS

A. Modal analysis of the unburied VS 1.6

Before beginning experiments on a buried landmine, it is
necessary to know the unburied �free� response of the land-
mine. Initially, typical modal analysis techniques using im-
pulse hammer excitation were used. However, in an attempt
to automate the modal analysis of the VS 1.6, a measurement
method using a shaker as the excitation source was devel-
oped. Modal analysis via a shaker is not new,8,9 but the typi-
cal method requires the use of a force sensor at the point of
contact between the shaker and the object under study. Such
a sensor was not available and was deemed detrimental to the
experiment because of the added load on the pressure plate
of the landmine.

The structural modes of the VS 1.6 were measured with
the landmine resting on top of sand housed in a large con-
tainer. Excitation of the pressure plate was accomplished via
a suspended electromechanical shaker striking the plate
through a 3 mm diameter aluminum rod. The shaker was
driven every two seconds with a 1 V single cycle pulse of
1 kHz sent to the shaker from a function generator after pass-
ing through a power amplifier. Simultaneous to the excitation
pulse, a trigger pulse was sent to a scanning laser Doppler
velocimeter �SLDV�, which measured the velocity of the
pressure plate at a given point.

The shaker was suspended such that it struck the pres-
sure plate at a point near the edge. This configuration, Fig. 2,

FIG. 1. Cross-sectioned example of a VS 1.6 antitank landmine.

FIG. 2. Experimental configuration used during the modal analysis of the
VS 1.6.
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allows the shaker’s pulse to excite both the symmetric and
asymmetric modes in the pressure plate, should they exist.
The shaker was clamped to a framework in such a manner
that very little vibration was produced at the back of the
shaker. The thin rod was placed to be in slight contact with
the pressure plate. This allowed only a small amount of point
loading on the pressure plate in the rod’s rest position.

The SLDV, triggered from the function generator, was
set to scan a 200-point grid drawn over the pressure plate of
the VS 1.6 yielding a spatial resolution of 1.53 points per
square centimeter. The SLDV, thus triggered, measured the
velocity at each point as described above. The internal ana-
lyzer in the SLDV was set to measure over a frequency range
of 0–1.6 kHz with a frequency resolution of 1 Hz. The ana-
lyzer window was set to force/expo with the velocity signal
of the SLDV given the expo window. Enhancement of the
SLDV signal was set to standard for this measurement,
meaning that the SLDV software would take up to nine fast
Fourier transforms �FFTs� before computing the average
consisting of three of the nine FFTs. Remeasure was acti-
vated so that the SLDV would return to measurement points
deemed by the software to be necessary for rescan. No soft-
ware filters or other external filters were used on the SLDV
signal. The height of the SLDV from the landmine was
1.24 m. This height corresponds to a coherence maximum of
the SLDV laser. Many heights are available, the reported
height was chosen only for convenience.

Results of this measurement are seen in Fig. 3. Seven
modes are apparent in the measurement range. The modes
are tabulated by the integers “m” and “n,” where m refers to
the number of nodal diameters and n refers to the number of
nodal circles. Also seen in Fig. 3 are the resonance frequen-
cies of each mode and their relative mechanical admittance
in m/s/N. The admittance was calculated manually after mea-
suring the velocity of the thin rod during its contact with the
plate �the positive portion of the excitation pulse� and calcu-
lating the force imparted to the plate by the rod. Figure 3 also
shows a most interesting result, the frequency of the first
symmetric mode is higher than that of the first asymmetric
mode. Generally, it is expected that the simplest geometric
modes occur lowest in frequency. It will be shown that this
shift of the first symmetric mode can be attributed to the
large volume beneath the pressure plate. It should also be
noted that some of the higher modes are distorted. This dis-
tortion is believed to be caused mostly by the point loading
of the rod used for the excitation, although some distortions
are inherent to this nonideal device. Similar measurements
using different excitation �impulse hammer or loudspeaker�
reveal the same seven modes without the point load distor-
tion. The only information not obtained from the SLDV soft-
ware in this measurement is the damping ratio of each mode.
These may be obtained by looking at the quality factor of
each resonance peak. This was not done, as the data were not
critical to this work.

B. Chassis loading of the VS 1.6

In order to test the effects a chassis load might have on
the structural modes of the pressure plate, chassis loading

experiments were performed in both water and sand so that
shear effects could be studied as well. All software and hard-
ware settings remain as described in previous sections. Prior
to initiating the water experiments, the studied landmine was
soaked in water for 4 days to attempt to allow the polyamide
6/6 to saturate.6,7

The height of the water was brought up the side of the
landmine’s chassis in increments determined by the chassis’
geometry. These increments can be seen in Fig. 4. At each
point indicated in the figure, a scan of the pressure plate was
performed. The modal frequencies were then recorded and
plotted as a function of percent landmine height as seen in
Fig. 5. As water was brought up the sides of the chassis,
there was very little change in the modal frequencies of the
pressure plate until the water reached 100% landmine height,
at which point the modes all exhibit a downward shift in
frequency. This downward shift in frequency is possibly due
to mass loading of the plate by water in the small crevice
between the pressure plate and the chassis. The reader will
note that the �1,1� and the �4,0� modes are absent at 100%
landmine height. When 100% landmine height was reached
in this experiment, the �1,1� and the �4,0� modes were not
high enough in amplitude for good resonance frequency rec-
ognition. The height increment at 95% was left out of this
experiment since mass loading by the water was believed to
be the dominant effect on the mode frequencies.

In order to study possible shear effects, the previous

FIG. 3. Results of the modal analysis of the VS 1.6. Dark gray areas cor-
respond to maximum mechanical admittances of 0.44, 0.53, 0.19, 0.40, 0.16,
0.08, and 0.05 m/s /N with increasing frequency.
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experiment was repeated in a controlled sand environment. A
large, 96 by 146 by 29 cm, box filled with dry, unconsoli-
dated sand was used for this sand loading experiment. 10 cm
of sand was excavated from the box and the landmine was
placed into the excavated box in the same height steps as in
the water experiment. Each time the landmine was buried
deeper into the sand, the SLDV was used to scan, with the
same settings as above, the pressure plate of the landmine.
The resonance frequencies were recorded and plotted in Fig.
6. Each mode again stays at essentially the same frequency

until 75% of the landmine’s height is reached. Between 75%
and 90% of the height, all of the modes exhibit a slow up-
ward frequency shift. At 95% of the height, an interesting
phenomenon occurs. All modes, excepting the first symmet-
ric mode, continue their upward shift in frequency. The first
symmetric mode, however, shifts downward in frequency by
70 Hz and then shifts up by another 35 Hz once the sand is
level with the pressure plate of the landmine. This causes a
reordering of the first symmetric and first asymmetric modes
such that they return to their expected order.

IV. THEORETICAL MODELS

A. Elastically supported thin plate

In a fashion similar to that reported by Zagrai et al.,1 the
thin plate equation subject to circumferential elastic bound-
ary conditions is used here to model the modes of the VS 1.6.
The equation of motion describing the transverse displace-
ment, w�r ,��, of the surface of a thin elastic plate driven by
an arbitrary force f�r ,�� is well known and is given as10–13

��4 −
�h�2

D
�w�r,�� =

f�r,��
D

, �1�

where � is the circular frequency of the plate obtained by
assuming harmonic time dependence, � is the mass density
of the plate, and D is known as the flexural rigidity of the
plate and is given by Eq. �2� below

D =
Yh3

12�1 − �2�
. �2�

In Eq. �2�, Y is Young’s modulus, h is the plate thickness,
and � is Poisson’s ratio. Figure 7 shows the geometry of the

FIG. 4. Height steps used when chassis loading the VS 1.6 in both water and
sand. Heights are listed in percent “h,” where h is the height of the land-
mine, 9.1 cm.

FIG. 5. Results of the chassis loading experiment in water.

FIG. 6. Results of the chassis loading experiment in sand.

FIG. 7. Geometry of the plate model for the pressure plate of the VS 1.6.
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plate along with the elastic boundary conditions acting on the
plate edge. Kw resists vertical motion of the plate edge and
K� resists rotation of the plate edge about the radial axis.
Both Kw and K� are circumferentially distributed about the
edge of the plate.11

The solution for the free vibration, f�r ,�� equal zero in
Eq. �1�, of the plate is given below11

w�r,�� = �
m=−�

�

�
n=0

�

�AmJm�kmnr� + CmIm�kmnr��eim�. �3�

The term multiplying r in the arguments of the Bessel func-
tions, kmn, is defined by the following:

kmn
4 =

�h�mn
2

D
, �4�

where �mn are the resonance frequencies. The boundary con-
ditions at the edge of the elastically supported thin plate are

− Kww�r,�� = − D� �
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��2� +

1
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− ��
�
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�1

r

�2

��2�	w�r,�� ,
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�
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w�r,�� = − D� �2

�r2 + ��1
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�

�r
+

1

r2

�2

��2�	w�r,�� .

�5�

On substituting Eq. �3� into Eqs. �5� for each m two linear
equations for Am and Cm are obtained. For nontrivial solu-
tions to exist, the determinant of the coefficient matrix of Am

and Cm must equal zero for nonzero frequencies. Figure 8
shows a plot of the determinant of the coefficient matrix for
the first five values of m, recall that m determines the number
of nodal diameters. Zeros in the value of the determinant
correspond to resonance frequencies, �mn. Parameters used
in the creation of Fig. 8 were Young’s modulus, plate density,
plate thickness, Poisson’s ratio, Kw, and K�. Of these param-
eters, only Kw and the plate density were measured. How-
ever, the previously mentioned density of 1150 kg/m3 was
replaced by 1245 kg/m3. This larger density was used for all
subsequent calculations. The circumferentially distributed
vertical spring constant, Kw, was measured by a simple
point-mass loading experiment to be approximately
0.22 MPa. Poisson’s ratio was taken as 0.3. The remaining
parameters �Young’s modulus, plate thickness, and K�� were

determined by performing a nonlinear least squares type fit
to the measured frequencies. This resulted in effective values
of Young’s modulus and plate thickness of approximately
2.4 GPa and 4.7 mm, respectively. The resonance frequen-
cies showed little sensitivity to K�, so it was set to zero for
all elastic plate calculations. It should be noted that the ma-
terial parameters, although effective because this model ne-
glects the cross section of the plate, align reasonably well
with those of polyamide 6/6.6,7 It is apparent that, with the
exception of the �0,0�, the �1,1�, and the �4,0� modes, the
calculated modal frequencies align reasonably well with the
measured frequencies shown in Fig. 3 considering that the
complicated cross section of the VS 1.6 pressure plate has
been ignored.

B. Electrical equivalent circuit for the „0,0… mode

As is apparent from the results of the modal analysis of
the free landmine, there is a large perturbation of the �0,0�
mode of the pressure plate from the value obtained from the
elastically supported thin plate model; the �0,0� mode has
been shifted to a frequency higher than that of the �1,0�
mode. If the construction of the VS 1.6 is considered, the
large cavity, possibly the small tube, and small cavity as
well, could have an influence on the first symmetric mode of
the landmine since it involves the largest net change in vol-
ume relative to other modes. To investigate this possibility,
an electrical equivalent circuit14 for the first symmetric mode
coupled to the landmine’s shock-resisting mechanism was
written and its impedance calculated. This type of model is
reasonable since, at the mode frequency in question, the
wavelength in air is larger than all dimensions of the system
in question.

Figure 9 shows a pictorial representation of the lumped
acoustic circuit that will be used to represent the landmine,
volumes, and nozzle. In Fig. 9, MP and CP are the mass and
compliance of the plate, respectively. These are combined
into the plate impedance calculated below. SP is the area of
the plate and acts to couple the acoustic portion of the circuit
to the mechanical portion. CLV is the compliance of the large
volume beneath the plate. MT and RT are the mass and resis-
tance of the nozzle and CSV is the compliance of the small
volume.

The first calculation is that of the impedance of the plate
vibrating in its first symmetric mode. The treatment pre-
sented here follows the method described by Mason14 for
determining the impedance of a thin elastic plate clamped at
the edges. First, the equation of motion, Eq. �1�, is modified
by replacing f�r ,�� with a spatially constant driving pres-
sure, P. In the subsequent solution, m is set to zero since
only the symmetric modes are of interest here. In addition,

FIG. 8. Numerically generated plot showing the mode frequencies �zeros in
each curve� for several values of m.

FIG. 9. Electrical equivalent circuit for the �0,0� mode of the VS 1.6.
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� /a is substituted for kmn in the argument of the Bessel func-
tions in the solution. The elastic boundary conditions are
then applied noting that they have been significantly reduced
because the only concern is with the symmetric modes; i.e.,
the terms dependent on polar angle are ignored.

Just as in the discussion of the free plate, a matrix equa-
tion similar to that described above results from the applica-
tion of the boundary conditions to the solution. This is used
to solve for the coefficients of the Bessel functions, which
are then reinserted into the solution giving the displacement
of the plate when it vibrates in its symmetric, m equal zero,
modes.

With the solution for the symmetric modes of the plate,
the volume velocity of the plate can now be calculated. This
is done by integrating over the surface of the plate in the
following manner:

V = i2��

0

a

w�r�rdr . �6�

The input pressure, P, is simply divided by the volume ve-
locity calculated above to arrive at the full impedance of the
symmetric modes plate.

The full impedance of the symmetric modes of the plate
is now realized �see the Appendix �. However, for the
lumped element approximation only the low frequency im-
pedance of the plate is necessary. Therefore, by assuming
that � is small the Maclaurin series of the plate impedance is
formed keeping only terms to second order in �, following
the treatment in Mason,14 which further restricts the imped-
ance of the elastically supported plate to its first symmetric
mode, �0,0�. Plots of the full impedance and the series ap-
proximation appear in Fig. 10, created using the same param-
eters as those used in the creation of Fig. 8. It should be
noted that the second order approximation introduces
roughly a 0.2 Hz change in the resonance frequency of the
first symmetric mode. This change equates to only a 0.1%
change in frequency, which gives validity to the approxima-
tion. To further validate the impedance as calculated above,
the limit of the expansion as both Kw and K� tend to infinity
is taken. This effectively clamps the plate and reduces the
impedance to that found in Mason14 for the symmetric
modes of a clamped plate, verifying the accuracy of what has
been done here.

With the low frequency approximation to the plate’s im-
pedance, the rest of the lumped acoustic element circuit can

be calculated to obtain the effect of the cavity on the re-
sponse of the plate. The compliances of the two cavities, CLV

and CSV, each considered as a cylinder, are calculated from
the following equation:14

Compliance =
VC

�0c2 , �7�

where VC is the volume of the cavity, �0 is the density of the
air in the cavity, and c is the speed of sound in air.

Because this approximation lies in the low-frequency
regime, the air inside the nozzle acts as a mass moving in
and out of the tube. Because the size of the nozzle is so
narrow, thermoviscous attenuation at the walls of the tube
must be taken into account. The impedance of the tube, in-
cluding the mass of the air in the tube and the resistance to
the motion of the air, is14

Ztube =
��0kL

S�k2 + 	2�
	 + i

��0k2L

S�k2 + 	2�
, �8�

where 	 is the thermoviscous attenuation at the walls of the
nozzle, k is � divided by the speed of sound in air, and L is
the length of the tube.

The impedance of every element shown in Fig. 9 has
been derived. Calculating the impedance of the entire circuit
yields

ZTotal = SP
2�ZPlate +

�ZTube −
i

�CSV
�� − i

�CLV
�

�ZTube −
i

�CSV
� + � − i

�CLV
�� , �9�

where SP is the area of the plate and the quantities containing
the compliances are the impedances of the large and small
volumes beneath the plate. All that is left is to insert a value
for the attenuation, 	. This was found in Mason14 to be

	 =
2.8 
 10−3

2�

�

r
Np/m, �10�

where r is the radius of the tube in meters.
The impedance given by Eq. �9�, including attenuation,

was evaluated numerically and is plotted in Fig. 11 using the
previously listed parameters as well as the measured param-
eters presented in the description of the cavities landmine.
The impedance shows a result similar to experimental obser-
vations in that the impedance predicts a large shift in the first

FIG. 10. Plots of the full impedance and its second order approximation
showing a small shift in resonance frequency due to the approximation.

FIG. 11. Plot of the impedance of the �0,0� mode of an elastically supported
plate with and without a backing volume.
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symmetric mode of the plate, a shift so large that the first
symmetric mode would occur higher in frequency than the
first asymmetric mode. The impedance of the circuit, Fig. 11,
demonstrates a shift of roughly 200 Hz of the first symmetric
mode of an elastically supported thin plate. The frequency of
the circuit resonance is approximately 350 Hz, which agrees
well with the experimental observations of the free VS 1.6.
Similar effects have been observed in timpani when the vol-
ume below the drumhead was made smaller.15,16 Fletcher and
Rossing15 demonstrate experimentally that a kettle volume
one-half its original size shifts the frequency of the drum’s
first symmetric mode to frequency higher than that of the
first asymmetric mode. Further, Christian et al.16 show that a
kettle one half its original size will produce a similar shift in
frequency. If a center vibration speed of 1 m/s is assumed
for the 182 Hz timpani mode listed in Christian et al. �Table
VI, column 8�,16 then a percentage kettle volume change of
0.24% can be calculated. This volume change is calculated
on the assumption of a uniform membrane displacement,
which overestimates the actual volume change. Similarly, if
the volume change is calculated for the �0,0� mode of the VS
1.6, with a measured maximum vibration speed of 70 �m/s,
the percent change in volume is 0.47%. These comparable
estimated changes in volume lend validity to the model.

An experiment to change the size of the volume beneath
the pressure plate would be a prudent attempt at further veri-
fication of the theoretical results presented above. Such an
experiment was designed, but attempts to remove the locking
ring securing the pressure plate of the landmine used in this
study showed a great potential for destruction of the land-
mine’s casing. Thus, the experiment was abandoned because
of the availability of the landmine type under test.

C. Shear contact at flush condition

The measurement to determine the effect of sand load-
ing on the chassis exhibits a most interesting phenomenon.
The contact of the sand against the side of the pressure plate,
95% h and 100% h, forces a reordering of the modes from
their measured free positions. As mentioned previously, at
95% h the first symmetric mode shifts to a position lower in
frequency than the first asymmetric mode and all of the
higher frequency modes show an upward shift in frequency.
Qualitatively, these observations can be described by consid-
ering the boundary conditions between two elastic half-
spaces separated by a vertical boundary. The boundary con-
ditions for contact without slip are continuity of normal and
tangential stress and strain.17 For this qualitative explanation,
the interest lies only with the tangential components of the
boundary conditions, namely the vertical component of the
stress and the strain. Applying Hooke’s Law to write the
stress in terms of the strain gives

�zr = 2�uzr, �11�

where � is a Lamé constant. Written in terms of the com-
pressional wave speed in the soil matrix and the density of
the soil, the Lamé constant becomes

� =
1 − 2�

2�1 − ��
�Vp

2, �12�

where �, �, and Vp are Poisson’s ratio, density, and compres-
sional wave speed in the soil matrix, respectively. Equation
�12� is derived from the following equations where Vs is the
shear wave speed in the soil matrix18

Vs =�

�
,

Vp =� + 2�

�
,

Vp
2

Vs
2 =

2�1 − ��
�1 − 2��

. �13�

Using Eq. �12�, the values of the Lamé constant for the sand
box using the compressional wave speed and density of the
sand were calculated.

Because the reordering of modes in the VS 1.6 occurs at
the flush-buried condition, the compressional wave speed at
the surface is of greatest interest. Taking 100 m/s to be the
compressional wave speed at the surface of the sand and
measuring the density of the dry sand to be 1600 kg/m3,
finding Poisson’s ratio for sand to be 0.1,19,20 and inserting
these values into Eq. �12�, it is found that � is on the order of
106 Pa. Bachrach19 considers Poisson’s ratio of sand at some
buried depth. Near the surface of the sand, however, sand
becomes more fluid-like. Therefore, a Poisson’s ratio on the
order of 0.4 might be expected. Substitution of a Poisson’s
ratio of 0.4 into Eq. �12� gives a � of about the same order as
when using a Poisson’s ratio of 0.1. For this qualitative ar-
gument, the order of the Lamé constant is of greatest impor-
tance. Since both Poisson’s ratios yield similar results, the
Lamé constant of order 106 Pa can be applied. In order to
make use of this result, how Eq. �12� is incorporated into the
boundary conditions of the plate must be considered.

Equation �12�, vertical stress in terms of vertical strain,
yields a force per unit length. The left-hand side of the first
of Eqs. �5� is a distributed spring constant, Kw, multiplied by
the displacement of the plate, w�r ,��. This gives units of
force per unit length. Therefore, in this first approximation,
the vertical stress can simply be added to the left-hand side
of the first of Eqs. �5�. Addition of the vertical stress to Kw

results in a 1000% increase in the edge stiffness of the plate
which forces the plate into a more clamped condition. Fitting
using Kw as a parameter, with all others fixed, confirms that
large Kw will move the modal frequencies as observed in the
experiments. In addition, the shift in the first symmetric
mode created by the volumes beneath the plate is much
smaller for a clamped plate and does not cause a reordering
of modes. The circuit impedance depicted in Fig. 12 is that
of a clamped plate. Figure 12 was created using the same
parameters as in previous numerical calculations, except
Young’s modulus and the circumferential spring constants.
Young’s modulus became 130 MPa and the spring constants
were allowed to go to infinity. The change in Young’s modu-
lus was necessary to allow the frequency of the first symmet-
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ric mode of the clamped plate to be very close to that of the
first symmetric mode of the elastic plate. It is of note that the
shifted impedance in Fig. 12 does not match well with the
observations in Fig. 6 at 100% landmine height. However,
Fig. 12 serves to demonstrate that stiffening the edge sup-
ports of an elastic plate will lessen its susceptibility to a
small backing volume. Therefore, it can be stated that flush
burial of the VS 1.6 lessens the effect of the volumes and
nozzle beneath the plate by not allowing the flexure of the
pressure plate to change the large volume as much as when
the pressure plate is free. The implication of this result is that
measurements of a landmine’s modes must be performed in
situ in order to truly know the order of the modes when the
landmine is buried.

V. CONCLUDING REMARKS

Seven structural modes, similar to those expected in a
drumhead, have been observed in the cylindrically symmet-
ric pressure plate of the VS 1.6 antitank landmine. An elas-
tically supported, thin, elastic plate acceptably models many
of the observed modes even though the complicated cross
section of the plate has been neglected. Discrepancies be-
tween observations and the predictions of the basic thin plate
model arise because of the mechanisms below the pressure
plate of the landmine, specifically the large volume beneath
the plate that forces a stiffening of the first symmetric mode
of the landmine. This stiffening results in a shift of the first
symmetric mode that places it higher in frequency than the
first asymmetric mode of the landmine. This has been con-
firmed by a lumped element model of the plate-volume sys-
tem.

Chassis loading experiments in both water and sand re-
veal little, if any, effect on the modes of the landmine. Flush
burial in sand, however, reorders the first symmetric and
asymmetric modes. This reordering of modes can be qualita-
tively explained by shear stiffening of the vertical elastic
edge support of the landmine, which forces the pressure plate
to approach a clamped condition. A clamped plate, vibrating
in its first symmetric mode over a sealed volume, undergoes
more flexure than a similarly vibrating elastically supported
plate, which does not create as large a volume change. This
smaller volume change diminishes the amount of volume
induced stiffening of the plate, thus lessening any resonance
frequency shift.

The study reported herein has shown several interesting
effects caused by the complex structure of the landmine un-
der study. Further, the landmine’s interaction with the sand
upon flush burial has shown a complex relationship between
the sand’s shear and the order of the vibration modes of the
plate. The observations and subsequent explanations suggest
that studies of vibrating landmines should consider the ef-
fects of the mechanism�s� beneath the pressure plates on the
vibrations of those plates as well as the vibrational charac-
teristics of the landmines in situ.
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APPENDIX: THE IMPEDANCE OF THE SYMMETRIC
MODES OF AN ELASTICALLY SUPPORTED
THIN PLATE AND ITS LOW-FREQUENCY
APPROXIMATION

In Ref. 14, Mason shows the impedance of the symmet-
ric modes of a clamped thin plate. Here, in Sec. IV B, the
derivation of the impedance of the symmetric modes of an
elastically supported thin plate has been described. The re-
sults of the first part of the derivation are shown below, in the
expression for the impedance of the symmetric modes of an
elastically supported thin plate

Zsymm��� =

i
�2Dh�

a2 �� − ���

�a2�−
2Kw

�
��J1 − I1� + �� − ���	 , �A1�

where

� = �I0 + I2�
�2

2a2 + �K��

aD
+

��

a2 �I1,

 = − �J0 − J2�
�2

2a2 − �K��

aD
+

��

a2 �J1,

� = − �Kw

D
−

�2

2a3�I0 − � �

a3 −
3�3

4a3�I1 +
�2

2a3 I2 +
�3

4a3 I3,

FIG. 12. Plot of the impedance of the �0,1� mode of a clamped plate with
and without a backing volume.
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� = − �Kw

D
+

�2

2a3�J0 + � �

a3 +
3�3

4a3�J1 +
�2

2a3J2 −
�3

4a3J3.

�A2�

In �A1� and �A2�, the arguments of the Bessel functions �J
and I�, �, have been left off for compactness and the sub-
script on each Bessel function refers to its order. Following
the second portion of the description in Sec. IV B, the results
of the low-frequency approximation of the impedance of the
symmetric modes of the plate, Zplate���, appear below

Zplate��� = i
192KwD�D + aK� + D��

a3���

+ i
3h��

�a2�2��3

5
a8Kw

2 K�
2 + 3�210�D4�1 + ��2

+ 2a5DKwK��25K� +
3

5
a2Kw�6 + ��	

+ 26aD3�1 + ���96K� + a2Kw�7 + ���

+ D2�3�210�a2K�
2 + 27a4KwK��4 + ��

+
a6Kw

2

5
�113 + 3��12 + �����	 . �A3�

In �A3�, a is the radius of the plate and the quantity � is
given by

� = a4KwK� + 96D2�1 + �� + D�96aK� + a3Kw�7 + ��� .

�A4�
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Computation of the homogeneous and forced solutions of a finite
length, line-driven, submerged plate
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A formulation is developed to predict the vibration response of a finite length, submerged plate due
to a line drive. The formulation starts by describing the fluid in terms of elliptic cylinder coordinates,
which allows the fluid loading term to be expressed in terms of Mathieu functions. By moving the
fluid loading term to the right-hand side of the equation, it is considered to be a force. The operator
that remains on the left-hand side is the same as that of the in vacuo plate: a fourth-order, constant
coefficient, ordinary differential equation. Therefore, the problem appears to be an inhomogeneous
ordinary differential equation. The solution that results has the same form as that of the in vacuo
plate: the sum of a forced solution, and four homogeneous solutions, each of which is multiplied by
an arbitrary constant. These constants are then chosen to satisfy the structural boundary conditions
on the two ends of the plate. Results for the finite plate are compared to the infinite plate in both the
wave number and spatial domains. The theoretical predictions of the plate velocity response are also
compared to results from finite element analysis and show reasonable agreement over a large
frequency range. �DOI: 10.1121/1.2357716�

PACS number�s�: 43.40.Dx, 43.40.Rj �DF� Pages: 3664–3671

I. INTRODUCTION

In structural acoustics, there are a limited number of
geometries in which a closed form solution has been
obtained.1 These include the spherical shell,2 infinite cylin-
drical shell, and infinite plate. The details of these solutions
are given by Skelton and James.3 For the infinite cylindrical
shell and the infinite plate, the equations of motion are Fou-
rier transformed and the resulting equations are then solved
to yield a closed form solution for the transform. The inverse
transform is then a sum of two parts: the propagating and
decaying waves associated with the structure, which can be
obtained using contour integration, and a branch cut contri-
bution, which is due to fluid that extends to infinity. For the
spherical shell, both the structural equations and the sur-
rounding fluid are described in spherical coordinates, and the
solution is obtained using separation of variables. One of the
qualitative differences between the solutions for the spherical
shell, which is finite, and the infinite cylindrical shell and
plate is that the solution for the spherical shell has no branch
cut contribution, whereas both infinite geometries contain
branch cut contributions. Methods of approximating the con-
tributions of the branch cut were described by DiPerna and
Feit.4,5 The above solutions have been frequently studied for
several reasons: they are relatively simple to solve and they
give insight as to the physics of the coupled structural/
acoustic motion. Fourier transform solutions have also been
used as starting points for the semi-infinite plate using the
Wiener-Hopf technique6 and the baffled plate. For problems
other than the above-mentioned geometries, recourse must
be made to numerical solutions. For example, Photiadis7

treated the problem of the scattering of an acoustic wave by
a finite length plate by numerically solving an integral equa-
tion.

For the finite length, submerged plate, the Fourier trans-
form solution becomes problematic. This is because the
equation of motion for the plate/fluid system is only defined
on a finite interval, whereas the Fourier transform requires an
integration over an infinite interval. Typically what has been
done to circumvent this problem is to assume that the plate is
baffled, which means that the velocity is assumed to vanish
beyond the edge of the plate. The underlying reason that the
Fourier transform solution of a fluid-loaded finite plate does
not easily lead to an exact solution is because the range of
integration required for the transform does not coincide with
the interface of the plate and the fluid.

In the formulation described in this paper an approach
will be used that is more appropriate for a finite geometry
than the Fourier transform solution. Instead of using Carte-
sian coordinates for both the plate and the fluid, Cartesian
coordinates will be used to describe the plate, and elliptic
cylinder coordinates to describe the fluid. While these coor-
dinate systems may seem incompatible, they happen to coin-
cide precisely at the interface between the fluid and the plate
since the limiting case of elliptic cylinder coordinates �as the
radial coordinate goes to 0� is a finite length strip.8 The so-
lution for the acoustic field in the fluid is then expanded in
terms of the separable solutions of the Helmholtz equation in
elliptic cylinder coordinates, namely Mathieu functions.8–10

The use of elliptic cylinder coordinates to model radiation
and scattering from impenetrable strips is not new. Their use
for electromagnetic and acoustic scattering problems is de-
scribed in Ref. 11 and references therein. The case of the
diffraction of electromagnetic waves from a dielectric elliptic
cylinder of finite thickness was treated by Yeh.12 Blake13
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b�Electronic mail: hydroacoustics@aol.com
c�Electronic mail: xingguang.diperna@navy.mil
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used elliptic cylinder coordinates to describe the acoustic
field outside of a beam, with an assumed velocity distribu-
tion that approximated the in vacuo mode shapes to describe
the beam vibration. Thus he did not solve the fully coupled
problem.

Presumably, the reason elliptic cylinder coordinates have
not been used extensively in structural acoustics is that
Mathieu functions are not commonly available and are non-
trivial to calculate. However, with the increase in computing
power and availability of linear algebra packages, it has be-
come simpler to calculate the coefficients required for
Mathieu functions as the solution of an eigenvalue problem,
rather than using standard recursion formula.

An additional benefit of expanding the acoustic field in
terms of Mathieu functions is that the singularity of the ve-
locity field associated with the assumption that the plate is
infinitely thin is automatically accounted for via the scale
factor of the transformation. This effect has been noted pre-
viously in the solution of diffraction problems using coordi-
nate transformations.14

By expanding the acoustic field in terms of Mathieu
functions and utilizing their orthogonality properties, an ex-
pression for the plate velocity is obtained in terms of the
eigenfunctions and Green’s function of the in vacuo plate.
The form of the fluid-loaded solution is the same as that of
the in vacuo plate: the sum of a forced solution �Green’s
function� and four homogeneous solutions multiplied by ar-
bitrary constants that are then chosen to match the boundary
conditions.

II. THEORY

The cross-sectional geometry of the problem being con-
sidered here is shown in Fig. 1, with the z coordinate running
from −� to � into the paper. The fluid is described in ellip-
tical cylinder coordinates, with radial coordinate �=0 coin-
ciding with the plate, and the curves ��const being ellipses.
The angular coordinate � is defined on 0���2�. The plate
is described in Cartesian coordinates, with midplane of the
plate being located on −L�x�L, y=0. The plate is driven
by an applied force per unit length of magnitude f0 at x=x0.
The upper surface of the plate corresponds to �=0, 0��
�� in the fluid, and the lower surface of the plate corre-

sponds to �=0, and ����2� in the fluid. The transforma-
tion from elliptic coordinates to Cartesian coordinates is
given by

x = L cosh � cos � ,

�1�
y = L sinh � sin � .

The equation of motion for a plate with fluid loading on
both sides is given by

L�u�x�� + 2P�u�x�� = f0��x − x0� , �2�

where u�x� is the plate velocity, P�u�x�� is acoustic pressure,
and L is the structural operator of the in vacuo plate. The
structural operator is

L =
iD

	

�4

�x4 − i	m , �3�

where 	 is the angular frequency, D=Eh3 / �12�1−
2�� is the
flexural rigidity, E is Young’s modulus, 
 is Poisson’s
ratio, h is the thickness of the plate, and m is the mass per
unit length of the plate. The factor of 2 in Eq. �2� accounts
for the fact that fluid is acting on both the upper and lower
surfaces of the plate.

By rearranging Eq. �2� the equation of motion becomes

L�u�x�� = f0��x − x0� − 2P�u�x�� , �4�

and the fluid loading term now appears to be a forcing func-
tion. The left side of the equation is simply the in vacuo
structural operator, which is an inhomogeneous, constant co-
efficient, differential equation. From the theory of ordinary
differential equations,15 the solution is the sum of a homoge-
neous solution and a particular solution, or

u�x� = �
n=1

4

qnEn�x� + f0G�x�x0� − 2�
−L

L

G�x���P�u���� d� ,

�5�

where qn are arbitrary constants, En�x� are the homogeneous
solutions, and G�x �x0� is the Green’s function of the in vacuo
plate, which satisfy

L�En�x�� = 0,

L�G�x�x0�� = ��x − x0� , �6�

respectively. The homogeneous solutions and Green’s func-
tions are given by

E1�x� = eikf�x+L�,

E2�x� = e−ikf�x−L�,

E3�x� = ekf�x−L�,

E4�x� = e−kf�x+L�,

FIG. 1. Geometry of a line driven plate.
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G�x�x0� =
	

4Dkf
3 �eikf �x−x0� + ie−kf �x−x0�� , �7�

where the flexural wave number kf = �m	2 /D�1/4. Note that
solutions are normalized as described in Ref. 16 to avoid
numerical problems, which can arise if the real part of the
argument of the exponential is large and positive. The above
normalization assures that the real part of the argument is
always less than or equal to zero, and thus the maximum
value of En�x� is one. It is straightforward to verify that Eq.
�5� satisfies Eq. �2� by simply substituting and performing
the required operations.

A. Solution of the plate/fluid system

As shown in the Appendix, the acoustic pressure
P��0 ,�� and normal velocity of the fluid V��0 ,�� on the plate
surface �0=0 can be expanded in terms of the separable so-
lutions of the Helmholtz equation in elliptic coordinates as
follows:

P��0,�� = �
n=1

�

cnMsn
�3���0,q�sen��,q� �8a�

V��0,�� =
1

i	�h���0,���n=1

�

cnMsn�
�3���0,q�sen��,q� , �8b�

where sen�� ,q� and Msn
�3���0 ,q� are the odd angular and cor-

responding radial Mathieu functions, h���0 ,�� is the scale
factor of the transformation, and cn are the expansion coef-
ficients of the acoustic field and will be chosen to match the
boundary conditions between the fluid and plate. The bound-
ary condition between the fluid and the plate is that the nor-
mal acoustic velocity match the plate velocity. Since the nor-
mal is defined in opposite directions on the upper and lower
surface, and because the angular Mathieu functions have
been chosen to be odd, enforcing the following boundary
condition on the upper surface of the plate 0���� will
automatically ensure that the velocity is also matched on the
lower surface ����2�:

u�x���� =
1

i	�h���0,���n=1

�

cnMsn�
�3���0,q�sen��,q� . �9�

Utilizing the orthogonality properties of the angular Mathieu
functions, the expansion coefficients cn of the acoustic field
can be solved for as follows:

cn =
2i	�

�Msn�
�3���0,q�

�
0

�

h���0,��sen��,q�u�x���� d� .

�10�

Inserting this expression for cn into Eq. �8a� yields the fol-
lowing for the acoustic pressure on the surface of the plate:

P��0,�� =
2i	�

�
�
n=1

�

Fnsen��,q� , �11�

where the modal reaction forces Fn are given by

Fn =
Msn

�3���0,q�
Msn�

�3���0,q�
�

0

�

h���0,��sen��,q�u�x���� d� . �12�

Inserting Eq. �11� into Eq. �5� and performing the integration
yields the following expression for the plate velocity:

u�x� = �
n=1

4

qnEn�x� + f0G�x�x0� −
4i	�

�
�
n=1

�

FnHn�x� , �13�

where the modal coupling function Hn�x� is given by

Hn�x� = �
−L

L

sen�����,q�G�x��� d� . �14�

The velocity of the plate is now known in terms of four
unknown constants, qn, which will be chosen to match the
boundary conditions on the edges of the plate, and the modal
reaction forces Fn. These forces can be solved for by insert-
ing Eq. �13� into Eq. �12�, and integrating, to yield the fol-
lowing system of equations:

Fn +
4i	�

�
�
m=1

�

MnmFm = �
m=1

4

Enmqm + f0Gn �15�

where the following definitions have been made:

Mnm =
Msn

�3���0,q�
Msn�

�3���0,q�
�

0

�

sen��,q�h���0,��Hm�x���� d� ,

Enm =
Msn

�3���0,q�
Msn�

�3���0,q�
�

0

�

sen��,q�h���0,��Em�x���� d� ,

Gn =
Msn

�3���0,q�
Msn�

�3���0,q�
�

0

�

sen��,q�h���0,��G�x����x0� d� .

�16�

By truncating the system of equations in Eq. �15� at a value
of M =O�kmax2L�, where kmax=max�k ,kf�, the solution for
the modal reaction forces F, in matrix notation is as follows:

�17�

Note that the modal reactions forces are a sum of two terms:
the first term Fq is the reaction of the fluid due to the homo-
geneous solutions of the in vacuo plate, and the second term
Fdr is the reaction of the fluid to the Green’s function of the
in vacuo plate. Inserting this expression into Eq. �13� yields

u�x� = �
n=1

4

En
fl�x�qn + Gfl�x�x0�f0, �18�

where the homogeneous solutions Em
fl�x� and Green’s func-

tion Gfl�x �x0� of the fluid-loaded plate are given by

En
fl�x� = En�x� −

4i	�

�
�
m=1

M

Fmn
q Hm�x� , �19a�
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Gfl�x�x0� = G�x�x0� −
4i	�

�
�
m=1

M

Fm
drHm�x� . �19b�

Note that the fundamental form of the solution for the fluid-
loaded plate is the same as that of the in vacuo plate, the sum
of the particular solution and four homogeneous solutions,
which will be chosen to match the structural boundary con-
ditions.

B. Boundary conditions

Equation �18� gives the complete solution for the veloc-
ity on a fluid-loaded plate. There are four arbitrary constants,
qn, that may be used to satisfy the boundary conditions on
the structure. The typical boundary conditions on a plate are
that the edges are clamped or free. Each of these boundary
conditions imposes two constraints on the field at each end
of the plate, yielding a total of four constraints. For a
clamped boundary, the displacement and its derivative with
respect to x must vanish, and for a free edge the second and
third derivatives with respect to x must vanish.6 For example,
for a plate with both edges free, the boundary conditions lead
to the following system of equations:

�
m=1

4

Em�
fl�− L�qm = − G�fl�− L�x0�f0,

�
m=1

4

Em�
fl�− L�qm = − G�fl�− L�x0�f0,

�
m=1

4

Em�
fl�L�qm = − G�fl�L�x0�f0,

�
m=1

4

Em�
fl�L�qm = − G�fl�L�x0�f0, �20�

from which it is trivial to solve for the constants qm. In
general, in order to calculate the derivatives of the fluid-
loaded Green’s functions and homogeneous solutions, which
are required for the boundary conditions, the following will
need to be calculated:

Hn�x� = �
−L

L

sen�����,q�G�x��� d� ,

Hn��x� = �
−L

L

sen�����,q�
�G�x���

�x
d� ,

Hn��x� = �
−L

L

sen�����,q�
�2G�x���

�x2 d� ,

Hn��x� = �
−L

L

sen�����,q�
�3G�x���

�x3 d� . �21�

III. RESULTS

In this section, results for the line-driven, finite, fluid-
loaded plate will be compared to analogous results for the
line-driven infinite plate, and additionally to results from fi-
nite element analysis.

A. Comparison to an infinite plate

The case being considered in this section is that of a
1-in.-thick steel plate with a total length of 2 m �L=1 m�,
immersed in water, with no structural damping. Figure 2
shows a gray-scale image of the logarithm of the magnitude
of the Fourier transform of the velocity of an infinite plate

due to a line drive as a function of frequency, or G̃��kx , f�.
White represents a large velocity, and black a small velocity.
The notable features are the flexural wave dispersion curve,
which appears as a white parabola and has a large response,
and the acoustic lines, which form the dark “V.” Along these
lines, the fluid has a large impedance and thus the velocity of
the plate is small along these lines. For frequencies above the
critical frequency c=�12c2 / �hcp�, where the flexural wave
number crosses the acoustic line, the flexural waves are
strongly radiating, and the flexural waves have lower magni-
tude and are somewhat broader than below the coincidence
frequency. Note that the assumptions leading to the thin plate
equations are typically violated above the coincidence fre-
quency. Figure 3 shows the Fourier transform of the velocity
on the fluid-loaded finite plate in the absence of boundary

conditions on the edge of the plate, G̃fl�kx , f�, where the
fluid-loaded Green’s function is given by Eq. �19b�, driven at
its center. This is a notable point since the Green’s function
for the finite plate is not a function of �x−x0�, as is the case
for an infinite plate. Because the plate is only defined over
−L�x�L, the limits of the Fourier transform are also lim-
ited to this range. As can be seen, the results are strikingly
different than that of the infinite plate. While the flexural
wave dispersion curve can still be seen, superimposed on it
are aliased versions of the infinite plate dispersion curve,

FIG. 2. Gray-scale map of the logarithm of the Fourier transform of the
velocity on an infinite plate due to a line drive located at x=x0.
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which are spaced at intervals of 2� /2L. This phenomenon is
very similar to the behavior observed on periodically stiff-
ened plates and shells.17

Figure 4 shows the Fourier transform of the velocity of
the finite plate now subject to free boundary conditions at
each end, or ũ�kx,f�, with u�x� as defined in Eq. �18�, and the
constants qn chosen to satisfy free boundary conditions at
both ends of the plate. Below the coincidence frequency
	 /c=1, there are a series of horizontal stripes at discrete
frequencies. These large velocities correspond to resonances
that are not seen in the infinite plate. There are no resonances
above the coincidence frequency due to the fact that the flex-
ural waves are radiating strongly, and therefore the two edges
are only interacting weakly. Note that in both Fig. 3 and Fig.
4, there was no structural loss, which means the only loss

was due to radiation into the fluid. This is why the effects of
the plate having a finite length are much more prominent
below the coincidence frequency, where the loss due to ra-
diation is small. If there were a large structural loss factor,
the effects of the plate having a finite length would be dimin-
ished even below coincidence since the waves on the struc-
ture would be highly damped and most of the energy would
never reach the edges.

Figure 5 shows the fluid-loaded Green’s function as
given in Eq. �19b�, for a finite plate driven at its center,
normalized by the drive point admittance of the in vacuo
plate, compared to that of the infinite plate, for several fre-
quencies. Notably, the velocity for the finite plate only goes
out the length of the plate. For the two frequencies below
coincidence, there is a substantial difference between the fi-
nite length plate and the infinite plate, with the difference
being larger near the end of the plate. For the frequency
above coincidence, the finite plate velocity is closer to that of
the infinite plate because the flexural waves are strongly ra-
diating, and most of the vibrational energy has shed before
interacting with the edges of the plate.

B. Comparison to numerical solution

In order to confirm the validity of the solution developed
in this paper, a two-dimensional finite element analysis
�FEA� of the submerged, line-driven plate, with x0=0 and
free/free boundary conditions, was performed using the finite
element code ABAQUS. The case being considered is a 0.2-
in.-thick brass plate immersed in water, with L=8in., and a
structural loss factor of 0.001. The plate is modeled by four-
node bilinear plane strain elements with 8 elements across
the thickness of the plate and 600 elements across the length
of the plate. Acoustic elements are used to model the region
between the plate and a surface on which a radiating �non-
reflecting� boundary condition is applied. These two aspects
of the finite element model are somewhat different than the
theory developed here, which satisfied the Sommerfeld ra-
diation condition in the fluid and used thin plate theory to
represent the plate. The only approximation in the theory
presented here is the truncation of the matrix in Eq. �15�.
Figure 6 shows the comparison between the drive point ad-
mittance predicted by FEA and the theory presented in this
paper. Over the entire frequency range the agreement is quite
reasonable. The resonance frequencies predicted by FEA are
slightly higher than the theory, which is typical of FEA pre-
dictions. Additionally, the peaks of the resonances are not
precisely the same level, which is also to be expected since
the internal loss of the plate was small. Figure 7 shows a
comparison of the velocity at the end of the plate due to a
drive at x0=0. Again, the agreement is very close.

Although the primary goal of this paper was to develop
a procedure to calculate the vibrational response of the plate,
it is a trivial exercise to calculate the radiated pressure. Once

FIG. 3. Gray-scale map of the logarithm of the Fourier transform of the
velocity on a finite plate due to a line drive located at x=x0. Note that no
boundary conditions have been imposed on the ends of the plate.

FIG. 4. Gray-scale map of the logarithm of the Fourier transform of the
velocity on a finite plate due to a line drive located at x=x0, where free
boundary conditions have been imposed at each end of the plate. Note the
length resonances that show up as horizontal stripes at discrete frequencies.
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the velocity on the surface has been calculated, the expan-
sion coefficients cn can be calculated via Eq. �10�. The pres-
sure anywhere in the fluid is then given by

P��,�� = �
n=1

�

cnMsn
�3���,q�sen��,q� . �22�

The pressure per unit force was calculated at the point x=0,
y=2.25L and compared to finite element results. The com-
parison is shown in Fig. 8. Again, there is close agree-
ment.

C. Convergence

In Sec. II it was stated the number of terms should be
truncated at M =O�kmax2L�. This follows directly from the
Nyquist criterion that a function must be sampled at least
two points per wave. For what follows, the number of modes
M will correspond to be the number of points. Consider be-
low the coincidence frequency, where the largest wave num-
ber is the flexural wave number kf. Then kf2L=2��, where
�=2L /� f is the total number of waves on the length of the
plate. Therefore, the criteria is M /�=O�2��, which says that
the number of unknowns per wave must be on the order of 6,
which is consistent with the Nyquist criterion. To check this

FIG. 5. Finite plate velocity normal-
ized by u0=kf / �4	m� as a function of
nondimensional distance kfx for three
frequencies compared to infinite plate.

FIG. 6. Velocity at drive point due to a drive at x0=0 with free/free bound-
ary conditions computed from theory compared to results from finite ele-
ment analysis.

FIG. 7. Velocity at x=L due to a drive at x0=0 with free/free boundary
conditions computed from theory compared to results from finite element
analysis.
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numerically, the velocity on the free/free plate was computed
as a function of the number of terms per wave M /� for
several frequencies below the coincidence frequency. The
metric being used is

��M� = 	
�−L

L

�uM�x� − uM−1�x��2 dx

�
−L

L

�uMmax�x��2 dx ��
1/2

, �23�

where uM�x� is the estimate of the plate velocity using M
terms and Mmax is number of terms used in the converged
solution. Therefore the metric is a measure of how much
the solution is changing as one more term is used. The
denominator is simply for normalization. The results are
shown in Fig. 9. When M /� is less than 1, every time an
extra term is added, the solution changes about the same

amount ��M�0.01. Above M /�=2, the Nyquist rate, the
amount of change in the solution is decreasing about two
orders of magnitude as the number of terms is doubled.

IV. SUMMARY

A formulation has been developed to predict the velocity
of a submerged finite plate due to a line drive. By expanding
the acoustic pressure and velocity in terms of the eigenfunc-
tions of the Helmholtz equation in elliptic cylinder coordi-
nates, a description of the plate velocity is obtained in the
same form as that of the in vacuo plate. The velocity of the
submerged plate is found to be the sum of four homogeneous
solutions, each of which can exist in the absence of an ap-
plied force and therefore can be multiplied by an arbitrary
constant, and a Green’s function, which is the response of the
submerged plate due to a concentrated line force. The four
arbitrary constants are then chosen to satisfy the four struc-
tural boundary conditions on the edges of the plate.

The velocity of the finite plate as predicted by this for-
mulation is compared to the corresponding result for the in-
finite plate to get an idea of the physical phenomena due
solely to the finite length of the plate, such as resonances at
discrete frequencies. Predictions from the theory were also
compared to results from FEA and show reasonable agree-
ment.
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APPENDIX: MATHIEU FUNCTIONS

In elliptic cylinder coordinates, the governing equation
for the acoustic field can be written as

P����,�� + P����,�� +
k2L2

2
�cosh 2� − cos 2��P��,�� = 0.

�A1�

k=	 /c is the acoustic wave number, c is the speed of sound
in the fluid, 	 is the angular frequency, and � is the angular
coordinate defined on �0,2��, the upper surface of the plate
being �0,��, and the lower surface being �� ,2��. The radial
coordinate is �, with �0=0 being a strip corresponding to the
plate surface. This equation can be solved through separation
of variables, and its solutions are, in the notation used by
Abramowitz and Stegun,9

P��,�� = �
n=1

�

�anSen��,q� + cnMsn
�3���,q��sen��,q�

+ �
n=0

�

�bnCen��,q� + dnMcn
�3���,q��cen��,q� ,

�A2�

where are sen�� ,q� and cen�� ,q� are the odd and even an-
gular Mathieu functions, respectively, which correspond to
sine and cosine functions in a circular coordinate system,

FIG. 8. Radiated pressure at x=0, y=2.25L due to a drive at x0=0 with
free/free boundary conditions computed from theory compared to results
from finite element analysis.

FIG. 9. Convergence of the series as a function of the number of terms per
wave.
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Sen�� ,q� and Cen�� ,q� are radial Mathieu functions, which
are the incoming radial solutions corresponding to Bessel
functions of the first kind in circular coordinates,
Msn

�3��� ,q� and Mcn
�3��� ,q� are the outgoing radial solutions

corresponding to Hankel functions in a circular coordinate
system, and q= �kL /2�2. Since the subject of the paper is the
response of the plate due to a line drive on the structure, only
the outgoing solutions are required, and therefore the coeffi-
cients an and bn, which multiply the incoming solutions,
must be zero. If the scattering problem were being consid-
ered that is, where the source is in the fluid instead of on the
structure, the field due to the source could be represented in
terms of the incoming solutions.

The normal acoustic velocity can be found from

V��0,�� = � 1

i	�h���0,��
�P��,��

��
�

�=�0

, �A3�

where the scale factor18 is given by

h���0,�� =
L
�2

�cosh 2�0 − cos 2� . �A4�

The pressure and velocity are now given by

P��0,�� = �
n=1

�

�cnMsn
�3���0,q�sen��,q�

+ dnMcn
�3���0,q�cen��,q�� ,

V��0,�� =
1

i	�h���0,���n=1

�

�cnMsn�
�3���0,q�sen��,q�

+ dnMcn�
�3���0,q�cen��,q�� . �A5�

The expression for the normal acoustic velocity is comprised
of two sets of terms, one that is odd and one that is even.
Because the normal on the upper surface of the plate �0
����� is pointing up, and the normal on the lower surface
�����2�� is pointing down, in order for the velocity on
both surfaces to match the plate velocity, the coefficients of
the even terms must be zero, or dn=0, which leaves the fol-
lowing:

P��0,�� = �
n=1

�

cnMsn
�3���0,q�sen��,q� ,

V��0,�� =
1

i	�h���0,���n=1

�

cnMsn�
�3���0,q�sen��,q� . �A6�

The following orthogonality relationship will also be useful,

�
0

�

sen��,q�sem��,q�d� =
�

2
�nm, �A7�

where �nm is the Kronecker delta function.
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On the basis of Pride’s theory �1994� which couples Biot’s theory for poroelastic medium �1956�
and Maxwell equations via flux/force transport equations, we extend Yeh et al. �2004� approach for
poroelastic medium to develop a transition matrix for electroporoelastic medium. The transition
matrix, which relates the coefficients of scattered waves to those of incident waves, is then derived
through the application of Betti’s third identity and the associated orthogonality conditions for the
electroporoelastic medium. To illustrate the application, a simple case of the scattering problem of
a spherical electroporoelastic inclusion, embedded within the surrounding electroporoelastic
medium subjected to an incident plane compressional wave is considered.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2357713�
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I. INTRODUCTION

The phenomenon of electroseismic effect has been stud-
ied for about 60 years. This has led to applications in the
monitoring of electrical properties for the control of pollu-
tion �Roberts and Lin, 1997�, the monitoring for the move-
ment of volcanic fluids and detecting the precursory electro-
magnetic signals associated with an eruption �Revil et al.,
2003�, hydrothermal energy and the studies of earthquake
prediction �Mogi, 1985�, oil and gas reservoir monitoring
�Block and Harris, 2006� and so on. On the theoretical side,
Frenkel �1944� has postulated equations that can be used to
estimate the amount of relative fluid motion induced by a
seismic wave. Neev and Yeatts �1989� have also postulated a
set of equations to model the interaction between mechanical
waves and electric fields due to electrokinetics. Pride �1994�
has proposed a volume-averaged method for deriving the
continuum equations that have the form of Maxwell’s equa-
tions coupled with Biot’s �1956� equations. On the numerical
side, Pride and Haartsen �1996� and Mikhailov et al. �1997�
have applied an analytical Green’s function to obtain eign-
evector solutions for porous media, which can be used to
simulate layered media. Garambois and Dietrich �2001� have
extended Haartsen and Pride’s �1997� work, adopted the ap-
proach of the generalized reflection and transmission matrix
method �GRTM� �Kennett and Kerry, 1979� and employed

the discrete wave number integration method of Bouchon
�1981� to handle the calculations of the coupled seismic and
electromagnetic waves in a fluid-saturated stratified porous
medium. Han and Wang �2001� have presented a fast finite-
element method to simulate the electroseismic conversion in
the time domain. Pain et al. �2005� have described a finite-
element formulation that can be utilized to solve the Biot
poroelastic equations coupled to a single electrokinetic con-
version equation �a simplification of Maxwell’s equations�.
White �2005� has derived an asymptotic theory that enables
forward modeling of the electroseismic response for full
three-dimensional geometries on a scale that is relevant to
exploration.

Previous studies about electroseismic problems most of-
ten focus on two-dimensional cases. Only simplified or
asymptotic form of solutions with regular geometry bound-
aries has been considered. To go beyond these limitations,
we will develop a formulation based on transition matrix to
solve electroseismic wave scattering problems.

In this paper, on the basis of Pride’s theory, the transition
matrix for electroporoelstic media is developed by applying
the approach used for elastic media �Pao, 1978� and po-
roelastic media �Berryman, 1985; Yeh et al., 2004�. The
coupled equations of motion are decomposed into two parts:
One describing the dilatational �longitudinal� waves and the
other the rotational �transverse� waves. The former ones in-
clude Biot’s fast and slow waves, and the latter ones contain
the mechanical shear and electromagnetic waves. In our for-
mulation, we present the basis functions in an analytical

a�Author to whom correspondence should be addressed. Fax: �886-2-2363-
9290. Electronic mail: csyeh@iam.ntu.edu.tw
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form such that orthogonality relationships are preserved. In-
stead of asymptotic methods, we apply the Wronskian for-
mula which has been applied by Yeh et al. �2004� for the
derivation of poroelastic medium to prove the orthogonality
conditions. To illustrate the application of the transition ma-
trix formulation, we present a solution for the scattering of
the incident plane waves by an embedded spherical elec-
troporoelastic inclusion in a electroporoelastic medium.

The composition of the paper is designated as follows.
In Sec. II, the governing equations for an isotropic and ho-
mogeneous porous continuum are presented and decoupled.
The basis functions in spherical coordinates and their or-
thogonality conditions are then given. In Sec. III, we show a
series expansions of an incident wave with given coeffi-
cients, and determine the coefficients of the refracted and
scattered waves. Then, the transition matrix for a spherical
electroporoelastic inclusion is obtained. In Sec. IV, a solution
for a spherical electroporoelastic inclusion subjected to a
plane compressional wave is illustrated.

II. THE BASIS FUNCTIONS AND THE
ORTHOGONALITY CONDITIONS

A. Governing equations

Pride �1994� has adopted volume-averaging arguments
to derive a complete set of equations that describe the
coupled seismic and electromagnetic waves in a porous con-
tinuum. With an exp�i�t� time dependence for motion with
circular frequency � in a homogeneous and isotropic space,
the Pride’s governing equations for electroporoelastic me-
dium can be written as follows:

� � E = − i�B , �1�

� � H = i�D + J , �2�

� · � = − �2��u + � fw� , �3�

J = �E + L�− �p + �2� fu� , �4�

i�w = LE +
k���

�
�− �p + �2� fu� , �5�

� = �H − 2G��� · u�I + G��u + u � � + C�� · w�I , �6�

− p = C � · u + M � · w , �7�

B = �H , �8�

D = �E , �9�

where u is the average displacement of the solid grains, w
=	�u f −u� is the “filtration displacement,” 	 is the porosity,
u f is the average displacement of pore fluid, p is the pore-
fluid pressure, � is the bulk density, � f is the pore fluid den-
sity, � is the fluid viscosity, E is the electric field, H is the
magnetic field, B is the magnetic flux, D is the dielectric
displacement, � is the bulk-stress tensor, � is the electrical
permittivity, � is the magnetic permeability, and I is the
identity matrix. The electrical conductivity of the material

����, the electrokinetic coupling coefficient L��� and the
dynamic permeability k��� are complex and frequency-
dependent. The parameters H, G, C, and M are the material
constants for the poroelastic material defined by Biot �1962�.

B. Decomposition of equations of motion

Substitutions of Eqs. �6� and �7� into Eqs. �3� and �5�,
respectively, yield the equations of motion for a homoge-
neous poroelastic material coupled with electromagnetic
field

�H − G� � � · u + G�2u + �2�u + C � � · w + �2� fw = 0 ,

�10�

C � � · u + �2� fu + M � � · w + �2�̃w + i��̃LE = 0 , �11�

where

�̃��� =
�

i�k���
�12�

is the effective density of the fluid in relative motion.
General solutions expressed in terms of the displacement

vectors u and w directly are usually difficult because these
vectors are coupled in the original equations of motions Eqs.
�10� and �11�. Therefore, a formulation for general solutions
in terms of some potentials is proposed, and on the basis of
Helmholtz’s theorem �Gregory 1996�, any general solutions
for displacement vectors u and w, which are assumed to
exist continuous derivatives up to at least the second order,
can be decomposed into two scalar potentials 	1 and 	2, and
two divergence-free vector potentials �1 and �2

u = �	1 + � � �1, �13�

w = �	2 + � � �2. �14�

It should be noted that each of the two Helmholtz’s de-
compositions in Eqs. �13� and �14� is unique up to the addi-
tive gradient of a scalar harmonic function or the additive
curl of a vector harmonic function. And then, completeness
of the above representations is questionable. Therefore, a so-
lution scheme adapted from the “Lamé’s potentials” which
are developed by Lamé for the solutions of elastodynamic
problems �Sternberg, 1960; Olsson, 1984� is utilized in order
to make some adaptation which can fix the questions of com-
pleteness. Detailed derivations of this solution scheme can be
found in Appendix C.

According to Eqs. �2�, �4�, �7�, and �9�, we have

E = −
L

i��̄
� �C � · u + M � · w� −

�2� fL

i��̄
u +

1

i��̄
� � H ,

�15�

where

�̄��� = ���� +
����

i�
, �16�

is the effective electrical permittivity of the porous con-
tinuum.
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Substitution of Eqs. �13�–�15� into the coupled equations
�10� and �11� yields two parts: The dilatational part and the
rotational one. The dilatational part can be written in a ma-
trix form �detailed derivations can be found in Appendix C�

�H C

C M
���2	1

�2	2
� + �2� � � f

� f �n
��	1

	2
� = �0

0
� , �17�

where

�n = 	 �̄

�̄ − �̃L2
�̃ . �18�

Two eigenvalues of Eq. �17� can be obtained as shown below

�kp1,p2/��2 = �B 
 �B2 − 4AD�/2A , �19�

where

A = HM − C2,

B = �nH + �M − 2� fC , �20�

D = ��n − � f
2,

and their associated eigenvectors are

� = ��1 1

1 �2
� , �21�

with

��1,1T = �− f/2d,1T and �1,�2T = �1, f/2aT, �22�

where

a = C�n − M� f ,

b = M� − H�n,

d = C� − H� f ,

f = b − �b2 + 4ad . �23�

Equation �17� can be decoupled into the following form:

�H* 0

0 M*���2�1

�2�2
� + �2��* 0

0 �n
*���1

�2
� = �0

0
� , �24�

where

�1 =
1

��1�2 − 1�
��2	1 − 	2� ,

�2 =
1

��1�2 − 1�
��1	2 − 	1� , �25�

and

H* = H�1
2 + 2C�1 + M ,

M* = M�2
2 + 2C�2 + H ,

�26�
�* = ��1

2 + 2� f�1 + �n,

�n
* = �n�2

2 + 2� f�2 + � .

The details in the derivation of Eq. �24� are shown in Appen-
dix A. From Eq. �24�, we readily obtain two uncoupled sca-
lar Helmholtz equations

�2�1 + kp1
2 �1 = 0,

�2�2 + kp2
2 �2 = 0, �27�

where kp1=� /�H* /�* and kp2=� /�M* /�n
* denote the fast

and slow dilatational wave numbers, respectively. Indeed,
Eq. �27� is the same as Eq. �19�.

According to Eqs. �10�, �11�, and �13�–�15�, we have the
rotational part �detailed derivations can be found in Appen-
dix C�

G�2�1 + �2��1 + �2� f�2 = 0 , �28�

� fL
2

�̄
	 H

�2� fL

 +

� f

�n
�1 + �2 = 0 . �29�

Equation �29� can substituted into Eq. �28� to eliminate �2.
With Eqs. �8� and �13�–�15� substituted into Eq. �1� and us-
ing Eq. �17� to simplify the resulting equation, the rotational
part can be rewritten in a matrix form

� 1 0

− 1 1
�� �2�1

�2	 H

�2� fL

 � + �2�	� −

� f
2

�n



G

−
� f

2L2

�̄G

0 ��̄
�

�� �1

	 H

�2� fL

 � = �0

0
� . �30�

Eigenvalues of this equation are

ks1 = �1 − �SA� ,

ks2 = SB�/�1 − � , �31�

where

SA
2 = 	� −

� f
2

�n

�G ,

SB
2 = ��̄ , �32�

SC
2 =

� f
2L2

�̄G
,

� =
�SA

2 − SB
2 + SC

2 � − ��SA
2 − SB

2 + SC
2 �2 − 4SA

2SC
2

2SA
2 . �33�

After similar manipulations as we have done for Eq. �21�, a
set of eigenvectors can be obtained
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� = � 1 �

�
SA

2

SC
2 1 � . �34�

And then Eq. �30� can be decoupled into the form

�G* 0

0 �*���2�1

�2�2
� + �2��** 0

0 �n
**���1

�2
� = �0

0
� ,

�35�

where

�1 =
1

	�2 SA
2

SC
2 − 1
��	 H

�2� fL

 − �1� ,

�2 =
1

	�2 SA
2

SC
2 − 1
��

SA
2

SC
2 �1 − 	 H

�2� fL

� , �36�

and

G* = 1 + 	1 − �
SA

2

SC
2 
 �

�1 − ��
,

�* = 1 − �2 SA
2

SC
2 ,

�** = 	1 − �2 SA
2

SC
2 
SA

2 ,

�n
** = �	1 − �

SA
2

SC
2 
 �

�1 − ��
+ 1�SB

2 . �37�

The details in the derivation of Eq. �35� are also shown in
Appendix A. From Eq. �35�, we readily obtain two un-
coupled vector Helmholtz equations

�2�1 + ks1
2 �1 = 0 ,

�2�2 + ks2
2 �2 = 0 , �38�

where ks1=� /�G* /�** and ks2=� /��* /�n
** denote the me-

chanical shear and electromagnetic wave numbers, respec-
tively. Indeed, Eq. �38� is the same as Eq. �35�.

According to Eqs. �29� and �36�, we have

�2 = �3�1 + �4�2, �39�

where

�3 = − � � f

�n
+ �

SA
2

SD
2 � ,

�4 = − � � f

�n
� +

SC
2

SD
2 � , �40�

SD
2 =

� f

G
. �41�

C. Basis functions in spherical coordinates

For waves in a three-dimensional electroporoelastic me-
dium, the motion may be decomposed into six groups: L1,
L2, M1, M2, N1, and N2. Group L1 and L2 represent the
dilatational motions propagating with speeds cp1 and cp2, and
associated wave numbers kp1=� /cp1 and kp2=� /cp2; Group
M1, N1, and M2, N2 are the rotational motions propagating
with speed cs1 and cs2, and associated wave numbers ks1

=� /cs1 and ks2=� /cs2. The four wave speeds are given by

cp1=�H* /�*, cp2=�M* /�n
*, cs1=�G* /�**, and cs2=��* /�n

**,
respectively.

In spherical coordinates �R , ,	�, similar to the expres-
sion for elastic media �Morse and Feshbach, 1953�, we pro-
pose six vector wave functions with the superscripts
1 ,2 , . . . ,6 for the electroporoelastic medium as follows:

u�mn
�1� = L1�mn =

�1

kp
� �hn

�2��kp1R�Y�mn�,	��

=
�1kp1

kp
�hn

�2���kp1R�A�mn + �n2 + n�1/2hn
�2��kp1R�

kp1R
B�mn� ,

�42�

u�mn
�2� = L2�mn =

1

kp
� �hn

�2��kp2R�Y�mn�,	��

=
kp2

kp
�hn

�2���kp2R�A�mn + �n2 + n�1/2hn
�2��kp2R�

kp2R
B�mn� ,

�43�

u�mn
�3� = M1�mn = � � �hn

�2��ks1R�Y�mn�,	�ReR�

= �n2 + n�1/2hn
�2��ks1R�C�mn, �44�

u�mn
�4� = N1�mn =

1

ks1
� � M1�mn

= ��n2 + n�	hn
�2��ks1R�

ks1R

A�mn

+ �n2 + n�1/2 �ks1Rhn
�2��ks1R���
ks1R

B�mn� , �45�

u�mn
�5� = �M2�mn = � � � �hn

�2��ks2R�Y�mn�,	�ReR�

= ��n2 + n�1/2hn
�2��ks2R�C�mn, �46�

u�mn
�6� = �N2�mn =

�

ks2
� � M2�mn

= ���n2 + n�	hn
�2��ks2R�

ks2R

A�mn

+ �n2 + n�1/2 �ks2Rhn
�2��ks2R���
ks2R

B�mn� , �47�

where the superscripts, 1 ,2 , . . . ,6 are designated for the
quantities contributed by L1, L2, M1, N1, M2, and N2, re-
spectively. kp���2� /H is the common wave number used
to make the basis function dimensionless, hn

�2��x� is the
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spherical Hankel function of the second kind, �xhn
�2��x���

=xhn
�2�

��x�+hn
�2��x� and hn

�2�
��x�=dhn

�2��x� /dx. The spherical
surface harmonics Y�mn� ,	� consists of an even part ��
=1� and an odd one ��=2�

Y1mn�,	� = Pn
m�cos �cos m	 ,

Y2mn�,	� = Pn
m�cos �sin m	 , �48�

where Pn
m�cos � are the associated Legendre polynomials,

m=0,1 , . . . ,n and n=0,1 , . . . ,�. The three mutually perpen-
dicular vectors A�mn, B�mn, and C�mn are related to the three
unit vector eR, e, and e	 in the spherical coordinates

A�mn = eRY�mn,

B�mn = �n2 + n�−1/2�e

�

�
+ e	

�

sin  � 	
�Y�mn = eR � C�mn,

C�mn = �n2 + n�−1/2�e

�

sin  � 	
− e	

�

�
�Y�mn = − eR � B�mn.

�49�

According to Eqs. �14�, �25�, and �39�, the vector opera-
tors of the filtration displacement are obtained as follows:

w�mn
�1� =

kp1

kp
�hn

�2���kp1R�A�mn + �n2 + n�1/2hn
�2��kp1R�

kp1R
B�mn� ,

�50�

w�mn
�2� =

�2kp2

kp
�hn

�2���kp2R�A�mn

+ �n2 + n�1/2hn
�2��kp2R�

kp2R
B�mn� , �51�

w�mn
�3� = �3�n2 + n�1/2hn

�2��ks1R�C�mn, �52�

w�mn
�4� = �3��n2 + n�	hn

�2��ks1R�
ks1R


A�mn

+ �n2 + n�1/2 �ks1Rhn
�2��ks1R���
ks1R

B�mn� , �53�

w�mn
�5� = �4�n2 + n�1/2hn

�2��ks2R�C�mn, �54�

w�mn
�6� = �4��n2 + n�	hn

�2��ks2R�
ks2R


A�mn

+ �n2 + n�1/2 �ks2Rhn
�2��ks2R���
ks2R

B�mn� . �55�

According to Eqs. �13�–�15�, �17�, �25�, and �36�, the
vector operators of the electric field are obtained as follows:

E�mn
�1� = − i�

�nLkp1

�̄kp
�hn

�2���kp1R�A�mn

+ �n2 + n�1/2	hn
�2��kp1R�

kp1R

B�mn� , �56�

E�mn
�2� = − i�

�2�nLkp2

�̄kp
�hn

�2���kp2R�A�mn

+ �n2 + n�1/2	hn
�2��kp2R�

kp2R

B�mn� , �57�

E�mn
�3� = − i�

�5� fL

�̄
�n2 + n�1/2hn

�2��ks1R�C�mn, �58�

E�mn
�4� = − i�

�5� fL

�̄
��n2 + n�	hn

�2��ks1R�
ks1R


A�mn

+ �n2 + n�1/2 �ks1Rhn
�2��ks1R���
ks1R

B�mn� , �59�

E�mn
�5� = − i�

�6� fL

�̄
�n2 + n�1/2hn

�2��ks2R�C�mn, �60�

E�mn
�6� = − i�

�6� fL

�̄
��n2 + n�	hn

�2��ks2R�
ks2R


A�mn

+ �n2 + n�1/2 �ks2Rhn
�2��ks2R���
ks2R

B�mn� , �61�

where

�5 = �
SA

2

SC
2 − 1,

�6 = 1 − � , �62�

According to Eq. �36�, the vector operators of the mag-
netic field are obtained as follows:

H�mn
�1� = 0 , �63�

H�mn
�2� = 0 , �64�

H�mn
�3� =

�5� fLks1

��̄
��n2 + n�	hn

�2��ks1R�
ks1R


A�mn

+ �n2 + n�1/2 �ks1Rhn
�2��ks1R���
ks1R

B�mn� , �65�

H�mn
�4� =

�5� fLks1

��̄
�n2 + n�1/2hn

�2��ks1R�C�mn, �66�

H�mn
�5� =

�6� fLks2

��̄
��n2 + n�	hn

�2��ks2R�
ks2R


A�mn

+ �n2 + n�1/2 �ks2Rhn
�2��ks2R���
ks2R

B�mn� , �67�

H�mn
�6� =

�6� fLks2

��̄
�n2 + n�1/2hn

�2��ks2R�C�mn. �68�

Whereas according to the constitutive relation Eq. �7�,
the scalar operators of fluid pressures are shown below
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p�mn
�1� = �C�1 + M�

kp1
2

kp
hn

�2��kp1R�Y�mn, �69�

p�mn
�2� = �C + M�2�

kp2
2

kp
hn

�2��kp2R�Y�mn, �70�

p�mn
�3� = 0, �71�

p�mn
�4� = 0, �72�

p�mn
�5� = 0, �73�

p�mn
�6� = 0. �74�

The vector operators for the tractions at a surface with
an unit outward normal n can be calculated from t�u�
=n ·��u� and Eq. �6� are shown as follows:

t�mn
�1� = ��H − 2G� + C/�1��� · L1�mn�n

+ Gn · ��L1�mn + ��L1�mn�T� , �75�

t�mn
�2� = ��H − 2G� + C�2��� · L2�mn�n

+ Gn · ��L2�mn + ��L2�mn�T� , �76�

t�mn
�3� = Gn · ��M1�mn + ��M1�mn�T� , �77�

t�mn
�4� = Gn · ��N1�mn + ��N1�mn�T� , �78�

t�mn
�5� = �Gn · ��M2�mn + ��M2�mn�T� , �79�

t�mn
�6� = �Gn · ��N2�mn + ��N2�mn�T� . �80�

If we consider a special case of a spherical surface n
=eR, the six traction operators are reduced to the following
simpler forms:

t�mn
r�1� = �−

kp1
2

kp
��H − 2G��1 + C�hn

�2��kp1R�

+ G�− 2�1
kp1

2

kp
hn

�2��kp1R� +
2�1�n2 + n�

kpR2 hn
�2��kp1R�

−
4�1kp1

kpR
hn

�2���kp1R���A�mn + 2G
�1kp1

kp

��n2 + n�1/2�hn
�2���kp1R�

R
−

hn
�2��kp1R�
kp1R2 �B�mn, �81�

t�mn
r�2� = �−

kp2
2

kp
��H − 2G� + C�2�hn

�2��kp2R�

+ G�− 2
kp2

2

kp
hn

�2��kp2R� +
2�n2 + n�

kpR2 hn
�2��kp2R�

−
4kp2

kpR
hn

�2���kp2R���A�mn + 2G
kp2

kp
�n2 + n�1/2

��hn
�2���kp2R�

R
−

hn
�2��kp2R�
kp2R2 �B�mn, �82�

t�mn
r�3� = G�ks1hn

�2���ks1R� −
hn

�2��ks1R�
R

��n2 + n�1/2C�mn, �83�

t�mn
r�4� = 2Gks1��n2 + n��hn

�2��ks1R�
ks1R

��
A�mn

+ �	n2 + n − 1 −
�ks1R�2

2

hn

�2��ks1R�
�ks1R�2 −

hn
�2���ks1R�

ks1R
�

��n2 + n�1/2B�mn� , �84�

t�mn
r�5� = �G�ks2hn

�2���ks2R� −
hn

�2��ks2R�
R

��n2 + n�1/2C�mn, �85�

t�mn
r�6� = 2�Gks2��n2 + n��hn

�2��ks2R�
ks2R

��
A�mn

+ �	n2 + n − 1 −
�ks2R�2

2

hn

�2��ks2R�
�ks2R�2 −

hn
�2���ks2R�

ks2R
�

��n2 + n�1/2B�mn� . �86�

D. Orthogonality conditions for the spherical basis
functions

The three vector functions A�mn, B�mn, and C�mn satisfy
the following orthogonal relations �Morse and Feshbach,
1953�:

A�mn · B�mn = 0, A�mn · C�mn = 0, B�mn · C�mn = 0,

�87�

and the integrations over a spherical surface yield the follow-
ing equations:

�
0

2� �
0

�

A�mn · A��m�n�sin dd	 = �1/�m��mm��nn�����,

�
0

2� �
0

�

B�mn · B��m�n�sin dd	 = �1/�m��mm��nn�����,

�
0

2� �
0

�

C�mn · C��m�n�sin dd	 = �1/�m��mm��nn�����.

�88�

The normalization constant is

�m = �m�2n + 1��n − m� ! /4��n + m� ! , �89�

where �m=1 when m=0, and �m=2 when m�0.
For the wave fields which are regular in the region en-

closing the origin of the coordinate system, we use six regu-
lar basis functions û�mn

��� ��=1,2 ,3 ,4 ,5 , or 6� which are ob-
tained from u�mn

��� by replacing the spherical Hankel function
hn

�2�, in L1�mn, L2�mn, M1�mn, N1�mn, M2�mn, and N2�mn, with
the spherical Bessel function jn.
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Consider an infinite region divided by a surface S of a
spherical shape as shown in Fig. 1, where we add an artificial
spherical surface S+ exterior to S with radius R+.

Similar to Pride and Haartsen’s approach �1996�, we can
derive the statement of reciprocity as

�
SV

��E�B� � H�A� − E�A� � H�B�� · n + i��u�B� · t�A�

− u�A� · t�B� − p�A�n · w�B� + p�B�n · w�A���dSV = 0. �90�

Let V be the region inside S+ first, and then let set �A� be
one of the regular sets and �B� be another regular set inside
region S+. Equation �90� reduces to the following equation

�
S+

��Ê��m�n�
���

� Ĥ�mn
��� − Ê�mn

��� � Ĥ��m�n�
��� � · n

+ i��t̂�mn
��� · û��m�n�

��� − t̂��m�n�
��� · û�mn

��� − p̂�mn
��� n · ŵ��m�n�

���

+ p̂��m�n�
��� n · ŵ�mn

��� ��dS = 0, �91�

where � ,�=1,2 ,3 ,4 ,5 , or 6. Next, let set �A� be one of
the singular sets and �B� be another singular one. Choose
control volume to be the region bounded internally by S+

and externally by S�, then all u�mn
��� are regular in this

region. Thus the second orthogonality condition can be
obtained as

	/
S�

−
/

S+


��E��m�n�
���

� H�mn
��� − E�mn

��� � H��m�n�
��� � · n

+ i��t�mn
��� · u��m�n�

��� − t��m�n�
��� · u�mn

��� − p�mn
��� n · w��m�n�

���

+ p��m�n�
��� n · w�mn

��� ��dS = 0. �92�

The minus sign of the second integral is used because the
outer normal at S+ in this case is −eR. Through the zero value
of Wronskian formula �Abramowitz and Stegun, 1964� �i.e.,
both are Bessel functions� and the relationship of material
properties, we can prove that the integrals on both surfaces
S� and S+ vanish. Finally, let the set �A� be one of the regular
sets and the set �B� be a singular one outside the surface S+

and inside the surface S�. Through Eqs. �49� and �88� and the
application of the Wronskian formula �Abramowitz and Ste-
gun, 1964�, the third orthogonality condition can be obtained
as

/
S+

��Ê��m�n�
���

� H�mn
��� − E�mn

��� � Ĥ��m�n�
��� � · n

+ i��t�mn
��� · û��m�n�

��� − t̂��m�n�
��� · u�mn

��� − p�mn
��� n · ŵ��m�n�

���

+ p̂��m�n�
��� n · w�mn

��� ��dS

= ��G/ks�D�mn
��� �����mm��nn����, �93�

where

D�mn
��� = ����� · 4��n + m� ! /��m · �2n + 1��n − m� ! � ,

0, if � = odd, and m = 0,

�94�

and

���� =�
H*kskp1

Gkp
2 if � = 1,

M*kskp2

Gkp
2 if � = 2,

�n2 + n�	1 −
�5

2� f
2L2

G��̄2 
 ks

ks1
if � = 3, or 4,

�n2 + n�	�2 −
�6

2� f
2L2

G��̄2 
 ks

ks2
if � = 5, or 6,

�
�95�

where ks���2� /G. Equations �91�–�93� are the desired
orthogonality conditions among the basis functions that
are critical in the derivation of the transition matrix. No-
tice that the surface integrals in Eqs. �91�–�93� are inde-
pendent of radius R+. These invariant properties imply a
conservation law and mean that the shape of S+ may be
deformed to any spherical surface S, and the surface inte-
gral over S+ can be replaced with the one over S. The
details of the derivation of Eqs. �91�–�93� are presented in
Appendix B.

III. DEVELOPMENT OF TRANSITION MATRIX

A. Series expansions of the incident, refracted, and
scattered waves

Let a region inside S as shown in Fig. 1 be filled with a
material different from that of the surrounding medium, and
all material constants inside S are designated by a subscript
�0�. An incident wave ui�R� impinging on the inclusion is
refracted into the inclusion with the displacement u−�R� and
scattered into the surrounding medium as us�R�. Each of
these three kinds of waves can be represented by a series
representation of the basis functions within a specific region

ui�R� = �
��m�n�

�
�=1

6

a��m�n�
��� û��m�n�

��� , �96�

FIG. 1. Waves scattered by an inclusion bounded by the surfaces S.
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us�R� = �
��m�n�

�
�=1

6

c��m�n�
��� u��m�n�

��� , �97�

u−�R� = �
��m�n�

�
�=1

6

f��m�n
��� û��m�n��0�

��� . �98�

The symbol �
��m�n�

is an abbreviation for three summations

over the indexes. The quantities a
��m�n�
��� , c

��m�n�
��� , and f

��m�n�
���

denote the incident, scattered, and refracted coefficients, re-
spectively. The incident wave in Eq. �96� is uniformly con-
vergent for R�R�. The basis functions for us�R� are regular
outside and at the interface of the inclusion. Similarly, the
series for u−�R� are uniformly convergent inside and at the
interface of the inclusion. The total displacement field in the
exterior region can be represented by the series in Eqs. �96�
and �97�

u = ui�R� + us�R� = �
��m�n�

�
�=1

6

a��m�n�
��� û��m�n�

���

+ �
��m�n�

�
�=1

6

c��m�n�
��� u��m�n�

��� . �99�

Since both series are uniformly convergent, we can apply the
associated operators w, E, H, t, and p to Eq. �99�, such that

w�u� = �
��m�n�

�
�=1

6

a��m�n�
��� ŵ��m�n�

���

+ �
��m�n�

�
�=1

6

c��m�n�
��� w��m�n�

��� ,

E�u� = �
��m�n�

�
�=1

6

a��m�n�
��� Ê��m�n�

���

+ �
��m�n�

�
�=1

6

c��m�n�
��� E��m�n�

��� ,

H�u� = �
��m�n�

�
�=1

6

a��m�n�
��� Ĥ��m�n�

���

+ �
��m�n�

�
�=1

6

c��m�n�
��� H��m�n�

��� ,

p�u� = �
��m�n�

�
�=1

6

a��m�n�
��� p̂��m�n�

���

+ �
��m�n�

�
�=1

6

c��m�n�
��� p��m�n�

��� ,

t�u� = �
��m�n�

�
�=1

6

a��m�n�
��� t̂��m�n�

��� + �
��m�n�

�
�=1

6

c��m�n�
��� t��m�n�

��� .

�100�

Analogous to the exterior region, the same operators can also
be applied to the refracted fields as follows:

w�u−� = �
��m�n�

�
�=1

6

f��m�n
��� ŵ��m�n��0�

��� ,

E�u−� = �
��m�n�

�
�=1

6

f��m�n
��� Ê��m�n��0�

��� ,

H�u−� = �
��m�n�

�
�=1

6

f��m�n
��� Ĥ��m�n��0�

��� ,

p�u−� = �
��m�n�

�
�=1

6

f��m�n
��� p̂��m�n��0�

��� ,

t�u−� = �
��m�n�

�
�=1

6

f��m�n
��� t̂��m�n��0�

��� . �101�

B. The transition matrix for a spherical
electroporoelastic inclusion

Consider the region V in Eq. �90� to be bounded by S+

and S, and let u�A�=u�mn
��� and u�B�=u at the surface S+, and,

u�B�=u+, w�B�=w+, E�B�=E+, H�B�=H+, p�B�= p+, and t�B�

= t+ at the surface S. Then Eq. �90� yields

/
S

��E+ � H�mn
��� − E�mn

��� � H+� · n + i��t�mn
��� · u+

− t+ · u�mn
��� − p�mn

��� n · w+ + p+n · w�mn
��� ��dS

=
/

S+
��E � H�mn

��� − E�mn
��� � H� · n + i��t�mn

��� · u

− t · u�mn
��� − p�mn

��� n · w + pn · w�mn
��� ��dS,

� = 1,2,3,4,5 or 6. �102�

where the normal vector n for t at S+ is in the direction eR.
Substitution of Eqs. �99� and �100� into Eq. �102� yields the
following relationship:

/
S

��E+ � H�mn
��� − E�mn

��� � H+� · n + i��t�mn
��� · u+

− t+ · u�mn
��� − p�mn

��� n · w+ + p+n · w�mn
��� ��dS

= �
��m�n�

�
�=1

6

a��m�n
���

/
S+

��Ê��m�n�
���

� H�mn
��� − E�mn

���

� Ĥ��m�n�
��� � · n + i��t�mn

��� · û��m�n�
��� − t̂��m�n�

��� · u�mn
���

− p�mn
��� n · ŵ��m�n�

��� + p̂��m�n�
��� n · w�mn

��� ��dS
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+ �
��m�n�

�
�=1

6

c��m�n
���

/
S+

��E��m�n�
���

� H�mn
��� − E�mn

���

� H��m�n�
��� � · n + i��t�mn

��� · u��m�n�
��� − t��m�n�

��� · u�mn
���

− p�mn
��� n · w��m�n�

��� + p��m�n�
��� n · w�mn

��� ��ds,

� = 1,2,3,4,5 or 6. �103�

The surface integral associated with c
��m�n
��� vanishes because

of Eq. �92�, and the remaining surface integral on the right
hand side of Eq. �103� is equal to
��G /ks�D�mn

��� �����mm��nn���� because of Eq. �93�. Hence,
the incident coefficient can be obtained as follows:

a�mn
��� =

ks

�GD�mn
��� /

S
��E+ � H�mn

��� − E�mn
��� � H+� · n

+ i��t�mn
��� · u+ − t+ · u�mn

��� − p�mn
��� n · w+

+ p+n · w�mn
��� ��dS . �104�

The subscript “+” denotes the field on S approaching from
the+n side. Similarly, assigning u�A�= û�mn

��� in Eq. �90� and
making use of the procedure for determining a�mn

��� , we obtain
the scattered coefficient

c�mn
��� =

− ks

�GD�mn
��� /

S
��E+ � Ĥ�mn

��� − Ê�mn
��� � H+� · n

+ i��t̂�mn
��� · u+ − t+ · û�mn

��� − p̂�mn
��� n · w+

+ p+n · ŵ�mn
��� ��ds . �105�

This equation shows clearly that the coefficient of the scat-
tered waves is determined by the dynamic sources u+, w+,
E+, H+, t+, and p+ at the surface S. Equations �104� and �105�
reveal the Huygens’ principle for electroseismic waves. If a
poroelastic inclusion is perfectly welded to the surrounding
medium, the following fields must be continuous at the in-
terface S �Pride and Haartsen, 1996�:

u+ = u−, w+ · n = w− · n, n � E+ = n � E−, n

� H+ = n � H−, p+ = p−, t+ = t−, on S . �106�

Thus u+, w+ ·n, n�E+, n�H+, t+, and p+, defined in Eqs.
�104� and �105�, can be replaced by u−, w− ·n, n�E−, n
�H−, t−, and p−, respectively. Therefore, we can extend the
series representation for u− of Eq. �98� to interface S. Sub-
stitution of this series of u−, w− ·n, n�E−, n�H−, t−, and p−

into Eq. �104� for u+, w+ ·n, n�E+, n�H+, t+, and p+ yields
the relationship between the incident and refracted coeffi-
cients

a�mn
��� = �

��m�n�
�
�=1

6

Q�mn,��m�n�
��,�� f��m�n�

��� , �107�

where

Q�mn,��m�n�
��,�� =

ks

�GD�mn
��� /

S
��Ê��m�n��0�

���
� H�mn

��� − E�mn
���

� Ĥ��m�n��0�
��� � · n + i��t�mn

��� · û��m�n��0�
���

− t̂��m�n��0�
��� · u�mn

��� − p�mn
��� n · ŵ��m�n��0�

���

FIG. 2. A plane harmonic wave impinges on an inclusion embedded in an
infinite medium.

FIG. 3. �Color online� The total reflected wave amplitude of radial displace-
ment along z-axis at �a� 200 Hz and �b� 2000 Hz and whose components
contributed by the fast, slow, shear, and electromagnetic wave.
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+ p̂��m�n��0�
��� n · w�mn

��� ��dS . �108�

Similarly, substitution of the series representation of u− into
Eq. �105� yields the relationship between the scattered and
refracted coefficients

c�mn
��� = − �

��m�n�
�
�=1

6

Q̂�mn,��m�n�
��,�� f��m�n�

��� , �109�

in which

Q̂�mn,��m�n�
��,�� =

ks

�GD�mn
��� /

S
��Ê��m�n��0�

���
� Ĥ�mn

��� − Ê�mn
���

� Ĥ��m�n��0�
��� � · n + i��t̂�mn

��� · û��m�n��0�
���

− t̂��m�n��0�
��� · û�mn

��� − p̂�mn
��� n · ŵ��m�n��0�

���

+ p̂��m�n��0�
��� n · ŵ�mn

��� ��dS . �110�

In matrix notation, we can write Eqs. �107� and �109� as

a = Qf, �111�

c = − Q̂f , �112�

where a, c, and f are column matrices for fixed �, m, and n;

moreover, Q and Q̂ are square matrices with the indexes
�� ,�� and infinite matrices with indexes m=0, . . . ,n and n
=0, . . . ,�. Denoting the inverse of the matrix Q by Q−1, we
have the results

f = Q−1a , �113�

c = − �Q̂Q−1�a = Ta. �114�

The product −Q̂Q−1 is called the transition matrix

T � − Q̂Q−1, �115�

for the electroporoelastic medium. The transition matrix re-
lates directly the unknown scattered coefficient c to the given
incident coefficient a. The refracted coefficient f is related to
a through Q−1 matrix.

Let S be a spherical surface with radius a, the traction
t�u�mn

��� � in the surface integrals for Q
�mn,��m�n�
��,�� and

TABLE I. Material properties for the cases studied.

Exterior surrounding Interior inclusion

electroporoelasticity electroporoelasticity

porosity 	�%� 30 30
permeability k0�m2� 10−11 10−11

bulk modulus solid ks�Pa� 3.6�1010 3.5�1010

bulk modulus fluid kf�Pa� 2.2�109 2.2�109

bulk modulus frame kfr�Pa� 7.0�109 4.0�108

shear modulus frame gfr�Pa� 5.0�109 5.0�108

viscosity ��Pa·s� 10−3 10−3

solid density �s�kg/m3� 2.7�103 2.6�103

fluid density � f�kg/m3� 103 103

salinity C�mol/L� 10−3 10−3

temperature T�K� 298 298
fluid dielectric
constant

� f 80 80

solid dielectric
constant

�s 4 4

tortuosity �� 3 3

FIG. 4. Radial displacement for each
coupling part �the real �solid line� and
imaginary part �dashed line� of �a� u�1�

�fast�, �b� u�2� �slow�, �c� u�4� �shear�,
and �d� u�6� �electromagnetic� compo-
nents of the reflected wave� along
z-axis at 2000 Hz.
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Q̂
�mn,��m�n�
��,�� is replaced by tr�u�mn

��� � defined in Eqs. �81�–�86�.
The resulted integrals can be evaluated in a closed form by
using Eqs. �49�, �87�, and �88�. The corresponding elements
of Q

�mn,��m�n�
��,�� obtained from Eq. �108� are listed in Appen-

dix B, and those of Q̂
�mn,��m�n�
��,�� can be obtained from

Q
�mn,��m�n�
��,�� by replacing the spherical Hankel function hn

�2�

with the spherical Bessel function jn. Note that Q-matrix for
the spherical electroporoelastic inclusion are diagonal matri-
ces with the indexes ��mn ,��m�n��,

Q�mn,��m�n�
��,�� ��0, when � = ��,m = m�,n = n�,

=0, otherwise.
�116�

Furthermore, the associated transition matrix is also diagonal
with the same indexes,

�T��,����mn,��m�n���0, when � = ��,m = m�,n = n�,

=0, otherwise.

�117�

On the other hand, concerning the indexes �� ,��, the transi-
tion matrix is not in a diagonal form. Substituting the above
results into Eqs. �113� and �114�, we can determine the so-
lutions for the waves scattered by a spherical elec-
troporoelastic inclusion. The relationships between the inci-
dent coefficients and scattered coefficients for the case of the
spherical electroporoelastic inclusion are obtained as fol-
lows:

c1 = T11a1 + T12a2 + T14a4 + T16a6,

c2 = T21a1 + T22a2 + T24a4 + T26a6,

c3 = T33a3 + T35a5,

c4 = T41a1 + T42a2 + T44a4 + T46a6,

c5 = T53a3 + T55a5,

c6 = T61a1 + T62a2 + T64a4 + T66a6. �118�

IV. APPLICATION TO ANALYSIS OF
ELECTROSEISMIC WAVE SCATTERING BY A
SPHERICAL INCLUSION

For an incident plane compressional wave impinging on
the inclusion, the incident coefficients for the transition ma-
trix can be obtained by appling Eq. �104�. Let the incident
wave be a fast dilatational plane wave with a wave number
kp1 and unit amplitude traveling in the negative z-direction as
shown in the Fig. 2. The potential of this plane wave can be
represented as

	1
i =

	0

�1
eikp1�z−a�. �119�

With the series expansion, the exponential term can be ex-
panded into the series of the spherical Bessel function and
the Legendre polynomials �Ying and Truell, 1956� as

	1
i =

	0

�1
eikp1ze−ikp1a

=
	0

�1
e−ikp1a�

n=0

�

�2n + 1�injn�kp1R�Pn�cos � , �120�

where Pn�cos � is the Legendre polynomial. At the same
time, we set �=1 �even� through comparing Eq. �120�
with the spherical surface harmonics in Eq. �48�. Thus the
associated displacement field is determined from Eqs. �13�
and �25�

ui = ��	0eikp1z�e−ikp1a =
kp

�1
	0e−ikp1a�

n=0

�

�2n + 1�inû10n
�1� .

�121�

Substituting Eq. �121� into Eq. �104�, we obtain the incident
coefficients

FIG. 5. The total reflected wave amplitude of radial electric field along
z-axis at �a� 200 Hz and �b� 2000 Hz and whose components contributed by
the fast, slow, shear and electromagnetic wave.
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a�mn
��� = �	0e−ikp1a�2n + 1�inkp/�1, � = 1,� = 1,m = 0, and n � N ,

0, otherwise.
�122�

All results pertain to a spherical inclusion with a=1.0m. The
material properties in the exterior and interior media are
converted from those chosen by Garambois and Dietrich
�2002�. The corresponding material constants are listed in
Table I. The results shown in Fig. 3 display the amplitudes
of the radial displacements for the scattered �radial coor-
dinate �1.0 m� and the refracted �radial coordinate
�1.0 m� waves along the z-axis at the two different fre-
quencies. In fact, the amplitude obtained from Eqs. �97�
and �98� consist of six parts: u�1�, u�2�, u�3�, u�4�, u�5�, and
u�6�. Under the incidence of the fast dilatational plane
wave, the contribution of the mode conversion for the
third and fifth parts u�3� and u�5� are zero. From Fig. 3, it
reveals that at both 200 and 2000 Hz, the slow wave at-
tenuates out quickly; the electromagnetic contribution is
very small. For the scattered part, the shear wave contri-
bution is larger than the fast part at 200 Hz, but at
2000 Hz, the fast wave becomes more significant. For the
refracted part, the shear wave contribution at 200 Hz is
very small, but at 2000 Hz the shear wave becomes more
significant. This is analogous to the selective transmission
for elastic wave �Pao and Mow, 1976�. In order to further
illustrate the above-mentioned statements at 2000 Hz, we
plot the second, fourth, and sixth parts in the region near
the interface in Fig. 4. Figure 5 displays the amplitudes of
the radial electric field for the scattered �radial coordinate
�1.0 m� waves and the refracted �radial coordinate

�1.0 m� waves along the z-axis at the two different fre-
quencies. Figure 6 shows the amplitude of f =2000 Hz ob-
tained from Eqs. �100� �only the scattered part� and �101�
consisting of six parts: E�1�, E�2�, E�3�, E�4�, E�5�, and E�6�.
Under the incidence of the fast dilatational plane wave,
the contribution of the mode conversion for the third and
fifth parts E�3� and E�5� are also zero. From Figs. 5 and 6,
we see that at both 200 and 2000 Hz, the slow wave at-
tenuates out quickly and the shear wave contribution is
very small. It is also observed that near the surface of the
sphere, slow wave contributions are quite significant. Fig-
ure 7 presents the results for the radial surface electric
field �	=0, =0�2�� for the electroporoelastic inclusion
at 200 and 2000 Hz. At 2000 Hz, we find that the selective
transmission is present with the scattered part being
smaller and the refracted part being larger.

V. CONCLUDING REMARKS

In this paper we adopt the approach introduced by Yeh
et al. �2004� for poroelastic scattering problem to develop
the transition matrix for the analysis of electroseismic wave
scattered in an electroporoelastic medium. A set of basis
functions for an electroporoelastic medium is presented. The
related orthogonality conditions are obtained by applying
Betti’s third identity generalized for the electroporoelasticity
and the transition matrix is derived accordingly.

FIG. 6. Radial electric field for each
coupling part �the real �solid line� and
imaginary part �dashed line� of �a� E�1�

�fast�, �b� E�2� �slow�, �c� E�4� �shear�,
and �d� E�6� �electromagnetic� compo-
nents of the reflected wave� along
z-axis at 2000 Hz.
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In order to show its applicability, the transition matrix is
employed to study the wave scattered by an electroporoelas-
tic spherical inclusion embedded in electroporoelastic media.
The results are obtained for Biot’s fast and slow, shear and
electromagnetic waves. Moreover, it is shown that the phe-
nomenon of the selective transmission is present. For electric
field, near the surface of the spherical inclusion, contribu-
tions of the slow wave are more pronounced. This phenom-
enon reflects the coupling electroseismic effects. The ex-
ample demonstrates that the method proposed in this paper is
an useful approach for analysis of scattered electroseismic
waves.
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APPENDIX A: DECOUPLING THE DILATATIONAL AND
ROTATIONAL WAVES

This Appendix presents the decoupling procedure for the
dilatational and rotational waves.

1. Dilatational waves

The determinant of the coefficients from the character-
istic equation in Eq. �17� is set to be zero as

� � − H
k2

�2 � f − C
k2

�2

� f − C
k2

�2 �n − M
k2

�2
� = 0. �A1�

Equation �A1� provides the eigenvalues as

kp1
2 /�2 = �B − �B2 − 4AC�/2A ,

kp2
2 /�2 = �B + �B2 − 4AC�/2A , �A2�

where A, B, and C are defined in Eq. �20�. Substitution of Eq.
�A2� into �A1� gives two associated eigenvectors

��1,1T = �− 	�n − M
kp1

2

�2 
�	� f − C
kp1

2

�2 
,1�T

,

�1,�2T = �1,− �� − H
kp2

2

�2 ��	� f − C
kp2

2

�2 
�T

. �A3�

In order to decouple Eq. �17�, we rewrite the parameters �1

and �2 shown in the preceding equations in a common de-
nominator form

�1 = − 	�n − M
kp1

2

�2 
	� f − C
kp2

2

�2 
��	� f − C
kp1

2

�2 

�	� f − C

kp2
2

�2 
� ,

�2 = − �� − H
kp2

2

�2 �	� f − C
kp1

2

�2 
��	� f − C
kp1

2

�2 

�	� f − C

kp2
2

�2 
� , �A4�

where Eq. �A4� can be further simplified into the equations
presented in Eq. �22�. The diagonal matrices with regard to
Eq. �17� are expressed as

FIG. 7. �Color online� Amplitude of radial electric field at surface at �a�
200 Hz and �b� 2000 Hz.
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�H* 0

0 M*� = ��1 1

1 �2
�T�H C

C M
���1 1

1 �2
� = � H�1

2 + 2C�1 + M H�1 + C�1�2 + C + M�2

H�1 + C�1�2 + C + M�2 H + 2C�2 + M�2
2 � �A5�

and

��* 0

0 �n
*� = ��1 1

1 �2
�T� � � f

� f �n
���1 1

1 �2
� = � ��1

2 + 2� f�1 + �n ��1 + � f�1�2 + � f + �n�2

��1 + � f�1�2 + � f + �n�2 � + 2� f�2 + �n�2
2 � . �A6�

With the aid of the following equation:

4ad − f2 = − 2b2 + 2b�b2 + 4ad , �A7�

the symmetric off-diagonal elements of Eq. �A5� vanish

H�1 + C�1�2 + C + M�2 = 0. �A8�

2. Rotational waves

The determinant of the coefficients from the character-
istic equation in Eq. �30� is set to be zero as

�SA
2 −

k2

�2 − SC
2

k2

�2 SB
2 −

k2

�2
� = 0, �A9�

where SA
2 , SB

2 , and SC
2 are defined in Eq. �32�.

Equation �A9� provides the eigenvalues as

�ks1/��2 = �1 − ��SA
2 ,

�ks2/��2 = 	 1

1 − �

SB

2 , �A10�

where � is defined in Eq. �33�. Substitution of Eq. �A10� into
�A9� gives a set of eigenvectors

� = � 1 �

�
SA

2

SC
2 1 � . �A11�

According to Eq. �30�, in order to diagonalize the matrix

� 1 0

−1 1 �, we assume a matrix �1 �

� 1 �, and then

�G* 0

0 �*� = �1 �

� 1
�� 1 0

− 1 1
�� 1 �

�
SA

2

SC
2 1 �

= �1 + �	�
SA

2

SC
2 − 1
 � + ��1 − ��

� + 	�
SA

2

SC
2 − 1
 �� + �1 − �� � . �A12�

Let off-diagonal terms be zero, we can find

� =
�

� − 1
,

� = 1 − �
SA

2

SC
2 , �A13�

and the diagonal terms are

G* = 1 + 	1 − �
SA

2

SC
2 
 �

�1 − ��
,

�* = 1 − �2 SA
2

SC
2 . �A14�

The other part of Eq. �30�, can be diagonalized to

��** 0

0 �n
**� = � 1

�

�� − 1�

1 − �
SA

2

SC
2 1 ��SA

2 − SC
2

0 SB
2 �� 1 �

�
SA

2

SC
2 1 �

= � 	1 − �2 SA
2

SC
2 
SA

2 1

�� − 1�
��� − 1���SA

2 − SC
2 � + �SB

2�

SA
2

SC
2 ��1 − ���SC

2 − �SA
2� + �SB

2� �	1 − �
SA

2

SC
2 
 �

�1 − ��
+ 1�SB

2 � . �A15�
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With the aid of the following equation �i.e., Eq. �33��:

�� − 1���SA
2 − SC

2 � + �SB
2 = 0, �A16�

the symmetric off-diagonal elements of Eq. �A15� vanish.
From Eqs. �A16�, �32�, and �62�, we can write the other

form

�5�6� f
2L2

��̄2 − �G = 0. �A17�

Furthermore, we also use some algebraic techniques to
obtain the following identities among the factors: �1, �2, �3,
�4, �5, and �6

H�1 + C − 	G�1 −
�5�n� fL

2

�̄2�

 ks1

2

kp1
2 + �3�C�1 + M� = 0,

�A18�

�H�1 + C�� − 	�1G� −
�6�n� fL

2

�̄2�

 ks2

2

kp1
2 + �4�C�1 + M� = 0,

�A19�

H + C�2 − 	G −
�2�5�n� fL

2

�̄2�

 ks1

2

kp2
2 + �3�C + M�2� = 0,

�A20�

�H + C�2�� − 	G� −
�2�6�n� fL

2

�̄2�

 ks2

2

kp2
2 + �4�C + M�2� = 0.

�A21�

These results will be useful in the evaluation of Eq. �B28�.

APPENDIX B: ELEMENTS IN Q-MATRIX FOR A
ELECTRO-POROELASTIC SPHERICAL INCLUSION
AND THE DERIVATION OF ORTHOGONALITY
CONDITIONS

This appendix enumerates the elements of Q for a elec-
troporoelastic spherical inclusion with radius a. In addition,
we apply the Q* matrix to derive the orthogonality condi-
tions defined in Eqs. �91�–�93�. An opening interface condi-
tion is assumed between the sphere inclusion and the sur-
rounding medium. To utilize the spherical symmetry and
choose the origin of the coordinate system to be located at
the center of the sphere and designate the outward unit
surface-normal vector n=eR in the evaluation of Q

�mn,��m�n�
��,�� .

We can calculate the surface integral in Eq. �108�. The Q
matrix is written as

Q�mn,�mn
��,�� =

ks

�GD�mn
���

��
Q*�1,1� Q*�1,2� Q*�1,3� Q*�1,4� Q*�1,5� Q*�1,6�

Q*�2,1� Q*�2,2� Q*�2,3� Q*�2,4� Q*�2,5� Q*�2,6�

Q*�3,1� Q*�3,2� Q*�3,3� Q*�3,4� Q*�3,5� Q*�3,6�

Q*�4,1� Q*�4,2� Q*�4,3� Q*�4,4� Q*�4,5� Q*�4,6�

Q*�5,1� Q*�5,2� Q*�5,3� Q*�5,4� Q*�5,5� Q*�5,6�

Q*�6,1� Q*�6,2� Q*�6,3� Q*�6,4� Q*�6,5� Q*�6,6�
�

�mn,�mn

, �B1�

where Q matrix is diagonal with the indexes ��mn ,��m�n��. The elements of Q* are shown as follows:

Q�mn,�mn
*�1,1� = i

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��kp1a�jn�kp1�0�a�	− 2�1�1�0�n�n + 1�

kpkp�0�a
3 
�G − G�0�� + hn

�2��kp1a�jn��kp1�0�a�	 kp1
2 kp1�0�

kpkp�0�



��− H�1�1�0� − C�1�0� − C�1 − M + 	2�1�1�0�n�n + 1�

kp1
2 a2 
�G − G�0��� + hn

�2���kp1a�jn�kp1�0�a�	 kp1kp1�0�
2

kpkp�0�



��H�0��1�1�0� + �1C�0� + �1�0�C�0� + M�0� + 	2�1�1�0�n�n + 1�

kp1�0�
2 a2 
�G − G�0��� + hn

�2���kp1a�jn��kp1�0�a�

�	− 4�1�1�0�kp1kp1�0�

kpkp�0�a

�G − G�0��� , �B2�
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Q�mn,�mn
*�1,2� = i

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��kp1a�jn�kp2�0�a�	− 2�1n�n + 1�

kpkp�0�a
3 
�G − G�0�� + hn

�2��kp1a�jn��kp2�0�a�	 kp1
2 kp2�0�

kpkp�0�



��− �1H − �1�2�0�C − C − �2�0�M + 	2�1n�n + 1�
kp1

2 a2 
�G − G�0��� + hn
�2���kp1a�jn�kp2�0�a�	 kp1kp2�0�

2

kpkp�0�



���1H�0� + �1�2�0�C�0� + C�0� + �2�0�M�0� + 	2�1n�n + 1�
kp2�0�

2 a2 
�G − G�0��� + hn
�2���kp1a�jn��kp2�0�a�

�	− 4�1kp1kp2�0�

kpkp�0�a

�G − G�0��� , �B3�

Q�mn,�mn
*�1,4� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��kp1a�jn�ks1�0�a�	 kp1

2

kpks1�0�a

�− H�1 − C + 2�1	n2 + n − 1

kp1
2 a2 
�G − G�0��

+ 	�1G�0� −
�5�0��nL� f�0�L�0�

�̄�0��̄��0�

 ks1�0�

2

kp1
2 − �3�0��C�1 + M�� + hn

�2��kp1a�jn��ks1�0�a�	− 2�1

kpa2 
�G − G�0��

+ hn
�2���kp1a�jn�ks1�0�a�	 − 2�1kp1

kpks1�0�a
2
�G − G�0�� + hn

�2���kp1a�jn��ks1�0�a�	2�1kp1

kpa

�G − G�0��� , �B4�

Q�mn,�mn
*�1,6� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��kp1a�jn�ks2�0�a�	 kp1

2

kpks2�0�a

�− H�1��0� − C��0� + 2�1��0�	n2 + n − 1

kp1
2 a2 


��G − G�0�� + 	�1G�0���0� −
�6�0��nL� f�0�L�0�

�̄�0��̄��0�

 ks2�0�

2

kp1
2 − �4�0��C�1 + M�� + hn

�2��kp1a�jn��ks2�0�a�	− 2�1��0�

kpa2 

��G − G�0�� + hn

�2���kp1a�jn�ks2�0�a�	− 2�1kp1��0�

kpks2�0�a
2 
�G − G�0�� + hn

�2���kp1a�jn��ks2�0�a�	2�1kp1��0�

kpa

�G − G�0��� ,

�B5�

Q�mn,�mn
*�2,1� = i

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��kp2a�jn�kp1�0�a�	− 2�1�0�n�n + 1�

kpkp�0�a
3 
�G − G�0�� + hn

�2��kp2a�jn��kp1�0�a�	 kp2
2 kp1�0�

kpkp�0�



��− H�1�0� − C�2�1�0� − C − M�2 + 	2�1�0�n�n + 1�

kp2
2 a2 
�G − G�0��� + hn

�2���kp2a�jn�kp1�0�a�	 kp2kp1�0�
2

kpkp�0�



��H�0��1�0� + �2�1�0�C�0� + C�0� + �2M�0� + 	2�1�0�n�n + 1�

kp1�0�
2 a2 
�G − G�0��� + hn

�2���kp2a�jn��kp1�0�a�

�	− 4�1�0�kp1�0�kp2

kpkp�0�a

�G − G�0��� , �B6�

Q�mn,�mn
*�2,2� = i

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��kp2a�jn�kp2�0�a�	− 2n�n + 1�

kpkp�0�a
3 
�G − G�0�� + hn

�2��kp2a�jn��kp2�0�a�	 kp2
2 kp2�0�

kpkp�0�



��− H − C�2 − C�2�0� − M�2�2�0� + 	2n�n + 1�
kp2

2 a2 
�G − G�0��� + hn
�2���kp2a�jn�kp2�0�a�	 kp2kp2�0�

2

kpkp�0�



��H�0� + C�0��2�0� + �2C�0� + �2�2�0�M�0� + 	2n�n + 1�
kp2�0�

2 a2 
�G − G�0���
+ hn

�2���kp2a�jn��kp2�0�a�	− 4kp2kp2�0�

kpkp�0�a

�G − G�0��� , �B7�
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Q�mn,�mn
*�2,4� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��kp2a�jn�ks1�0�a�	 kp2

2

kpks1�0�a

�− H − C�2 + 2	n2 + n − 1

kp2
2 a2 
�G − G�0��

+ 	G�0� −
�2�5�0��nL� f�0�L�0�

�̄�0��̄��0�

 ks1�0�

2

kp2
2 − �3�0��C + M�2�� + hn

�2��kp2a�jn��ks1�0�a�	 − 2

kpa2
�G − G�0��

+ hn
�2���kp2a�jn�ks1�0�a�	 − 2kp2

kpks1�0�a
2
�G − G�0�� + hn

�2���kp2a�jn��ks1�0�a�	2kp2

kpa

�G − G�0��� , �B8�

Q�mn,�mn
*�2,6� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��kp2a�jn�ks2�0�a�	 kp2

2

kpks2�0�a

�− H��0� − C�2��0� + 2��0�	n2 + n − 1

kp2
2 a2 
�G − G�0��

+ 	G�0���0� −
�2�6�0��nL� f�0�L�0�

�̄�0��̄��0�

 ks2�0�

2

kp2
2 − �4�0��C + M�2�� + hn

�2��kp2a�jn��ks2�0�a�	− 2��0�

kpa2 
�G − G�0��

+ hn
�2���kp2a�jn�ks2�0�a�	− 2kp2��0�

kpks2�0�a
2 
�G − G�0�� + hn

�2���kp2a�jn��ks2�0�a�	2kp2��0�

kpa

�G − G�0��� , �B9�

Q�mn,�mn
*�3,3� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��ks1a�jn�ks1�0�a��	− �5�5�0�� fL� f�0�L�0�

�̄�0��̄a

	 1

�
−

1

��0�

 + 	− 1

a

�G − G�0���

+ hn
�2��ks1a�jn��ks1�0�a�ks1�0���5�5�0�� fL� f�0�L�0�

��0��̄�0��̄
− G�0�� + hn

�2���ks1a�jn�ks1�0�a�ks1

��− �5�5�0�� fL� f�0�L�0�

��̄�0��̄
+ G�� , �B10�

Q�mn,�mn
*�3,5� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��ks1a�jn�ks2�0�a��	− �5�6�0�� fL� f�0�L�0�

�̄�0��̄a

	 1

�
−

1

��0�

 + 	− ��0�

a

�G − G�0���

+ hn
�2��ks1a�jn��ks2�0�a�ks2�0���5�6�0�� fL� f�0�L�0�

�̄�0��̄��0�
− ��0�G�0�� + hn

�2���ks1a�jn�ks2�0�a�ks1

��− �5�6�0�� fL� f�0�L�0�

�̄�0��̄�
+ ��0�G�� , �B11�

Q�mn,�mn
*�4,1� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��ks1a�jn�kp1�0�a�	 kp1�0�

2

kp�0�ks1a

�H�0��1�0� + C�0� + 2�1�0�	n2 + n − 1

kp1�0�
2 a2 
�G − G�0��

− 	G�1�0� −
�5�n�0�L�0�� fL

�̄�0��̄�

 ks1

2

kp1�0�
2 + �3�C�0��1�0� + M�0��� + hn

�2��ks1a�jn��kp1�0�a�	− 2�1�0�kp1�0�

kp�0�ks1a2 
�G − G�0��

+ hn
�2���ks1a�jn�kp1�0�a�	− 2�1�0�

kp�0�a
2 
�G − G�0�� + hn

�2���ks1a�jn��kp1�0�a�	2�1�0�kp1�0�

kp�0�a

�G − G�0��� , �B12�

Q�mn,�mn
*�4,2� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��ks1a�jn�kp2�0�a�	 kp2�0�

2

kp�0�ks1a

�H�0� + �2�0�C�0� + 2	n2 + n − 1

kp2�0�
2 a2 
�G − G�0��

− 	G −
�2�0��5�n�0�L�0�� fL

�̄�0��̄�

 ks1

2

kp2�0�
2 + �3�C�0� + M�0��2�0��� + hn

�2��ks1a�jn��kp2�0�a�	 − 2kp2�0�

kp�0�ks1a2
�G − G�0��

+ hn
�2���ks1a�jn�kp2�0�a�	 − 2

kp�0�a
2
�G − G�0�� + hn

�2���ks1a�jn��kp2�0�a�	2kp2�0�

kp�0�a

�G − G�0��� , �B13�
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Q�mn,�mn
*�4,4� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��ks1a�jn�ks1�0�a�	 − 1

ks1ks1�0�a
3
�− a2

�5�5�0�� fL� f�0�L�0�

�̄�0��̄
	 ks1

2

�
−

ks1�0�
2

��0�



+ 2�G − G�0�� + a2�Gks1
2 − G�0�ks1�0�

2 �� + hn
�2��ks1a�jn��ks1�0�a�	 1

ks1a2
� ks1
2 a2

�

�5�5�0�� fL� f�0�L�0�

�̄�0��̄

+ 2�n2 + n − 1��G − G�0�� − a2Gks1
2 � + hn

�2���ks1a�jn�ks1�0�a�	 1

ks1�0�a
2
�− ks1�0�

2 a2

��0�

�5�5�0�� fL� f�0�L�0�

�̄�0��̄

+ 2�n2 + n − 1��G − G�0�� + a2G�0�ks1�0�
2 � + hn

�2���ks1a�jn��ks1�0�a�	− 2

a

�G − G�0��� , �B14�

Q�mn,�mn
*�4,6� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��ks1a�jn�ks2�0�a�	 − 1

ks1ks2�0�a
3
�− a2

�5�6�0�� fL� f�0�L�0�

�̄�0��̄
	 ks1

2

�
−

ks2�0�
2

��0�



+ 2��0��G − G�0�� + ��0�a
2�Gks1

2 − G�0�ks2�0�
2 �� + hn

�2��ks1a�jn��ks2�0�a�	 1

ks1a2
� ks1
2 a2

�

�5�6�0�� fL� f�0�L�0�

�̄�0��̄

+ 2��0��n2 + n − 1��G − G�0�� − a2��0�Gks1
2 � + hn

�2���ks1a�jn�ks2�0�a�	 1

ks2�0�a
2
�− ks2�0�

2 a2

��0�

�5�6�0�� fL� f�0�L�0�

�̄�0��̄

+ 2��0��n2 + n − 1��G − G�0�� + a2��0�G�0�ks2�0�
2 � + hn

�2���ks1a�jn��ks2�0�a�	− 2��0�

a

�G − G�0��� , �B15�

Q�mn,�mn
*�5,3� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��ks2a�jn�ks1�0�a��	− �5�0��6� fL� f�0�L�0�

�̄�0��̄a

	 1

�
−

1

��0�

 + 	− �

a

�G − G�0���

+ hn
�2��ks2a�jn��ks1�0�a�ks1�0���5�0��6� fL� f�0�L�0�

�̄�0��̄��0�
− �G�0�� + hn

�2���ks2a�jn�ks1�0�a�ks2

��− �5�0��6� fL� f�0�L�0�

�̄�0��̄�
+ �G�� , �B16�

Q�mn,�mn
*�5,5� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��ks2a�jn�ks2�0�a��	− �6�6�0�� fL� f�0�L�0�

�̄�0��̄a

	 1

�
−

1

��0�

 + 	− ���0�

a

�G − G�0���

+ hn
�2��ks2a�jn��ks2�0�a�ks2�0���6�6�0�� fL� f�0�L�0�

�̄�0��̄��0�
− ���0�G�0�� + hn

�2���ks2a�jn�ks2�0�a�ks2

��− �6�6�0�� fL� f�0�L�0�

�̄�0��̄�
+ ���0�G�� , �B17�

Q�mn,�mn
*�6,1� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��ks2a�jn�kp1�0�a�	 kp1�0�

2

kp�0�ks2a

�H�0��1�0�� + C�0�� + 2�1�0��	n2 + n − 1

kp1�0�
2 a2 


��G − G�0�� − 	G�1�0�� −
�6�n�0�L�0�� fL

�̄�0��̄�

 ks2

2

kp1�0�
2 + �4�C�0��1�0� + M�0��� + hn

�2��ks2a�jn��kp1�0�a�

�	− 2�1�0�kp1�0��

kp�0�ks2a2 
�G − G�0�� + hn
�2���ks2a�jn�kp1�0�a�	− 2�1�0��

kp�0�a
2 
�G − G�0��

+ hn
�2���ks2a�jn��kp1�0�a�	2�1�0�kp1�0��

kp�0�a

�G − G�0��� , �B18�
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Q�mn,�mn
*�6,2� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��ks2a�jn�kp2�0�a�	 kp2�0�

2

kp�0�ks2a

�H�0�� + �2�0�C�0�� + 2�	n2 + n − 1

kp2�0�
2 a2 
�G − G�0��

− 	G� −
�2�0��6�n�0�L�0�� fL

�̄�0��̄�

 ks2

2

kp2�0�
2 + �4�C�0� + M�0��2�0��� + hn

�2��ks2a�jn��kp2�0�a�	− 2kp2�0��

kp�0�ks2a2 
�G − G�0��

+ hn
�2���ks2a�jn�kp2�0�a�	 − 2�

kp�0�a
2
�G − G�0�� + hn

�2���ks2a�jn��kp2�0�a�	2kp2�0��

kp�0�a

�G − G�0��� , �B19�

Q�mn,�mn
*�6,4� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��ks2a�jn�ks1�0�a�	 − 1

ks2ks1�0�a
3
�− a2

�5�0��6� f�0�L�0�� fL

�̄�0��̄
	 ks2

2

�
−

ks1�0�
2

��0�



+ 2��G − G�0�� + �a2�Gks2
2 − G�0�ks1�0�

2 �� + hn
�2��ks2a�jn��ks1�0�a�	 1

ks2a2
� ks2
2 a2

�

�5�0��6� f�0�L�0�� fL

�̄�0��̄

+ 2��n2 + n − 1��G − G�0�� − a2�Gks2
2 � + hn

�2���ks2a�jn�ks1�0�a�	 1

ks1�0�a
2
�− ks1�0�

2 a2

��0�

�5�0��6� f�0�L�0�� fL

�̄�0��̄

+ 2��n2 + n − 1��G − G�0�� + a2�G�0�ks1�0�
2 � + hn

�2���ks2a�jn��ks1�0�a�	− 2�

a

�G − G�0��� , �B20�

Q�mn,�mn
*�6,6� = in�n + 1�

4��n + m� ! a2�

�m�2n + 1��n − m�!�hn
�2��ks2a�jn�ks2�0�a�	 − 1

ks2ks2�0�a
3
�− a2

�6�6�0�� fL� f�0�L�0�

�̄�0��̄
	 ks2

2

�
−

ks2�0�
2

��0�



+ 2���0��G − G�0�� + a2���0��Gks2
2 − G�0�ks2�0�

2 �� + hn
�2��ks2a�jn��ks2�0�a�	 1

ks2a2
� ks2
2 a2

�

�6�6�0�� fL� f�0�L�0�

�̄�0��̄

+ 2���0��n2 + n − 1��G − G�0�� − a2���0�Gks2
2 � + hn

�2���ks2a�jn�ks2�0�a�	 1

ks2�0�a
2
�− ks2�0�

2 a2

��0�

�6�6�0�� fL� f�0�L�0�

�̄�0��̄

+ 2���0��n2 + n − 1��G − G�0�� + a2���0�G�0�ks2�0�
2 � + hn

�2���ks2a�jn��ks2�0�a�	− 2���0�

a

�G − G�0��� , �B21�

and

Q�mn,�mn
*�1,3� = 0, Q�mn,�mn

*�1,5� = 0, Q�mn,�mn
*�2,3� = 0,

Q�mn,�mn
*�2,5� = 0, Q�mn,�mn

*�3,1� = 0, Q�mn,�mn
*�3,2� = 0,

Q�mn,�mn
*�3,4� = 0, Q�mn,�mn

*�3,6� = 0, Q�mn,�mn
*�4,3� = 0,

�B22�
Q�mn,�mn

*�4,5� = 0, Q�mn,�mn
*�5,1� = 0, Q�mn,�mn

*�5,2� = 0,

Q�mn,�mn
*�5,4� = 0, Q�mn,�mn

*�5,6� = 0, Q�mn,�mn
*�6,3� = 0,

Q�mn,�mn
*�6,5� = 0.

Recall that a subscript �0� is used to indicate the parameters

of the interior material. The elements of Q̂ are obtained from
those of Q by replacing the spherical Hankel function hn

�2�

with the spherical Bessel function jn.
If the interior medium is identical with the exterior one,

the subscript �0� is directly removed. Consider on a specific

surface S+ with radius a, the elements of Q* matrix reduce to
the third orthogonality condition presented in Eq. �93�. They
are

Q�mn,�mn
*�1,1� = i

4��n + m� ! a2�

�m�2n + 1��n − m�!	− kp1
3

kp
2 
W�hn

�2�

��kp1a�, jn�kp1a���H�1
2 + 2C�1 + M�

= 	�G

ks

 4��n + m�!

�m�2n + 1��n − m�!�H*kskp1

Gkp
2 � , �B23�

where the Wronskian formula �Abramowitz and Stegun,
1964� is defined as

W�hn
�2��ka�, jn�ka�� = hn

�2��ka�jn��ka� − hn
�2���ka�jn�ka�

= i/�ka�2, �B24�

and H* has been defined in Eq. �26�
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Q�mn,�mn
*�2,2� = i

4��n + m� ! a2�

�m�2n + 1��n − m�!	− kp2
3

kp
2 
W�hn

�2�

��kp2a�, jn�kp2a�� � �H + 2C�2 + M�2
2�

= 	�G

ks

 4��n + m�!

�m�2n + 1��n − m�!�M*kskp2

Gkp
2 � ,

�B25�

where M* has also been defined in Eq. �26�

Q�mn,�mn
*�1,2� = i

4��n + m� ! a2�

�m�2n + 1��n − m�!	− kp1kp2

kp
2 
�kp1hn

�2�

��kp1a�jn��kp2a� − kp2hn
�2���kp1a�jn�kp2a��

� �H�1 + C�1�2 + C + M�2� = 0 �B26�

and

Q�mn,�mn
*�2,1� = i

4��n + m� ! a2�

�m�2n + 1��n − m�!	− kp1kp2

kp
2 
�kp2hn

�2�

��kp2a�jn��kp1a� − kp1hn
�2���kp2a�jn�kp1a��

� �H�1 + C�1�2 + C + M�2� = 0, �B27�

where the zero value is given from Eq. �A8�. In addition

Q�mn,�mn
*�1,4� = 0, Q�mn,�mn

*�4,1� = 0, Q�mn,�mn
*�2,4� = 0,

Q�mn,�mn
*�4,2� = 0, Q�mn,�mn

*�1,6� = 0, Q�mn,�mn
*�6,1� = 0, �B28�

Q�mn,�mn
*�2,6� = 0, Q�mn,�mn

*�6,2� = 0,

where we have made use of the relations in Eqs.
�A18�–�A21�. If Eq. �A17� is used, we have

Q�mn,�mn
*�4,6� = 0, Q�mn,�mn

*�6,4� = 0. �B29�

Finally, we evaluate the last two elements:

Q�mn,�mn
*�3,3� = Q�mn,�mn

*�4,4� = 	�G

ks

 4��n + m�!

�m�2n + 1��n − m�!

��n�n + 1�	1 −
�5

2� f
2L2

G��̄2 
 ks

ks1
� , �B30�

Q�mn,�mn
*�5,5� = Q�mn,�mn

*�6,6� = 	�G

ks

 4��n + m�!

�m�2n + 1��n − m�!

��n�n + 1�	�2 −
�6

2� f
2L2

G��̄2 
 ks

ks2
� . �B31�

When the spherical Bessel function is replaced by the spheri-
cal Hankel function from the Wronskian formulation of Eqs.
�B2�–�B21�, we obtain the zero value identically on any
spherical surface S �outside S+ and inside S��, and this result
leads the second orthogonality condition. When the spherical
Hankel function is replaced by the spherical Bessel function
in Eqs. �B2�–�B21� on a specific surface inside S+, we derive
the first orthogonality condition.

APPENDIX C: SOLUTION SCHEME ADAPTED FROM
LAMÉ’S POTENTIALS

After eliminating B, D, J, and p from Eqs. �1�, �2�, �4�,
�5�, and �7�–�9�, the coupled terms related to electric field E
can be expressed as

�i��̃L�E = 	 �̃L

�̄ − �̃L2
�� � H + �2�̃Lw� . �C1�

Combining Eqs. �11� and �C1� yields

C � � · u + M � � · w + �2� fu + �2�nw

+ 	 �̃L

�̄ − �̃L2
�� � H� = 0 , �C2�

General solutions expressed in terms of the displacement
vectors u and w directly are usually difficult because these
vectors are coupled in the original equations of motions Eqs.
�10� and �C2�. Therefore, a formulation for general solutions
in terms of some potentials is proposed, and on the basis of
Helmholtz’s theorem �Gregory 1996�, any general solutions
for displacement vectors u and w, which are assumed to
exist continuous derivatives up to at least the second order,
can be decomposed into two scalar potentials 	̃1 and 	̃2, and

two divergence-free vector potentials �̃1 and �̃2

u = �	̃1 + � � �̃1, w = �	̃2 + � � �̃2. �C3�

Substituting u and w from Eq. �C3� into the coupled
equations �10� and �C2� yields

��̃1 + � � �̃1 = 0, � �̃2 + � � �̃2 = 0 , �C4�

where the two dilatational parts, written in matrix form, are

��̃1

�̃2
� = �H C

C M
���2	̃1

�2	̃2
� + �2� � � f

� f �n
��	̃1

	̃2
� , �C5�

and the two rotational parts, written in matrix form, are

��̃1

�̃2

� = �G 0

0 �nL/�̄
���2�̃1

H
� + �2� � � f

� f �n
���̃1

�̃2

� .

�C6�

It should be noted that:

�1� The two dilatational parts generated in Eq. �C4� by the
above four potentials are not necessary zeros. This state-
ment is a contradiction of Eq. �17�;

�2� the two rotational parts generated in Eq. �C4� by the
above four potentials are not necessary zeros. This state-
ment is a contradiction of Eqs. �28� and �29�.

It is the purpose of this Appendix C to construct a new set of
scalar potentials �	1 ,	2� from the old set of scalar potentials

�	̃1 , 	̃2� and a new set of vector potentials ��1 ,�2� from �̃1

and H

�	1

	2
� = − �−2� � � f

� f �n
�−1�H C

C M
���2	̃1

�2	̃2
� , �C7�
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��1

�2
� = − �−2� � � f

� f �n
�−1�G 0

0 �nL/�̄
���2�̃1

H
� . �C8�

In the remaining text of this Appendix, detailed derivations
will be presented to show that these four potential functions
�	1 ,	2 ,�1 ,�2�, which are constructed with Eqs. �C7� and
�C8�, satisfy the following four properties, which are re-
quired in Sec. II B in the main text:

u = �	1 + � � �1,

w = �	2 + � � �2, �C9�

� · �1 = 0, � · �2 = 0, �C10�

�H C

C M
���2	1

�2	2
� + �2� � � f

� f �n
��	1

	2
� = �0

0
� , �C11�

�G 0

0 �nL/�̄
���2�1

H
� + �2� � � f

� f �n
���1

�2
� = �0

0
� .

�C12�

Upon this, it can be asserted that every solution of dis-
placement vectors u and w for governing Eqs. �1�–�9� admits
the representations defined by Eqs. �C9�–�C12�.

1. Proof of Eqs. „C9… and „C10…

Combining Eqs. �C7� and �C8�, we have the following
assertions:

��	1

�	2
� = − �−2� � � f

� f �n
�−1�H C

C M
����2	̃1

��2	̃2
� , �C13�

�� � �1

� � �2
� = − �−2� � � f

� f �n
�−1�G 0

0 �nL/�̄
��� � �2�̃1

� � H
� .

�C14�

��	1 + � � �1

�	2 + � � �2
� = − �−2� � � f

� f �n
�−1�H C

C M
����2	̃1

��2	̃2
�

− �−2� � � f

� f �n
�−1�G 0

0 �nL/�̄
��� � �2�̃1

� � H
� . �C15�

The combination of Eqs. �C3�–�C6� yields to the following
assertions:

���̃1

��̃2
� = �H C

C M
����2	̃1

��2	̃2
� + �2� � � f

� f �n
���	̃1

�	̃2
� ,

�C16�

�� � �̃1

� � �̃2

� = �G 0

0 �nL/�̄
��� � �2�̃1

� � H
� + �2� � � f

� f �n
�

��� � �̃1

� � �̃2

� , �C17�

���̃1 + � � �̃1

��̃2 + � � �̃2

� = �2� � � f

� f �n
���	̃1 + � � �̃1

�	̃2 + � � �̃2

�
+ �H C

C M
����2	̃1

��2	̃2
� + �G 0

0 �nL/�̄
�

��� � �2�̃1

� � H
� , �C18�

�0

0
� = �2� � � f

� f �n
���	̃1 + � � �̃1

�	̃2 + � � �̃2

� + �H C

C M
�

����2	̃1

��2	̃2
� + �G 0

0 �nL/�̄
��� � �2�̃1

� � H
� , �C19�

�u

w
� =��	̃1 + � � �̃1

�	̃2 + � � �̃2

� = − �−2� � � f

� f �n
�−1�H C

C M
�

����2	̃1

��2	̃2
� − �−2� � � f

� f �n
�−1�G 0

0 �nL/�̄
�

��� � �2�̃1

� � H
� , �C20�

If the right hand side of Eq. �C15� is compared with the right
hand side of Eq. �C20�, then the coincidence of them yields

�u

w
� =��	̃1 + � � �̃1

�	̃2 + � � �̃2

� = ��	1 + � � �1

�	2 + � � �2
� . �C21�

Because that �̃1 and H are all divergence-free, therefore

�� · �1

� · �2
� = − �−2� � � f

� f �n
�−1�G 0

0 �nL/�̄
���2 � · �̃1

� · H
�

= �0

0
� . �C22�

2. Proof of Eqs. „C11… and „C12…

Equaions �C7� and �C8� yield

�2� � � f

� f �n
��	1

	2
� + �H C

C M
���2	̃1

�2	̃2
� = �0

0
� , �C23�

�2� � � f

� f �n
���1

�2
� + �G 0

0 �nL/�̄
���2�̃1

H
� = �0

0
� .

�C24�

Applying div and curl operators on Eqs. �C21�, we have

�� · u

� · w
� =��2	̃1

�2	̃2
� = ��2	1

�2	2
� , �C25�
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�− � � u

− � � w
� =��2�̃1

�2�̃2

� = ��2�1

�2�2
� . �C26�

From Eqs. �C23�–�C26�, we have

�H C

C M
���2	1

�2	2
� + �2� � � f

� f �n
��	1

	2
� = �H C

C M
�

���2	̃1

�2	̃2
� + �2� � � f

� f �n
��	1

	2
� = �0

0
� , �C27�

�G 0

0 �nL/�̄
���2�1

H
� + �2� � � f

� f �n
���1

�2
� = �G 0

0 �nL/�̄
�

���2�̃1

H
� + �2� � � f

� f �n
���1

�2
� = �0

0
� . �C28�
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Boundary element methods �BEM� based near-field acoustic holography �NAH� has been used
successfully in order to reconstruct the normal velocity on an arbitrarily shaped structure surface
from measurements of the pressure field on a nearby conformal surface. An alternative approach for
this reconstruction on a general structure utilizes the equivalent sources method �ESM�. In ESM the
acoustic field is represented by a set of point sources located over a surface that is close to the
structure surface. This approach is attractive mainly for its simplicity of implementation and speed.
In this work ESM as an approximation of BEM based NAH is studied and the necessary conditions
for the successful application of this approach in NAH is discussed. A cylindrical fuselage surface
excited by a point force as an example to validate the results is used. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2359284�
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I. INTRODUCTION

Near-field acoustical holography �NAH�1 provides a re-
construction of the acoustic field �pressure, normal velocity,
and intensity� on a surface from measurements of the radi-
ated field on a near concentric surface. The problem is ill
posed because of the presence of evanescent waves that de-
cay rapidly from the structure surface to the measurement
surface. The measurements are typically made very close to
the structure in order to obtain a high resolution reconstruc-
tion. To treat the ill-posed nature of the problem, for planar
surfaces2 Fourier decomposition is used with the series trun-
cated to remove the very short wavelength components of
the field that decay very rapidly. For an arbitrarily shaped
structure, boundary elements methods �BEM�3,4 may be ap-
plied to discretize the integral equation representations of the
acoustical pressure in order to obtain a relation between the
pressure measurements and the acoustic field over the struc-
ture surface in matrix form. The resultant matrix system is ill
posed and requires the use of regularization methods5 for its
solution. The common implementation procedure of regular-
ization is based on the calculation of the singular value
decomposition �SVD�. The calculation of the SVD consider-
ably increases the computation time and storage require-
ments of the regularization method. As an alternative, regu-
larization methods can be implemented via iterative
procedures like conjugate gradients.5,6

The discretization of integral equations utilizing BEM
requires the numerical computation of integrals that can con-
siderably reduce speed and efficiency of any numerical
method that uses this technique. An alternative method
known as the equivalent sources method �ESM� produces a

matrix relation similar to the one in BEM without numerical
computation of integrals, considerably increasing the speed
of the computations. In ESM the acoustic field is represented
by a set of sources distributed over a surface closed to the
structure surface. The theoretical justification of ESM was
given first by Vekua7 and Kupradze,8 and later improved by
Müller and Kersten.9 The paper of Koopman10 introduced
the method of superposition �other name for ESM� applied to
scattering problems to the acoustical community. Since then,
several authors11–13 utilized this method for scattering prob-
lems. ESM applied to NAH was first suggested by
Sarkissian.14,15 Recently Semenova and Wu16 compared
ESM with the Helmholtz least squares method for NAH.

The goal of this work is to study ESM as an approxima-
tion to the integral equations used by BEM. Other issues
addressed will include the correct location and distribution of
the sources. Finally, we will compare the error produced by
BEM based NAH and ESM based NAH using a vibrating
cylinder.

II. ACOUSTIC REPRESENTATIONS

Let G be a domain in R3, interior to the closed boundary
surface � where we assume that � is allowed to have edges
and corners. Similarly we will denote as G+ the region out-
side of G that shares the same boundary � �see Fig. 1�. For a
time-harmonic �e−i�t� disturbance of frequency � the sound
pressure p satisfies the homogeneous Helmholtz equation in
G �or G+�

�p + k2p = 0, �1�

where k=� /c is the wave number and c the constant for the
speed of sound. A solution p that satisfies Eq. �1� in G+ also
needs to satisfy the Sommerfeld radiation condition.17
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A. Integral equation representation

A solution p of Eq. �1� can be represented by the indirect
formulation18–20 for x= �x1 ,x2 ,x3� as

p�x� = �
�

��x,y���y�dS�y� , �2�

where

��x,y� =
exp�ik�x − y��

4��x − y�
. �3�

In interior �exterior� NAH the acoustical sensors are
placed on a surface �0 inside �outside� the domain G �see
Fig. 1�. These are used to measure the pressure p and the
fundamental problem is to recover the normal velocity on �.
The solution to NAH is reduced to the solution of

p�x� = �
�

��x,y���y�dS�y�, x � �0, �4�

for the density function � on �. The normal derivative of the
single source at � is given by the jump relation18 of the
normal derivative of Eq. �2� and Euler’s equation

i����x�± = �
�

���x,y�
�n�x�

��y�dS�y� 	 
�x���x�, x � � .

�5�

In Eq. �5�, � is the mean fluid density, n is the unit normal
with direction shown in Fig. 1, and 
�x� is the solid angle
coefficient. The superscript sign “+” in Eq. �5� is used for
exterior NAH and “−” for interior NAH. This notation will
be kept through the rest of this work.

B. Equivalent sources

A solution p of Eq. �1� can be represented by the method
of equivalent sources.14,15 In this method we are required to

define the source surface �s and distribute Ns source points
over this surface. As shown by Fig. 2, for interior �exterior�
NAH the source surface �s is placed outside �inside� the
domain G. Then we have the representation

p�x� = �
j=1

Ns

qj��x,zj�, z j � �s, �6�

where z j, qj,j=1, . . . ,Ns are, respectively, the source points
and the source coefficients. The solution to NAH is reduced
to solve Eq. �6� for the source coefficients qj, then the nor-
mal derivative is calculated using

i����y� = �
j=1

Ns

qj
���y,z j�

�n�y�
, y � � . �7�

C. Modified integral equation representation

We modify the integral in Eq. �2�, Eq. �4�, and Eq. �5� by
moving the integration surface � to a conformal position on
the exterior �interior� �s as shown in Fig. 2. The correspond-
ing boundary integral representation

p�x� = �
�s

��x,y���y�dS�y�, x � R3. �8�

Note that the surface �s is the same as that used for ESM.
The solution to NAH is reduced to the solution of

p�x� = �
�s

��x,y���y�dS�y�, x � �0, �9�

for the density function � on �. The normal derivative of the
single source layer at � is given by the normal derivative of
Eq. �8� and Euler’s equation

FIG. 1. Formulation for �a� interior NAH, �b� exterior NAH. FIG. 2. The source surface �s position for �a� interior NAH and �b� exterior
NAH.

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Valdivia and Williams: Equivalent sources and boundary element methods 3695



i����x� = �
�s

���x,y�
�n�x�

��y�dS�y�, x � � . �10�

We will present results comparing this approach with ESM
and regular inverse boundary element method �IBEM�.

III. NUMERICAL SOLUTION

A. Boundary element methods

The boundary surfaces �, �s are discretized into trian-
gular elements with three nodes or quadrilateral elements
with four nodes. As applied in previous works,6,19,20 iso-
parametric linear functions are selected for interpolating the
geometric and acoustical quantities. Given M pressure mea-
surements on �0, contained in the column vector p, recover
N pressure and normal velocity points on �, given by the
column vectors ps and vs, respectively. When x��0, Eq. �4�
is discretized as

�S�� = p , �11�

where �S� is an M �N complex matrix and � is the vector
that represents the density � over N points in �. Similarly,
when x��, Eq. �5� is discretized as

vs =
1

i��
�K±�� , �12�

where �K±� is an N�N complex matrix.
When x��0, Eq. �9� is discretized as

�Sm�� = p , �13�

where �Sm� is an M �Ns complex matrix and � is the vector
that represent the density � over Ns points in �s. Similarly,
when x��, Eq. �10� is discretized as

vs =
1

i��
�Km�� , �14�

where �Km� is an N�Ns complex matrix.

B. Equivalent sources

We obtain the following matrix system from Eq. �6�

�G�q = p , �15�

where the coefficients of the M �Ns complex matrix �G� are
given by Gij =��xi ,z j�. Here xi are the points in �0 and z j are
the points in �s. Similarly, we obtain the relationship

vs =
1

i��
�Gsv�q , �16�

where the coefficients of the N�Ns complex matrix �Gsv�
are given by Gij

sv=
���yi,z j�

�n�yi�
and yi are the points in �.

C. Regularization

For the experimental problem, the exact pressure p is
perturbed by measurement errors. We denote the measured
pressure as pm. If the elements of the perturbation e=pm−p
are Gaussian �unbiased and uncorrelated� with covariance
matrix 0

2�I�, then E��e�2
2�=M0

2, where � · �2 is the 2 norm. It

is well known that the linear systems Eq. �11�, Eq. �13�, and
Eq. �15� are ill posed, i.e., the errors in pm will be amplified
on the solutions �, � or q, and in most of the cases the
recovery will be useless. For that reason special requlariza-
tion methods are used to find the solution of these linear
systems.

Consider the solution of the generic ill-posed linear ma-
trix system

�A�x = pm, �17�

where �A� represents the M �N �or M �Ns� complex matrix
in the ill-posed linear systems Eq. �11�, Eq. �13�, or Eq. �15�.
Similarly x represents the solution vector � or q. As ex-
plained in Hansen,5 there are two types of regularization
methods: direct and iterative. The direct regularization meth-
ods require the calculation of the singular value decomposi-
tion �SVD� of �A�, which can be a prohibitive practice when
the dimensions of �A� are big. Iterative regularization meth-
ods like conjugate gradients for the normal equations
�CGNE� should be used instead, since it accesses the matrix
�A� only via matrix-vector multiplication with �A� and �A�H

�see Table below�.

Starting vector x�0�=0
r�0�=pm

d�0�= �A�Hr�0�
for l=1,2 , . . . ��min�M ,N��
��l�= ��A�Hr�l−1��2

2 / ��A�d�l−1��2
2,

x�l�=x�l−1�+��l�d�l−1�,
r�l�=r�l−1�−��l��A�d�l−1�
��l�= ��A�Hr�l��2

2 / ��A�Hr�l−1��2
2,

d�l�= �A�Hr�l�+��l�d�l−1�,

CGNE produces a sequence of iteration vectors x�l�, l
=1,2 ,3 , . . .. that approaches the optimal regularization after
a few iterations. If the iteration is not stopped, the solution
x�l� amplifies the noisy data pm. This phenomena is known as
“semiconvergence.” For that reason it is crucial to obtain a
reliable stopping rule for the CGNE iterations and we refer
the reader to our previous work6 for more details.

The regularized solution �using CGNE or another
method� � of the matrix system in Eq. �11� combined with
Eq. �12� gives the normal velocity vs, and this method of
solution is known as the indirect-implicit �IM� method.20

Similarly the regularized solution � to Eq. �13� combined
with Eq. �14� gives vs, and this method of solution will be
named the nonsingular indirect-implicit �NIM� method. The
name is given by the fact that the integral in Eq. �10� avoids
the singularity produced by the integral in Eq. �5�. In general
these two methods belong to the more general methods of
solution known as inverse boundary element methods
�IBEMs�. Finally, the equivalent sources method �ESM� uses
the regularized solution q of the matrix system in Eq. �15�
combined with Eq. �16� to obtain vs.

IV. INTEGRAL APPROXIMATION FOR ESM

In this section we will summarize some of the important
implications found in the Appendix and apply them for the
purpose of understanding ESM as an approximation of BEM.
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Let � be a quadrilateral element of the surface �s. Then,
as proved in lemma 5.1.2 of Atkinson,3 the function � can be
replaced by an interpolating polynomial function �p, and we
get a resultant error estimate

�
�

��z���x,z�dS�z� = �
�

�p�z���x,z�dS�z� + C1d2
r+3,

�18�

where d2 is the maximum arc length of the sides in �, r is
the degree of the polynomial approximation, and C1 a con-
stant that depends on r. In BEM for NAH we use a polyno-
mial approximation with r=1, since we have proved that
NAH approximations with r�2 yield an increase in the re-
construction error.20

ESM can be understood as an approximation to � by a
polynomial with r=0, i.e., approximation by a constant poly-
nomial. Then ESM is based on the approximation of the
integral

�
�

��x,z�dS�z� = ��x,y�S� + C2D�k,�,d2� , �19�

where y is a point in �, C2 is a constant that depends on the
curvature of �, S� is the area of the surface of �, and
D�k ,� ,d2� is a function given in the Appendix. As shown in
Fig. 3, � is the distance from x to y. When � is planar then
D�k ,� ,d2� is given by Eq. �A6�, and by Eq. �A4� otherwise.

For the planar case C2	1/12. In Fig. 4 we show some
plots of the comparison between the real errors produced by
approximating Eq. �19� and the errors approximated by the
estimate given in Eq. �A6�. In this comparison d2=0.1 m.
Notice that, although the estimates are not accurate for �
�d2, they still follow the behavior of the error.

Finally, also for a planar quadrilateral element � we use
the estimate in Eq. �A6� to create the error surface shown in
Fig. 5. In this figure we observe that the error reduces as we
increase the distance �, and, on the other hand, this error
slightly increases when the frequency increases. We can con-
clude in this case that the integral approximation error will
be small as long as ��d2. This result can be generalized for
an arbitrarily shaped surface using the integral estimates in
Eq. �A4�.

V. EVANESCENT WAVES’ EFFECT IN ESM

From the previous section the reader can be misled to
think that the bigger � will lead to better accuracy in the
reconstruction. But we need to clarify that the previous sec-
tion just described the numerical error for the calculation of
the integral equations. In NAH we have to consider the
physical part of the reconstruction that has to deal with the
presence of evanescent waves.

We will illustrate this effect of the evanescent waves
using data from a vibrating plate �see our previous work6 for
more details�. A steel rectangular plate �of 55.9�26.7 cm
and thickness of 1.6 mm� was driven by a Wilcoxon F3/F9
inertial shaker �0–3000 Hz� fixed in the underneath corner
of the plate in order to generate a broad spectrum of spatial
wave numbers. The data are given over a rectangular x−y
plane �0 located at z=0.004 m and possess 35�23 points
with a uniform spacing over both coordinates of 0.025 m.
The reconstruction plane � will also be a rectangular x−y
plane located at z=0 with the same dimensions and distribu-
tion of points in the x−y plane as �0, and the plate surface is
located at the center of this area. The source surface �s will

FIG. 3. Setup of integral approximation over element.

FIG. 4. Comparison between real approximation error
and error given by estimates. � is planar, d2=0.1 m, �a�
�=0.01 m, �b� �=0.1 m, and �c� �=0.2 m. The vertical
coordinate is the error in dB level.
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be a rectangular x−y plane located at z=−� with the same
dimensions and distribution of points in the x−y plane as �0.

Notice that the measurement aperture of �0 almost
doubles the size of the source �the plate�, so this guarantees
that the measured pressure field drops significantly towards
the edges of the aperture. This condition allows us to use
ESM for the reconstruction of the normal velocity over open
surface � without the use of special continuation
techniques.21

In the error results which follow, the “exact” normal
velocity vs on the plate was determined using the standard
planar NAH. It has been demonstrated that the reconstruc-
tions with the over-scanned hologram are extremely
accurate.2 The reconstructed normal velocity vr

s is obtained
by using ESM with different values of �. Equation �15� is
solved using CGNE with the optimal iteration value, i.e., the
CGNE iteration that has the smallest relative error �vs

− �vr
s�2 / �vs�2�100%. In Fig. 6 we show the relative error of

the reconstructed normal velocity for ESM with different
values of �. Notice that the error is similar for values of �
between 0.025 and 0.05 m. When �=0.1 m, the error in-
creases slightly, but when �=0.2 m there is a considerable
increase in the reconstruction error. This phenomena is re-
lated to the fact that the larger � improves the accuracy of the
integration, but is far away from the measurement surface.
When the measurements are far away from the source sur-
face, then very little evanescent wave information is obtained
and it results in a very low resolution reconstruction. That is,

the equivalent sources exhibit a natural 1 /R decay so it is
difficult for them to match on exponential decay in space,
especially as � increases.

In conclusion, we recommend using a value of � be-
tween d2 and 2d2 �here d2 as in the previous section is the
maximum length of a side in the mesh quadrilateral�.

VI. INTERPOLATION PROPERTIES IN ESM

In this section we will discuss some of the problems that
are found in ESM when the distribution of the points in the �
surface and �s surface is different. For that purpose we use
the same example as the previous section, with variations in
the distribution of the points in the �s rectangular x−y plane.

We define three different distributions of the points in
the source surface. The point distributions in the x−y plane
denoted by �s,i , i=1, . . . ,4, respectively, are shown in Figs.
7�a�–7�d�. The distribution of points in �s,1 is the same as in
�. In �s,2 there is a uniform distribution of points that coin-
cide with the center midpoints of �s,1. �s,3 shows a distribu-
tion created from removing every other point in the x−y
coordinates. Finally in �s,4 the distribution of points is uni-
form as in �s,1, but just corresponds to a part of �s,1.

Figure 8 shows the reconstruction errors using ESM
with �=0.025 m over the different point distributions �s,j. As
in the previous section Eq. �15� is solved using CGNE for
the optimal iteration. The first important result in this figure
is that the reconstruction using �s,1 possesses the smallest

FIG. 5. Surface approximation error given by integral
estimates when � is planar, d2=0.1.

FIG. 6. Relative error for the reconstruction of the nor-
mal velocity of the vibrating plate using ESM for dif-
ferent values of �.
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error. The reconstruction using �s,2 is slightly worse. Finally,
the reconstructions using �s,3 or �s,4 show a considerable
increase in the relative error.

In Fig. 9, Fig. 10, and Fig. 11 we show a gray scale
rendition of the magnitude of the normal velocity on the
plane � recovered by ESM with �=0.025 m, respectively,
using �s,2, �s,3, and �s,4. Figure 9 shows that the reconstruc-
tion using �s,2, although having a higher relative error than
the reconstruction using �s,1, still produces a smooth recon-
struction. On the other hand, Fig. 10 shows a different result.
The distribution of the points in �s,3 is coarser than in �, and
we can clearly see that the use of ESM translates this situa-
tion into magnitude irregularities that will negatively influ-
ence the reconstruction error. Figure 11 shows the recon-
struction using the source surface �s,4, where the source
points are uniformly distributed as in � but just over a por-
tion of the surface. The result as expected is only accurate
over that particular portion of the surface � that is closer to
the source points in �s,4.

We can conclude from these examples that the optimal
error will be obtained when the distribution of the points in
�s is equal to the distribution of points in �, and that the use
of other points distributions in the best case will slightly
increase the reconstruction error.

VII. COMPARISON OF IBEM AND ESM USING
PHYSICAL EXPERIMENTS

The experimental configuration for the holographic mea-
surement is similar to the previous work of Herdic.22 The
surface � is an aluminium stiffened cylindrical shell �0.81 m
radius, 2.55 m length and the shell thickness varies between
0.8 and 1.2 mm, see Fig. 12�a�� excited by an exterior point
force applied to a rib/stringer intersection near one end of the
cylinder. The measurements were conducted using a chirp
wave form over a band from 10 to 1000 Hz with 0.61 Hz
resolution. The measurement surface �0 is a cylinder of
0.7045 m radius and 2.32 m length as shown in Fig. 12�b�.

The pressure on �0 was measured on a grid of 32 points
over the circumference, 29 points over the length, and at the
cylinder ends the pressure is taken over five rings with 32
points at each ring �see Figs. 12�c� and 12�d��. The normal
velocity on � was measured with a vibrometer on a grid of
64 points over the circumference and 32 points over the
length. At the ends of the cylinder in � there are no normal
velocity measurements.

The vector vs contains the measured normal velocity
considered “truth” at the surface of the cylinder. Finally the
vector vr

s, contains the reconstructed normal velocity ob-

FIG. 7. Distribution of points over x
−y plane. Distribution for �a� �s,1, �b�
�s,2, �c� �s,3, and �d� �s,4. Here �
=0.025 m.

FIG. 8. Relative error for the reconstruction of the nor-
mal velocity of the vibrating plate for different point
distributions of the source surface �s for ESM with �
=0.025 m.
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tained by any of the methods discussed in Secs. II and III
combined with CGNE. For CGNE we use the optimal regu-
larization parameter, i.e., the iteration is chosen in such
a way that the relative error �vs−vr

s�2 / �v2�2�100 is the
smallest.

Figure 13 shows the relative error of reconstructed nor-
mal velocity for 16 frequencies equally spaced from 88.5 to
180 Hz. We remind the reader that IBEM-IM is applied by
solving Eq. �11� with CGNE, and then apply Eq. �12� to
obtain the reconstructed normal velocity. Similarly, IBEM-

FIG. 9. Gray scale rendition of the
magnitude of the normal velocity re-
covered on � using ESM with �
=0.025 m and source surface �s,2. At
each frequency we show the maxi-
mum dB level over the plane.

FIG. 10. Gray scale rendition of the
magnitude of the normal velocity re-
covered on � using ESM with �
=0.025 m and source surface �s,3. At
each frequency we show the maxi-
mum dB level over the plane.
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FIG. 11. Gray scale rendition of the magnitude of the normal velocity recovered on � using ESM with �=0.025 m and source surface �s,4. At each frequency
we show the maximum dB level over the plane.

FIG. 12. Setup for physical interior problem experi-
ment. �a� Surface � is an aluminum cylindrical shell,
�b� measurement surface �0, �c� measurements along
the length �top view down on the cylinder� and �d� side-
end measurements �side view on the cylinder�.
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NIM is applied by solving Eq. �13� with CGNE, and then
apply Eq. �14� to obtain the reconstructed normal velocity.
Figure 13 shows that the errors in the reconstructed normal
velocity using IBEM-IM are similar to the errors using
IBEM-NIM with different values of �. Note that as � be-
comes bigger, the error starts to increase, most likely due to
the evanescent wave effect discussed in Sec. V.

Figure 14 shows the relative error of reconstructed nor-
mal velocity for the same frequencies as in Fig. 13, but using
ESM for different values of �. These results agree with the
integral estimates of Sec. IV, in the sense that we require �
�d2 to make the integration error acceptable, or for our pur-
pose, to obtain an accurate result in the reconstruction. Here
the maximum diameter d2=0.08 m, and in agreement with
Sec. IV we see that the errors for ��8 cm are similar.

Figure 15 shows a comparison of the relative error of the
reconstructed normal velocity �same frequencies as in Figs.
13 and 14� using IBEM-IM, IBEM-NIM with �=0.04 m and

ESM with �=0.08 m. We can clearly see that the three meth-
ods give similar error results, but IBEM-NIM gives slightly
better reconstruction errors.

Finally, in Fig. 16 we show a gray scale rendition of the
real part of the normal velocity measurements vs in � and in
Fig. 17 the reconstructed normal velocity vr

s using IBEM-
NIM with �=0.04 m.

VIII. CONCLUSIONS

In this work we have studied three methods for the re-
construction of the acoustic field: IBEM-IM, IBEM-NIM,
and ESM. The first two methods require the numerical dis-
cretization of integral equations, which can be an expensive
technique when the number of reconstruction and measure-
ment points is large. The matrix system required for ESM is
obtained by the evaluation of the fundamental solution in Eq.
�3� at the source points, and no boundary elements are used.

In Sec. IV we explained how ESM can be understood as
an approximation to IBEM-NIM. The integral estimates
showed that distance from the source surface �s to the recon-
struction surface should be greater or equal than d2, the
maximum diameter of a quadrilateral element in �s, in order
to obtain small integration error approximation.

In Sec. V we showed that in ESM when the size of the
parameter � is big, then the reconstruction error of the nor-
mal velocity will increase. This is the result of placing the
source surface too far away from the measurements, obtain-
ing very little information on the evanescent waves. We rec-
ommend � to be between d2 and 2d2.

In Sec. VI showed that for ESM the optimal distribution
of points in �s should be the same as the distribution of
points in �. Using a different distribution of points than the
optimal in the best case will result in a slight increase of the
reconstruction error.

In Sec. VII, the physical experiment was used to com-
pare the three methods using the reconstruction error. We
found that IBEM-IM, IBEM-NIM, and ESM yield similar
reconstruction errors. We can conclude from this result that

FIG. 13. Comparison between relative error of normal velocity reconstruc-
tion for different frequencies by IBEM-IM and IBEM-NIM with different
values of �.

FIG. 14. Comparison between relative error of normal velocity reconstruc-
tion for different frequencies by ESM with different values of �.

FIG. 15. Comparison between relative error of normal velocity reconstruc-
tion for different frequencies by IBEM-IM, IBEM-NIM with �=0.04 m and
ESM with �=0.08 m.
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as long that we satisfy the requirements for ESM discussed
in Secs. IV–VI, this method can be used efficiently for NAH
problems.
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APPENDIX: INTEGRATION ESTIMATES

Assume that � is a quadrilateral element �see Fig. 18�
and that d2�0 is the maximum arc length of the sides in �.
The quantity ��0 is the distance from a point x to the quad-
rilateral element �, i.e., there is x��� such that �x−x� �
=�.

We will be interested in the approximation of the inte-
gral

�
�

��x,z�dS�z� . �A1�

The mean value theorem applied to Eq. �A1� gives that

�
�

��x,z�dS�z� = ��x,��S�, �A2�

for certain ���. Here S�=area���.
The multi-dimensional Taylor series are used to expand

��x,�� = ��x,y� + D1 + D2 + . . .

where

D1 = �
i=1

3

�i�x,y���i − yi� ,

D2 = �
i=1

3

�ii�x,y�
��i − yi�2

2

+ �
i,j=1,i�j

3

�ij�x,y���i − yi��� j − y j� .

Here �i�x ,y�, �ij�x ,y� are, respectively, the first order and
second order derivatives of ��x ,y� with respect to yi �or y j�.
The general error estimate is given by

FIG. 16. Gray scale rendition of the real part of the measured normal velocity over the cylinder � for 16 frequencies corresponding to Fig. 15. At each
frequency we show the maximum dB level over the plane.
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�
�

��x,z�dS�y� = ��x,y�S� + CD1S�, �A3�

where C is a constant that will depend on the curvature of the
surface quadrilateral �.

Using the estimates �� �x−y � ��+d1 and �y−� �
�
2d2 we get that

�D1� � ��x − y� · �� − y��
�ik�x − y�− 1�
4��x − y�3

�

2d2�� + d1�

4��3

1 + k2�� + d1�2. �A4�

Here, as shown in Fig. 18, d1 is the arc length between x�
and y.

We will mention the special case when � is a planar
quadrilateral element �see Fig. 3� and y=x�. Since �x
−y� · ��−y�=0, then the estimate for D1 is useless. In this
particular case we use

�
�

��x,z�dS�y� = ��x,y�S� + CD2S�. �A5�

We have that d1=0, �x1−y1�= �x2−y2�= ��3−y3�=0 and
�ij�x ,y�=0 when i� j. So we obtain the estimate

�D2� �
�� − y�2

2

�ik�x − y�− 1�
4��x − y�3

=
d2

2

4��3

1 + k2�2. �A6�
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The effect of perforation impedance on the acoustic behavior of reactive and dissipative silencers is
investigated using experimental and computational approaches. The boundary element method
�BEM� is applied for the prediction of transmission loss of silencers with different perforation
geometries. The variations are considered in the porosity �8.4 and 25.7%� and hole diameter �0.249
and 0.498 cm� of perforations for both reactive and dissipative silencers, as well as the fiber filling
density �100 and 200 kg/m3� for the latter. The acoustic impedance for a number of perforations in
contact with air alone and fibrous material has been incorporated into the predictions, which are then
compared with the measured transmission loss using an impedance tube setup. The results
demonstrate the significance of the accuracy of the perforation impedance in the predictions for both
reactive and dissipative silencers. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2359703�

PACS number�s�: 43.50.Gf �KA� Pages: 3706–3713

I. INTRODUCTION

Perforated ducts are used extensively in both reactive
and dissipative silencers to control the acoustic behavior of
the element, guide the flow, and retain the absorbing material
when incorporated. To predict the acoustic behavior of these
silencers, analytical and numerical �finite element method
�FEM� and boundary element method �BEM�� techniques
have been developed, for example, by Sullivan �1979�,
Eriksson et al. �1983�, Munjal �1987�, Cummings and Chang
�1988�, Peat and Rathi �1995�, and Kirby �2003�. However,
only a small number of publications have incorporated the
acoustic characteristics of perforations into such predictions,
particularly for the dissipative silencers. This may be attrib-
uted to the limitations in availability and applicability of rep-
resentative expressions for the perforation impedance.

The perforation impedance without fibrous material in
the absence of mean flow is relatively well understood by,
for example, Sullivan and Crocker �1978�. They also present
the effect of perforation impedance on the transmission loss
�TL� of reactive silencers. Their empirical formulation has
been widely used to predict TL, for example, by Thawani
and Jayaraman �1983�, Luo et al. �1995�, and Wang and Liao
�1998�. Its applicability, however, may be confined to rela-
tively low values of porosity �, since the development is
based on �=4.2%. Studies on the acoustic characteristics of
perforated ducts in the presence of fibrous material �dissipa-
tive silencers� are further limited compared to those without
such material. Cummings �1976� suggests an expression for
the impedance of perforation in contact with fibrous material
by using characteristic impedance and wave number of the

absorbent. Kirby and Cummings �1998� provide a similar
semiempirical impedance formulation for such a configura-
tion subject to grazing mean flow, which has been later uti-
lized by Kirby �2001, 2003� in predicting the transmission
loss of dissipative silencers. Selamet et al. �2001� have
adapted their approach by modifying the formulation of Sul-
livan and Crocker �1978� for the perforations facing air-
fibrous material �air on one side and the absorbent on the
other�, and demonstrated the impact of perforation imped-
ance on the TL of dissipative silencers. However, in both
Kirby and Cummings �1998� and Selamet et al. �2001�, the
perforation impedance with fibrous material is intuitively
modified from the one without the absorbent.

Recently, Lee �2005� and Lee et al. �2006� have devel-
oped empirical expressions for the acoustic impedance of
perforations with and without the fibrous material, which are
suitable to determine the silencer characteristics with various
porosities and different hole diameters. In light of such ex-
pressions, the objective of the present study is then to illus-
trate the effect of perforation impedance on the acoustic be-
havior of reactive and dissipative silencers. TL is used to
assess the acoustic performance since it is independent of the
input and termination impedances, therefore, representative
of the silencer itself. Different duct porosities ��=8.4 and
25.7%�, hole diameters �dh=0.249 and 0.498 cm�, and fiber
filling densities �� f =100 and 200 kg/m3� are employed to
demonstrate the effect of such parameters on the TL of si-
lencers. The expressions for perforation impedance and the
acoustic properties �complex characteristic impedance and
wave number� of fibrous material provided by Lee et al.
�2006� are applied in BEM predictions. The experimental TLa�Electronic mail: Selamet.1@osu.edu

3706 J. Acoust. Soc. Am. 120 �6�, December 2006 © 2006 Acoustical Society of America0001-4966/2006/120�6�/3706/8/$22.50



results from the impedance tube setup are then compared
with predictions from the BEM, supporting the expressions
developed for the perforation impedance.

Following this Introduction, Sec. II briefly describes the
BEM and Sec. III presents the acoustic properties of the
fibrous material and perforation impedance. Section IV com-
pares the experimental results with predictions, followed by
the concluding remarks in Sec. V.

II. BOUNDARY ELEMENT METHOD

This section describes the BEM used in this study for
the predictions of silencers. A dissipative silencer in Fig. 1,
for example, can be first divided into unfilled and filled
acoustic domains. Impedance matrix for each domain is then
obtained using boundary integration method. These imped-
ance matrices are then combined by applying the boundary
conditions between the two domains. The matrix for filled
acoustic domain can be evaluated by using the complex
acoustic characteristics of the absorbing material, such as
density and speed of sound.

For the perforated main duct �domain 1�, the three-
dimensional wave equation in the absence of mean flow is
expressed as

�2p + k0
2p = 0, �1�

where p is the acoustic pressure and k0 is the wave number in
air. The adjoint of Eq. �1� is given by

�2p*

�x2 +
�2p*

�y2 +
�2p*

�z2 + k0
2p* + ��x − xi��y − yi��z − zi� = 0,

�2�

with its fundamental solution �Green’s function� expressed
as

p* =
1

4�r
e−ik0r, �3�

where

r = ��x − xi�2 + �y − yi�2 + �z − zi�2, �4�

and � is the Dirac delta function. The weighted residual in-
tegral of Eq. �1� is written as

�
V

p*��2p + k0
2p�dV = 0, �5�

where V is the acoustic domain volume. Integrating the first
term by parts twice and the second term once

�
V

p��2p* + k0
2p*�dV + �

�
�p* �p

�n
− p

�p*

�n
�d� = 0, �6�

where � is the boundary surface of the acoustic domain, and
n is the unit outward normal vector to the surface. Rearrang-
ing Eq. �6�

Cipi + �
�

�p*

�n
pd� = �

�

p* �p

�n
d� , �7�

where Ci are the edge or corner point coefficients. Discretiz-
ing the boundary surfaces into a number of elements � j, Eq.
�7� yields

Cipi + 	
j=1

N �
�j

�p*

�n
pd� = 	

j=1

N �
�j

p* �p

�n
d� , �8�

which can be expressed in the matrix format as

�H�
p� = �G��� �p

�n
 . �9�

Equation �9� can be rewritten in terms of pressure and par-
ticle velocity which is outward normal to the boundary sur-
face of domain 1 as

�H�
p1� = �G�
u1� . �10�

The acoustic pressure and velocity on the boundary can be
generally categorized as inlet, outlet, rigid wall, and perfora-
tions. Applying rigid boundary condition on the solid wall,
the impedance matrix of the main duct ��TC�� may be ex-
pressed, in terms of inlet, outlet, and perforations, as

�
p1
i �


p1
o�


p1
p�
� = ��TC11� �TC12� �TC13�

�TC21� �TC22� �TC23�
�TC31� �TC32� �TC33�

��
u1
i �


u1
o�


u1
p�
� , �11�

where superscripts i, o, and p denote inlet, outlet, and perfo-
rations.

Impedance matrix of the dissipative chamber �domain 2�
��TD�� can also be derived by a similar method as explained
earlier �through Eqs. �1�–�10�� with complex density �̃ and
speed of sound c̃. Applying the rigid boundary condition at
the wall, impedance matrix for the dissipative chamber be-
comes


p2
p� = �TD�
u2

p� . �12�

The impedance matrices of perforated main duct and outer
chamber may be coupled by the boundary conditions at the
perforation interface. The acoustic velocity continuity at the
interface yields


u1
p� = − 
u2

p� , �13�

where the negative sign is assigned since u1 and u2 are nor-
mal outward acoustic velocities for each domain. For a per-

FIG. 1. Wave propagation in a perforated dissipative silencer in three-
dimensions.
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foration thickness much smaller than the wavelength, the
pressure difference across the perforation may be expressed
as


p1
p� − 
p2

p� = �0c0�̃p
u1
p� , �14�

where �̃p is the nondimensional acoustic impedance of per-
forations. Combining Eqs. �11�–�14� yields the impedance
matrix �TI� of the silencer, defined by

�
p1
i �


p1
O�  = ��TI11� �TI12�

�TI21� �TI22�
�� 
u1

i �

u1

O�  , �15�

where

�TI11� = �TC11� + �TC13���̃p�I� − ��TC33�

+ �TD���−1�TC31� , �16�

�TI12� = �TC12� + �TC13���̃p�I� − ��TC33�

+ �TD���−1�TC32� , �17�

�TI21� = �TC21� + �TC23���̃p�I� − ��TC33�

+ �TD���−1�TC31� , �18�

�TI22� = �TC22� + �TC23���̃p�I� − ��TC33�

+ �TD���−1�TC32� , �19�

and �I� is the identity matrix.
The averages of acoustic pressure and velocity from Eq.

�15� at nodes on the inlet and outlet planes determine first the
transfer matrix

� p1�0�
�0c0u1�0� � = �T11 T12

T21 T22
�� p1�L�

�0c0u1�L� � . �20�

Assuming a main duct with a constant cross-sectional area,
the TL of the silencer can then be calculated from the trans-
fer matrix as follows:

TL = 20 log10� 1
2 �T11 + T12 + T21 + T22�� . �21�

III. ACOUSTIC PROPERTIES OF FIBROUS MATERIAL
AND PERFORATION IMPEDANCE

While the acoustic impedance of perforations is crucial
in predicting the performance of both reactive and dissipa-
tive silencers, the acoustic properties of the fibrous material
are also important for accurate predictions in dissipative si-
lencers. This section provides the complex characteristic im-
pedance and wave number of fibrous material for � f =100
and 200 kg/m3, and the acoustic impedance of perforations
in contact with air alone and fibrous material. The details of
the experimental setups and the procedures to measure such
properties are presented elsewhere �Lee et al. �2006��.

A. Acoustic properties of fibrous material

The empirical complex characteristic impedance Z̃

�=�̃c̃� and the wave number k̃ of Delany and Bazley �1970�
for fibrous materials have been widely used due to its sim-

plicity. Although the Delany and Bazley formulation is well
representative of the acoustic behavior of fibrous material in
general, Lee et al. �2006� have experimentally determined
the complex characteristic impedance and wave number of
specific fibrous material since the process of data reduction
for perforation impedance requires accurate �rather than
somewhat representative� acoustic properties of the material
in contact with the perforation. The form of Delany and
Bazley, which is convenient for the fits, has been retained.
The complex characteristic impedance and wave number
based on the values averaged over five experiments are then
expressed by

Z̃

Z0
= �1 − a1f−b1� − ia2f−b2, �22�

k̃

k0
= �1 + a3f−b3� − ia4f−b4, �23�

with the fit coefficients a1−a4 and b1−b4 given earlier �Lee
et al., 2006, Table I� for both filling densities of � f =100 and
200 kg/m3. These empirical expressions are used next for
the predictions of the TL of dissipative silencers.

B. Acoustic impedance of perforations

The specific acoustic impedance of perforations may be
defined as

�p =
R + ik0�tw + �dh�

�
, �24�

where R is the nondimensional resistance, tw the perforated
duct wall thickness, and � the end correction coefficient. The
empirical relationship of Sullivan and Crocker �1978� given
in the same form of Eq. �24� as

�p =
0.006 + ik0�tw + 0.75dh�

�
�25�

has been widely used for the perforation impedance with
air-air contact �air on both sides�. This expression was ob-
tained using perforations with �=4.2%. In Eq. �25�, the
coefficient 0.75 is associated with the end correction of
the perforations and may vary as a function of distance
among holes.

Eleven samples of circular plates studied by Lee et al.
�2006� include variations in porosity � �2.1, 8.4, 13.6, and
25.2%�, wall thickness tw �0.08 and 0.16 cm�, and hole di-
ameter dh �0.249 and 0.498 cm�. The same work has also
provided the experimental results for R and � of the perfo-
rations facing an absorbent with � f =100 and 200 kg/m3 as
well as air alone, which are used next for the TL predictions
of reactive and dissipative silencers.

IV. TRANSMISSION LOSS

The measured and predicted transmission losses of reac-
tive and dissipative silencers are presented in this section.
The details of the experimental setup are described elsewhere
�Lee �2005��. The acoustic properties of fibrous material and
perforation impedance provided in Sec. III are incorporated
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into the BEM to obtain the TL of silencers. The experimental
results for both reactive and dissipative silencers are pre-
sented next demonstrating the effect of porosity, hole diam-
eter, and fiber filling density on the TL, followed by the
comparison of these experiments with the BEM predictions
for both silencers.

A. Experimental results

A cylindrical concentric perforated chamber with fixed
outer dimensions �d2=16.44 cm and L=25.72 cm in Fig. 1�
is used for the TL measurements. The porosity and hole di-
ameter of perforations along with the absorbent density are
varied. Four perforated brass tubes with different porosities
��=8.4 and 25.7%� and hole diameters �dh=0.249 and
0.498 cm� are fabricated and mounted inside an expansion
chamber. The inner diameter of the tubes is d1=4.9 cm and
the wall thickness is tw=0.09 cm. The tubes are designed to
have comparable distance between holes in both the axial
and circumferential directions. The experimental results
demonstrate next the effect of perforation impedance on the
TL of both reactive and dissipative silencers, along with the
impact of fibrous material.

Figure 2 shows the measured TL of the perforated reac-
tive silencers with different duct porosities and hole diam-
eters along with that of a simple expansion chamber. While
the perforations do not affect the TL in the first dome, lower
porosity, in general, increases the TL at the second and third
domes. The impact from different hole diameters �dh

=0.249 and 0.498 cm� for the same � is more significant for
lower porosity ��=8.4% � than for �=25.7%. These reactive
silencers are then used as baselines for the dissipative silenc-
ers, with the filling densities of � f =100 and 200 kg/m3 in
the outer chamber.

Figure 3 shows the experimental results for dissipative
silencers with different duct porosities ��=8.4 and 25.7%�,
hole diameters �dh=0.249 and 0.498 cm�, and filling densi-
ties �� f =100 and 200 kg/m3� along with those of perforated
reactive silencers. Filling the chamber with fibrous material
dramatically changes the TL from a multi-dome behavior to

a single peak with substantially higher attenuation except at
low frequencies, illustrating the effectiveness of absorbent.
Figure 3 also demonstrates the dependence of the TL of dis-
sipative silencers on �, � f, and dh. Thus, the understanding
of the effects of such parameters on the TL is important for
the predictions and design of dissipative silencers. Higher
filling density �� f =200 kg/m3� generally increases the mag-
nitude of peak TL and shifts the peak locations to lower
frequencies compared to � f =100 kg/m3. For both filling
densities, the impact of hole diameter is more significant for
low porosity ��=8.4% � than for high porosity ��=25.7% �.
For low porosity ��=8.4% �, the filled silencers with large
hole diameter �dh=0.498 cm� exhibit, in general, lower TL
than those with small hole diameter �dh=0.249 cm�. How-
ever, the hole diameter impact for silencers at high porosity
��=25.7% � appears to diminish.

B. Comparison of experiments and BEM
predictions—reactive silencers

By comparing the TL from experiments and predictions,
this section provides an assessment of the acoustic imped-

FIG. 2. The transmission loss of the perforated reactive silencer; experimen-
tal results.

FIG. 3. The transmission loss of the perforated dissipative silencer; experi-
mental results; �a� � f =100 kg/m3 and �b� � f =200 kg/m3.
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ance of perforations measured by Lee et al. �2006� in contact
with air only. The porosities and hole diameters of the main
ducts are close to those of the flat circular perforation
samples used for the measurement of perforation impedance.
The TL measured using the impedance tube setup is com-
pared next with the predictions using the perforation imped-
ance of Sullivan and Crocker �1978� and Lee et al. �2006�.

The measured and predicted TL of perforated reactive
silencers with �=8.4% and hole diameters dh=0.249 and
0.498 cm are presented in Figs. 4 and 5, respectively. The
perforation impedance of Eq. �24� along with Table III of
Lee et al. �2006� �hereafter referred to as the current ap-
proach� and Eq. �25� �Sullivan and Crocker, 1978� are used
for the predictions. The BEM predictions using the current
approach show an improved agreement with experiments
compared to those using Eq. �25�. Figure 6 presents the com-
parison of the measurements with the predictions for �
=25.7% and dh=0.249 cm using only the current approach

since Eq. �25� based on �=4.2% may be less suitable for
such high porosities. The BEM predictions show a reason-
ably good agreement with the experiments.

Figure 7 shows the experimental and predicted results of
TL with different hole spacings, depicted in Fig. 8, while
retaining the same porosity ��=8.4% � and the hole diameter
�dh=0.249 cm�. The unequal spacing between holes tends to
increase the peak attenuation compared to the one with
nearly equal spacing. The noticeable effect of the spacing
illustrates the difficulty in obtaining a generalized perforation
impedance for various porosity, and the hole size and shape.

C. Comparison of experiments and BEM
predictions—dissipative silencers

BEM is used next for the TL predictions of dissipative
silencers, along with the complex characteristic impedance
and wave number and perforation impedance given in Sec.
III. For �=8.4 and 25.7%, Figs. 9 and 10, respectively, com-
pares the TL from predictions and experiments for silencers

FIG. 4. The transmission loss of the perforated reactive silencer ��=8.4%,
dh=0.249 cm�; predictions vs measurements.

FIG. 5. The transmission loss of the perforated reactive silencer ��=8.4%,
dh=0.498 cm�; predictions vs measurements.

FIG. 6. The transmission loss of the perforated reactive silencer ��
=25.7%, dh=0.249 cm�; predictions vs measurements.

FIG. 7. The effect of hole spacing on the transmission loss of a perforated
reactive silencer ��=8.4%, dh=0.249 cm�; predictions vs measurements.
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with dh=0.249 cm and filling densities of � f =100 and
200 kg/m3. The predictions in Fig. 9 ��=8.4% � show a
good agreement with the experiments except near the peak
TL for � f =200 kg/m3. Figure 10 ��=25.7% � exhibits a rea-
sonable overall agreement along with some deviations from
the experiments at high frequencies. The deviations at higher
filling densities and/or porosity may be attributed to the ef-
fect of variation in fiber filling conditions on the perforation
impedance.

The acoustic impedance of perforations in contact with
air-air has often been used in the predictions for dissipative

silencers due to lack of information on perforations in con-
tact with the fibrous material. Figure 11 shows the compari-
sons of experiments with the predictions using the perfora-
tion impedance with air-air and air-absorbent of the current
approach. While the predictions using the impedance of per-
forations facing air-fibrous material show a good agreement
with the experiments, those employing the perforation im-
pedance with air alone exhibit a substantial deviation from
the measurements particularly at high filling densities and
frequencies. Thus, Fig. 11 illustrates the importance of ap-
propriate perforation impedance in accurate predictions for
dissipative silencers. That is, the substantial increases of both
the resistance R and end correction coefficient � due to the
contact with the fibrous material need to be incorporated into
the predictions of dissipative silencers. The predictions from
the heuristic method of Kirby and Cummings �1998� by em-
ploying the acoustic properties measured by Lee et al. �2006�
are also provided in Fig. 11, showing a reasonable agreement
with the experiments. This comparison, therefore, suggests
that their method, with known acoustic impedance of perfo-
rations in contact with air-air and absorbent properties, is
capable of capturing the effect of absorbing material on the
perforation impedance in dissipative silencers.

V. CONCLUSIONS

The acoustic properties of fibrous material and perfora-
tion impedance measured in the experiments have been inte-
grated, in the present study, into the BEM predictions of TL
for silencers. First, the measured TL of reactive perforated
silencers with different porosities ��=8.4 and 25.7%� and
hole diameters �dh=0.249 and 0.498 cm� are presented illus-
trating the effect of such parameters on the TL. The reactive
silencers are then filled with fibrous material with different
densities �� f =100 and 200 kg/m3�. The experimental results
show that the use of fibrous material significantly increases
the TL, except at low frequencies, changing its shape from
multi-dome to a single resonance type. The peak frequency
and magnitude of the TL are significantly affected by differ-
ent filling densities of the material.

FIG. 8. The distances between holes for two different perforated ducts ��
=8.4%, dh=0.249 cm�; �a� equal spacing and �b� unequal spacing.

FIG. 9. The transmission loss of the perforated dissipative silencer ��
=8.4%, dh=0.249 cm�; predictions vs measurements.

FIG. 10. Transmission loss of the perforated dissipative silencer ��
=25.7%, dh=0.249 cm�; predictions vs measurements.
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The measured TL of reactive silencers is then compared
with the predictions using different perforation impedances.
The perforation impedance given by Lee et al. �2006� for
reactive silencers leads to a good agreement with the mea-
surements. The experimental and numerical results illustrate
that the effect of different hole diameters �with the same
porosity� on the TL is more significant at lower duct porosi-

ties. Varying relative distances between the holes are also
observed to affect the TL of the reactive silencer with the
same porosity and hole diameter.

The measured TL of dissipative silencers is also com-
pared with the predictions which incorporate the acoustic
properties of fibrous material and perforation impedance
measured by Lee et al. �2006�, exhibiting a satisfactory

FIG. 11. The effect of perforation im-
pedance on the transmission loss of
the perforated dissipative silencer ��
=8.4%, dh=0.249 cm�: predictions vs
measurements; �a� � f =100 kg/m3 and
�b� � f =200 kg/m3.
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agreement with the experiments. It should be noted that the
acoustic impedance of perforations has been developed thus
far with specific fibrous material used in the present study,
and additional measurements may be necessary for a perfo-
ration facing an absorbent with substantially different acous-
tic properties and/or filling density.

Nomenclature

a1,2,3,4 ,b1,2,3,4 � coefficients of wave number and character-
istic impedance of fibrous material

c0 � speed of sound in air
c̃ � complex speed of sound in the absorbing

material
Ci � edge point coefficient
d1 � main duct diameter
d2 � outer chamber diameter
dh � perforate hole diameter

f � frequency
�G� , �G�� , �H� � boundary element coefficient matrices

�I� � the identity matrix
i � imaginary unit �=�−1�
k̃ � complex wave number in the absorbing

material
k0 � wave number in air
L � silencer length
n � unit outward normal vector to the acoustic

domain surface
p � acoustic pressure

p1 � acoustic pressure in domain 1
p2 � acoustic pressure in domain 2
R � resistance of perforation impedance
tw � wall thickness of perforated duct

Tij � transfer matrix elements
�TC� � impedance matrix of domain I �main duct�
�TD� � impedance matrix of domain II �chamber�
�TI� � impedance matrix of silencer
TL � transmission loss
u1 � particle velocity which is outward normal

to the boundary surface of domain 1
u2 � particle velocity which is outward normal

to the boundary surface of domain 2
V � acoustic domain volume

x ,y ,z � coordinate axes
xi ,yi ,zi � coordinate of ith node point

Z0 � �0c0, characteristic impedance of air

Z̃ � �̃c̃, complex characteristic impedance of
the absorbing material

� � end correction coefficient of perforation
impedance

� � Dirac delta function
� � duct porosity
� � boundary surface

� j � boundary surface of jth discrete acoustic
domain

�0 � density of air
� f � filling or bulk density of fibrous material
�̃ � effective density of the absorbing material

�p � nondimensionalized acoustic impedance of
a perforated duct in contact with air alone

�̃p � nondimensionalized acoustic impedance of
a perforated duct in contact with fibrous
material

� � del operator

Superscript
i � inlet
o � outlet
p � perforations
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This paper investigates the use of periodically spaced edges or wells for the control of road traffic
noise. The wells have uniform height and width and are placed on the ground. Physical scale
modeling is used to assess the acoustic performance of these structures under laboratory conditions.
It is shown that, in certain situations where the use of conventional barriers would not be
appropriate, strategically designed riblike structures can provide insertion losses of typically
10–15 dB. The findings are explained in terms of acoustic scattering with the approaches used in
the study of resonators and diffraction/interference gratings. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2372594�
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I. INTRODUCTION

Environmental noise barriers are commonly used as a
means of controlling road traffic noise. There are many bar-
rier profiles which have been designed to utilize various
physical phenomena for achieving noise reductions. A com-
prehensive review of various types of barriers has been un-
dertaken by Ekici and Bougdah.1

Tilted reflective barriers reflect the noise towards rela-
tively less harmful directions and avoid reverberant build-up
of noise in the case of multiple barrier situations. This can
also be achieved by the use of vertical barriers with absorp-
tive faces which absorb the sound energy incident on the
barrier surface rather than reflecting it. The use of absorbing
materials has also been considered around the tops of barri-
ers to reduce the sound diffracted into the shadow zone.
Noise barriers with multiple diffracting edges have been
shown to provide beneficial noise reductions too. The barrier
types described above have been commonly used in practice.
Further account of different barrier profiles is given
elsewhere.2–4

An alternative noise barrier type, which has been shown
to provide substantial noise reduction, consists of so-called
acoustically soft pressure release surfaces mounted on top of
conventional barriers. Van der Heijden and Martens5 investi-
gated the use of a series of wells on the ground for reducing
traffic noise. The noise reductions were explained to be due
to surface wave exclusion. Various similar applications con-
sisted of a series of tubes mounted on top of conventional
barriers with horizontal6 and cylindrical caps.7 The depth of
these tubes corresponded to the quarter wavelength of the
frequency which was targeted.

Experimental studies on near-grazing propagation of
sound over theatre seating have shown large attenuations at

low frequencies.8,9 This paper explores further the param-
eters studied previously. However the geometrical setup re-
lates to situations that could arise in environmental noise
where the receivers are set back from the noise reducing
surfaces. The attenuations at mid to high frequencies are im-
portant and any noise reducing device has to operate within a
finite space.

Conventional “wall type” barriers are subject to various
nonacoustical constraints, two of which are structural limita-
tions and visual impact on environment. A series of low
height edges used to control road traffic noise, minimize
structural loading, and reduce visual impact are investigated
in this paper. This paper starts with a short review and dis-
cussion of the theoretical concepts that are likely to influence
the acoustic behavior of riblike structures. This is followed
by a description of the experimental method used to investi-
gate the performance of these structures. The paper then pre-
sents the results of the investigation and puts them in the
context of the theories behind the acoustic performance of
such structures.

II. ACOUSTIC BEHAVIOR OF RIBLIKE STRUCTURES

The noise attenuation and amplification achieved by
riblike structures can be explained by a number of mecha-
nisms. In addition to the long wave scattering effects and
diffraction effects, surface wave generation mechanisms and
interference effects all appear to play a certain part.

The discussion below reviews how various mechanisms
could influence the performance of riblike structures and
identifies the relevant physical parameters. The findings of
this discussion, in turn, would inform the experimental
model described in the forthcoming sections.

A. Quarter-wave resonators

The theory of quarter wavelength resonance may be a
contributing phenomenon to scattering. A quarter-wave reso-
nator can be thought of as a cavity closed at one end and
open at the other. Under certain conditions the body of air

a�Electronic mail: hbougdah@ucreative.ac.uk; Tel: 00441227817393; Fax:
00441227817500.

b�Electronic mail: Inan.Ekici@atkinsglobal.com
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3714 J. Acoust. Soc. Am. 120 �6�, December 2006 © 2006 Acoustical Society of America0001-4966/2006/120�6�/3714/9/$22.50



confined within the cavity can be brought to a state of
resonance.10 It is assumed that the walls and the closed end
of the channels shown in Fig. 1 are rigid and they are suffi-
ciently wide for viscous and thermal conduction effects to be
negligible.6

At resonance the reactive component of the impedance
Zd becomes zero and the input impedance of the resonator
has been shown to be11

Zd =

�oc

S
�Zo − j

�oc

S
tan kd�

�oc

S
− jZo tan kd

, �1�

where Zo is the impedance of the rigid end �Pa s /m3�, Zd is
the impedance of the open end �Pa s /m3�, k is the wave
number, k=2� /� �1/m�, S is the cross-section area of the
resonator �m2�, �o is the density of air �kg/m3�, c is the
sound velocity in air �m/s�. Assuming rigid end termina-
tion �Z0=��, the specific input impedance of the open side
of a rigid rectangular channel can be represented approxi-
mately as

Zin = i cot�kd� . �2�

According to Eq. �2�, �Zin=0�, would correspond to a pres-
sure release surface if

d = �2n + 1�
�

4
, �3�

where n=0,1 ,2, and so on. Therefore, at well depths corre-
sponding to odd multiples of the quarter wavelength of a

sound, a surface could be considered to be a pressure release
or reactive surface.

However, in all practical cases some resistive compo-
nents will exist.6 The specific input impedance of a surface
would therefore depend on the nature of the components, as
well as the depth of the wells and the wavelength of sound.
This approach does not take into account the width of the
wells, or the nature of edges. The theory of diffraction grat-
ings is used below to explain the effects of some of other
parameters.

B. Diffraction gratings

For the purpose of this paper, a diffraction grating is
defined as a collection of reflecting elements, separated by a
distance comparable to the wavelength of sound wave under
consideration. A sound wave incident on a regularly spaced
grating will, upon diffraction, have its amplitude, or phase,
or both, modified in a predictable manner.12 When a sound
wave, with a wavelength �, is incident on a grating surface,
it is diffracted into discrete directions as shown in Fig. 2,
where � is the angle of incidence, � is the angle of diffrac-
tion, m is the order of diffraction �=0, ±1, ±2, etc.�, w is the
horizontal spacing between diffracting elements.

The angles are measured from the grating normal which
is perpendicular to the grating surface at its center. The sign
convention for these angles is that those to the left of the
grating normal �anticlockwise� are positive and the ones to
the right �clockwise� are negative. The zero diffraction order
�m=0� represents specular reflection. The positive diffraction

FIG. 1. A series of quarter-wave resonators.

FIG. 2. A typical diffraction grating.
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orders appear at the same side of the normal as the incident
wave and the negative orders lie on the opposite side.

The diffracted wave front is formed by contributions
from individual diffracting elements, each of which acts as a
point source. These contributions can yield constructive and
destructive interference patterns at varying diffraction
angles.

The geometrical path difference � between an incident
and reflected plane wave from adjacent elements can be ex-
pressed as sin �+sin �. For constructive interference the dif-
fracted rays from the adjacent elements should be in phase
and therefore the path length difference should equal the
wavelength or its integral multiples. At all other angles, there
will be some measure of destructive interference between the
wavelets originating from the groove facets. These relation-
ships are expressed by the grating equation.

Constructive interference can be defined by

m� = w�sin � + sin �� . �4�

Since the maximum possible value of sin �+sin � is 2, for a
particular wavelength �, all values of m for which
�m� /w��2 would correspond to physically realizable dif-
fraction orders.

The maximum value of destructive interference can
similarly be expressed as appearing when

m�

2
= w�sin � + sin �� �5�

In the above grating equations the diffraction pattern is inde-
pendent of the shape of the diffracting elements. In reality,
however, the intensity of a general grating is proportional to
a diffraction factor and an interference factor.13 These take
into account properties of the individual diffracting elements
of the grating as well as the total number of diffracting ele-
ments. Different shapes of diffracting elements have been
investigated by Boulanger et al.14 They observed a shift in
the measured spectra to lower frequencies than that expected
for a smooth acoustically hard surface. A surface wave gen-
eration mechanism could be responsible for this.

C. Surface waves

Surface wave propagation has been investigated by
model15 and outdoor16 experiments. These waves exist be-
tween the flat ground and a conical surface as shown in Fig.
3.17 The apex of the cone coincides with the image source
position. The hatched zone indicates the area where surface
waves are possible. The value of the incidence angle 	
which defines the extent of this zone can be expressed as
follows:

sin�	� �
�Im�Zs� − Re�Zs��

�Zs�2
. �6�

For grazing incidence wave with 	=0, this general condition
requires only that the imaginary part Im�Zs� of the surface
impedance exceed the real part Re �Zs�. This criterion also
applies to the existence of surface waves for propagation
of near-grazing incidence of plane waves traveling over an
impedance ground.

The surface impedance Zs of a thin homogeneous layer
of thickness d, situated over a rigid semi-infinite backing,
can be written in terms of characteristic impedance Zc as
follows:

Zs = Zc coth�− ikb · d� , �7�

where kb is the acoustic propagation constant for layer me-
dia. According to the “thin layer model” approach, increas-
ing the height of the edges would effectively increase the
thickness of the layer.

The significant effect of surface waves, therefore, would
be expected at low frequencies for the lowest flow resistivi-
ties due to greater reactive components �i.e., imaginary com-
ponent� of surface impedance for a hard-backed layer model
for the ground. As the source height becomes lower or as the
number of edges becomes higher, the likelihood of generat-
ing surface waves would also increase. These would make
the potential improvements due to a series of edges less ap-
parent, or even negative, over certain frequencies.6

D. Interference effects within the grooves

The interference between diffracted and reflected waves
within the grooves �wells� is another likely mechanism
which defines attenuation maxima and minima. Typical re-
flection paths within a single well are shown in Fig. 4. The
direct path is represented by path x and the multiple reflec-
tions are indicated by the path a, b, c, and d. This particular
diagram shows only 3 reflection paths however a number of
alternative path diagrams would be possible for this geom-
etry.

Over a hard ground, attenuation maxima �destructive in-
terference� would occur at frequencies corresponding to path
length differences �x which are odd multiples of half-
wavelength. These frequencies can be represented as fol-
lows:

�x = �2n + 1�
�

2
, �8�

where n=0,1 ,2, etc. Similarly, an attenuation minimum
�constructive interference� would be expected to occur at fre-

FIG. 3. Existence criteria for surface waves. FIG. 4. Reflections within a well.
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quencies corresponding to path length differences �x which
are even multiples of half-wavelength. This can be repre-
sented as shown below,

�x = �2n�
�

2
, �9�

where n=0,1 ,2, etc. The interference effects could manifest
themselves in the forms of peaks �maxima and minima� in
the insertion loss spectra. The relative positions of these
peaks could indicate if these are due to interference effects
between direct and multiple-reflected �within the well� ray
paths.

E. Overall effects

The discussion above highlighted four mechanisms
which could be used in explaining attenuations and amplifi-
cations achieved by riblike structures. In certain situations,
the wavelength at which the maximum noise attenuations
occur would be expected to correspond to four times the well
depth. At grazing incidence, this could define the lowest limit
of noise attenuations. Long wave scattering effects would be
the main noise attenuation mechanism at these frequencies.
At higher frequencies, diffraction effects could become the
dominant mechanism. Interference effects between direct
and multiple-reflected �within the grooves� paths can cause
constructive and destructive interference peaks at certain fre-
quencies. On the other hand, at frequencies lower than the
limiting frequency, noise amplifications could occur due to
surface wave generation mechanisms.

A number of physical parameters have been found to
influence noise propagation over rib structures, as listed be-
low:

• wavelength of the incident wave, �
• well depth, d
• total number of diffracting elements
• well width, w
• source and receiver locations
• nature of the individual diffracting elements
• overall distance covered by diffracting elements

The likely effects of the four mechanisms and parameters
identified above will be investigated using a number of
physical scale models.

III. EXPERIMENTAL METHOD

The experimental investigation into the performance of
riblike structures was carried out in a semi-anechoic chamber
3 m long 
3 m wide 
2.75 m high. Aluminum sheets used
to simulate reflective ground surfaces were 2 mm thick, and
the edges used to simulate riblike structures with reactive
surfaces consisted of 1 mm thick aluminum angles.

The modeling scale was 1:10. The frequency range at
which the testing was carried out was 1 600 Hz–12 500 Hz
at 1 /3 octave band intervals, corresponding to full scale fre-
quencies in the range between 160 Hz and 1250 Hz. This
frequency range represents the lower and peak frequencies of
a typical A-weighted road traffic noise spectrum where noise

attenuation in practice is more difficult to achieve compared
with the higher frequency end. The air absorption correction
was not applied in this study, given that the frequency range
was relatively low, the distances were small, and the analysis
focused mainly on relative comparisons. In this paper full
scale dimensions and frequencies are reported throughout,
except where indicated.

The noise source was a small sized tweeter speaker con-
nected to a white noise generator through an amplifier. The
source approximated to a “point source.” Although not inves-
tigated as part of this paper, a more accurate 2D system can
be obtained by the use of a “line source.” The noise output
was kept constant throughout the test. The directivity char-
acteristics of the source in the frequency of interest are
shown in Table I. The physical center of the source was
0.4 m above the ground. The receiver was a 1

2 in. micro-
phone connected to a B&K 2260 sound level meter.

The background sound pressure levels �SPL� were less
than 10 dB at the frequency range of interest. The signal
levels varied between 50 dB and 85 dB depending on the
setup, receiver position, and the frequency. The signal levels
were monitored at the receiver positions under consideration
and at a reference point which was 0.3 m �1:10 scale� from
the source and remained the same in all tests to enable com-
parisons between different configurations. The SPL with the
configurations under consideration were monitored and com-
pared with those for a single or no edge cases, as appropriate.

The investigation consisted of three sets of experiments.
In the first set of tests described in Sec. IV A, the effects of
multiple edges situated on the ground were studied. A single
edge consisting of a 90° aluminum angle with dimensions of
0.25 m
0.25 m was first placed between the source and the
receiver at a distance of 5 m from both. The progressive
increase in the number of edges from 1 to 17 was then in-
vestigated at a single receiver location. The maximum width
of the barrier was 4 m. This receiver position was chosen
such that the line-of-sight from the physical center of the
source to the receiver was grazing the top of the edge. This
ensured the subsequent addition of edges in the direction of
the receiver did not affect the path length of the sound. The
geometrical configuration and results for this setup are pre-
sented in Sec. IV A.

The second set of experiments investigated the effects of
a riblike structure at a number of receivers with different
vertical heights without varying the horizontal separation be-
tween source and receiver or modifying the edge configura-
tion. This geometry was intended to look at the effect of
attenuations or amplifications at different diffraction angles.
In these experiments, a riblike structure consisting of 21
edges spaced at 0.08 m and a height of 0.17 m was used. The
width of the barrier was 1.6 m. Seven receivers were hori-
zontally situated 12 m from the source �or 7 m from the edge
nearest to source�, at heights between 0 m and 3 m above the
ground and spaced at 0.5 m increments above each other.

TABLE I. Directivity characteristics of the source.

Frequency �kHz� 1.6 2 2.5 3.15 4 5 6.3 8 10 12.5
Directivity index �dB� 2 2 2.8 3.5 3.7 3.9 4.1 6.7 4.5 9.2
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SPL measurements were made at each receiver location for
no edge, single edge, and 21 edge configurations, respec-
tively. The results are described in Sec. IV B.

The third set of experiments, described in Sec. IV C,
used three different well depths to identify the effect of these
on the lowest frequency at which attenuation occurs. In these
experiments 14 edges and three different combinations of
edge height and spacing were used at six different receiver
locations, two distances, and three heights as before. The
width of barriers varied between 1 m and 3.25 m depending
on the setup.

IV. RESULTS

This section will present the results of the experimental
investigation for all three sets of experiments.

A. Progressive increase in the number of edges

As previously stated, the objective of this experiment is
to investigate the effects of progressive addition of edges, at
a typical receiver. The basic geometry is shown in Fig. 5.
The depth of wells in this experiment is 0.25 m. Maximum
attenuations would be expected at the wavelength which cor-
responds to four times the well depth as discussed before,
namely �=1 m and f =340 Hz. Figure 6 shows the SPL for
the various geometric configurations ranging from 1 to 17
edges.

Above about 315 Hz, the SPL is gradually reduced with
increased number of edges. Between 400 Hz and 1250 Hz,
the reductions in SPL due to the 17-edge case are between
17 dB and 26 dB which is rather significant. At lower fre-
quencies, the addition of further edges increases the SPL by
up to 4 dB. This could be due to surface wave generation
discussed earlier. At 250 Hz the 8-edge configuration
achieves the maximum sound reduction and the addition of
subsequent edges led to an increase in the SPL. At 315 Hz,
the addition of 4 edges achieved most of the reductions and
the remaining edges up to 17 did not contribute substantially
to the overall noise reduction at this frequency band.

This receiver is situated on the ground and the addition
of the first edge obstructs the line of sight from source to
receiver. However the subsequent addition of edges does not
affect the path length difference significantly and therefore
SPL reductions are caused by other factors. From the trend in
the SPL reductions, further substantial reductions by the ad-
dition of even more edges appear achievable. However this is
beyond the scope of this paper.

B. Effect of receiver height

In order to investigate the effect of the receiver height
on the performance of the riblike structure, a series of tests
were carried out on a geometry consisting of 21 edges com-
bined with seven receiver heights. The setup is shown in Fig.

FIG. 5. Experimental setup for investigating the effect
of progressive increase in the number of edges.

FIG. 6. Variation in SPL with increased number of
edges, receiver 5, 0.
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7 together with the diffraction angles of various receivers.
The resulting insertion loss values for each of the receiver
heights are shown in Fig. 8.

At receiver heights of 0 m and 0.5 m the largest inser-
tion loss occurred at 500 Hz. As the height of the receiver is
increased, this maximum benefit shifts to lower frequencies.
This coincides with 315 Hz at a 1 m high receiver, with
250 Hz at 1.5 m high receiver and with 200 Hz at higher
receivers.

At 160 Hz, decreasing the height of the receivers re-
duces the performance. The receiver at 3 m above the
ground has a +3 dB insertion loss whereas the receiver at
ground level, which is also the only receiver partially in the
shadow zone, has a −3 dB insertion loss. The influence of
the single edge is negligible at this frequency and therefore
these effects can be attributed to the riblike structure.

At around 630 Hz, the situation appears to be reversed.
As the height of the receiver increases, the noise levels at the
receiver increase hence the insertion loss decreases. The ex-
ception is the 0.5 m high receiver at grazing incidence which
possesses a higher insertion loss than the receiver on the
ground, which is partially in the shadow zone. At 1250 Hz,
the situation is similar to that described above.

The frequency which corresponds to the quarter-
wavelength of the well depths in this case is 500 Hz accord-

ing to Eq. �3�. Based on the testing frequency range of
160–1250 Hz and the grating separation distance of approxi-
mately w=0.1 m, the only mode permitted by the grating
equation at incidence and diffracted angles of 90° is m=0,
occurring at around receivers 1 and 2 positioned at heights of
0 m and 0.5 m above ground, respectively. Therefore with
the present setup it may prove difficult to identify the diffrac-
tion angles at which these effects may be taking place.

C. Effect of well depths

Figure 9 shows the setup for the third experiment, where
the edge number is fixed as 14, whereas three well depths,
0.08 m, 0.17 m, and 0.25 m are compared. Corresponding to
the second experiment, there are 6 receiver positions. The
insertion loss of different reactive surfaces over that of a
single edge are given as single figure insertion loss values in
Table II. These are a simple linear average of the insertion
loss values measured at individual frequency bands in an
attempt to eliminate the influence of actual spectrum shape.
The spectra of insertion loss values obtained for the three
well depths at each of the six receiver locations are shown in
Fig. 10.

For receivers �5, 0�, �5, 0.4�, �10, 0�, and �10, 0.4� the
general pattern of the differences between the three well

FIG. 7. Experimental setup for 21
edges and 7 receiver heights.

FIG. 8. Insertion loss of 21-edge configuration �well
depth=0.17 m� at various receivers.
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depths is similar. This is characterized by two distinct re-
gions in the insertion loss spectrum. Between 250 and
500 Hz the insertion loss values seem to correspond to the
depth of the well. As the well depth increases, so does the
insertion loss. At 630 Hz and above, the trend is slightly
different as the 0.17 m well yields the worst performance. At
these frequencies, it seems that the insertion loss follows the
spacing of edges rather than their height. This is due to the
width of the reactive surface.

The remaining two receivers �5, 1.5� and �10, 1.5�, seem
to have a similar pattern of insertion loss values, which is
different than that observed previously. At lower frequencies,
the insertion loss values seem to increase with well depth,
the change in pattern �drop in insertion loss� occurs at lower
frequencies than those above, and at a higher rate to the point
where the values are negative. The peak insertion loss for the
0.08 m deep well occurs at a frequency of two 1/3 octave
bands higher than that for the 0.07 m and the 0.25 m deep
wells.

The maximum attenuations at the 0.25 m wells corre-
spond to the quarter-wavelength of the well depth. This was
not observed for other two well depths. It should be stressed
that the proportion of area covered by the 0.17 m and 0.08 m
edges is much smaller than that covered by the 0.25 m
edges, even though the total number of wells is identical for
all three cases.

In the case of 0.17 m wells, the magnitudes of peaks are

less pronounced. For the maximum attenuations at resonant
frequencies to be realized, the wavelength of the sound wave
has to be smaller than half of the overall width of the reactive
surface. The 0.17 m wells do not meet this requirement as
shown in Table III.

The effects of surface waves can be seen in Fig. 10, for
the two receivers at 1.5 m above ground. As the well depth is
increased lower receivers are further in the shadow zone and
some of the attenuations would be due to line-of-sight being
intercepted.

This experiment showed that the overall width of the
reactive surface is important for ensuring high frequency per-
formance.

V. DISCUSSIONS AND CONCLUSIONS

This paper presents the findings of a series of tests un-
dertaken in a semianechoic chamber to investigate the per-
formance of riblike structures consisting of multiple edges.
With strategic designs riblike structures can be very effective
in providing insertion loss, typically 10–15 dB.

Quarter-wavelength resonance and surface wave genera-
tion play a significant role in determining their performance
at lower frequencies. It was found that mainly the depth of
the wells determined the lower frequency limit of attenua-
tions. At frequencies lower than the limiting frequency, and
at certain receiver locations, the attenuation could be nega-
tive due to surface wave generation. The attenuations were
found to be greatest for receivers which were situated at
propagation angles and horizontal distances close to the re-
active surface.

The significant effect of surface waves can be seen at
low frequencies for the lowest flow resistivities due to
greater reactive component �i.e., imaginary component� of
surface impedance for a hard-backed layer model for the
ground. As the source height becomes lower or as the num-
ber of edges becomes higher, the likelihood of generating
surface waves would also increase. These would make the
potential improvements due to a series of edges less appar-
ent, or even negative, over certain frequencies. This can be

FIG. 9. Experimental setup for inves-
tigating different well heights.

TABLE II. Linear average of insertion loss values �in dB� for 14-edge
configurations at three different well heights

Receiver

Average insertion loss �dB� with three well heights

0.08 m 0.17 m 0.25 m

�5, 0� 3.1 3.9 10.2
�5, 0.4� 3.6 4.2 10.3
�5, 1.5� 0.1 0.8 2.1
�10, 0� 2.1 3.4 7.6

�10, 0.4� 2.7 3.4 8.4
�10, 1.5� 1.6 3.6 5.4
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seen in Fig. 10, for the two receivers at 1.5 m above ground.
In addition, interference between direct and reflected

�within the grooves� paths was shown to be a possible expla-
nation for the measured peaks �maxima and minima� in at-
tenuation spectra, although these observations did not hold
for some of the configurations with smaller edge heights. At
higher frequencies diffraction effects were shown to be the
likely mechanism responsible for the attenuations, although
the geometries investigated did not allow these attenuations
to be related to diffraction grating effects at various diffrac-
tion angles.

FIG. 10. Insertion loss of 14-edge configuration at different well heights.

TABLE III. Acoustic characteristics of the 14-edge configuration at differ-
ent well heights.

Well depth �m�

Approximate
resonant

frequency �Hz�
Corresponding
wavelength �m�

Half-width
of reactive
surface �m�

0.25 340 1.0 1.6
0.17 500 0.68 0.5

0.08 1075 0.32 1.1
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Some of the configurations described in this paper have
been studied elsewhere18 using 1/24 octave band frequency
resolution. Although the presence of maxima and minima
was clearly noted, the work did not identify any correlation
between the location of these and various geometric setups.
Such a correlation may strongly depend on small variations
in the experimental setup including the position of receiver.
This would need to be investigated as part of better con-
trolled experiments.

The high frequency performance appeared to be depen-
dent on diffraction effects characterized by the overall sur-
face area the wells and the total number of edges. This was
not necessarily the case for receivers which were in direct
line of sight of the source. It was found that the there was an
optimum number of edges for the most favourable attenua-
tions, depending on the diffraction angles and the frequen-
cies.

As the diffraction angles as measured from the grating
normal were reduced, the attenuations were observed to shift
to lower frequencies. The high frequency gains at these re-
ceivers were negative. For the maximum attenuations at
resonant frequencies to be realized, the wavelength of the
sound wave would need to be smaller than the half-
wavelength of the overall width of the reactive surface.

Possible applications for these structures would include
central reservations on motorways and on top of other struc-
tures �such as earth bunds or rows of garages�. These appli-
cations however need to be considered from a maintenance
point of view. The effect of dust built-up and rubbish clog-
ging up the wells need to be considered.

The separation distance between the edges and the na-
ture of the scattering objects have not been investigated as
part of this work. Further study would also be required on
the use of absorbing treatment in and around the wells and
the use of the riblike structure in conjunction with absorbing
ground and vegetation.
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In active noise control, it is desired to generate destructive interference by model-independent
control. This is possible for single-channel systems to which a recently proposed method, called
orthogonal adaptation, is applicable. In this study, the new method is extended to multichannel
systems. An important issue is how to optimize a feedforward controller in the minimum H2 norm
sense. In practice, secondary paths of some multichannel systems may be nonminimum phase. It is
a difficult problem to design H2 feedforward controllers for multichannel systems with
nonminimum phase secondary paths. The problem is solved analytically here with the best
achievable, a practical and an economical solution. A recursive least squares algorithm is presented
for online identification of multiple paths without persistent excitations. These solutions make it
possible to implement noninvasive mode-independent controllers for multichannel systems.
Experiment results are presented to verify the analytical results. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2358012�
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I. INTRODUCTION

Feedforward control is a popular method for active noise
control1,2 �ANC� when the primary signal is either available
or recoverable as the reference signal. Secondary sources are
excited to generate destructive interference in noise fields.
Analytically, eigenfunctions of noise fields are the best tools
for ANC design. Practically, eigenfunctions are not available
accurately. Take a one-dimensional �1D� duct for example,
its eigenfunctions depend on the impedance of duct ends,
which is approximated by zero/infinity for an open/closed
end. If the impedance of duct ends changes from �-� to
�-0, the kth eigenfunction of the duct changes from
cos��k� /L�x� to cos���2k−1�� /2L�x� where L is the duct
length.3 Since impedance of an open/closed duct end is not
really zero/infinity, it is not possible to obtain accurate eigen-
functions for 1D ducts, let alone three-dimensional noise
fields whose eigenfunctions depend on more unknown pa-
rameters.

In a practical approach, error sensors are placed in a
noise field to anchor a designated quiet zone. Transfer func-
tions from secondary sources to error sensors become the
minimum information for an ANC system. The filtered-x
least mean squares �FxLMS� is a popular tool for controller
adaptation, whose stability depends on the accuracy of path
models. A system may be unstable if phase errors in a model
exceed 90°.4–6 Since transfer functions in noise fields may
drift due to variation of environmental or boundary condi-
tions, many ANC systems apply online modeling to keep
path models close to true transfer functions. These are called
model independent ANC �MIANC� systems for ease of ref-
erence. Proposed here is a new MIANC system.

In most ANC systems, path models are finite impulse
response �FIR� filters with many parameters. Accurate esti-

mation of model parameters requires “persistent
excitations”7—the invasive injection of probing signals into
actuation signals.8 Some researchers try to regulate the mag-
nitudes of invasive signals,9,10 others investigate noninvasive
modeling of secondary. paths.11–13

Recently, a method called orthogonal adaptation has
been proposed for single-channel systems to implement non-
invasive MIANC systems.14 It is extended here to multichan-
nel systems. A major difficulty is how to force the regression
vector as orthogonal as possible to the online models. For
multichannel systems, it is more difficult to meet the or-
thogonal requirement if the secondary path is nonminimum
phase �NMP�. The problem is solved here with the best
achievable, a practical and an economical solution. A recur-
sive least squares �RLS� algorithm is proposed for online
modeling of multichannel systems. Experimental results are
presented to verify the extended algorithm when applied to
multichannel systems.

II. BACKGROUND INFORMATION

In an ANC system, transfer functions from primary and
secondary sources to error sensors are represented by P�z�
and S�z� as the primary transfer vector and secondary trans-
fer matrix. The actuation signal is generated by a�z�
=C�z�r�z� where C�z� is the controller transfer vector and
r�z� is the reference signal. The error signals are given by

e�z� = P�z�r�z� + S�z�a�z� = �P�z� + S�z�C�z��r�z� . �1�

when r�z� is broadband noise, e�z�=0 requires an ideal con-
troller

C�z� = − S−1�z�P�z� . �2�

Equation �2� is stable if S�z� is minimum phase �MP�, which
requires a nonsingular S�z� for all �z � �1. Otherwise, the
secondary path is NMP, Eq. �2� is unstable and an achievable
objective is to minimizea�Electronic mail: mmjyuan@polyu.edu.hk
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�e�z��2 = �P�z� + S�z�C�z��2. �3�

The proposed system achieves this objective with a block
diagram shown in Fig. 1.

It is assumed by many researchers that P�z� and S�z� are
approximated by FIR filters with negligible errors, which is
adopted in this study. Let P= �P0P1 , . . . , Pm� and S
= �S0S1 , . . . ,Sm� denote coefficients of P�z� and S�z� respec-
tively, the time-domain version of Eq. �1� is a discrete-time
convolution

et = 	
k=0

m

Pkrt−k − 	
k=0

m

Skat−k, �4�

where et, rt, and at, denote respective samples of e�z� ,r�z�,
and a�z�. Introducing coefficient matrix �= �P S� and re-
gression vector �t= �rtrt−1 , . . . ,rt−matat−1 , . . . ,at−m�T, one may
rewrite Eq. �4� to

et = ��t. �5�

Since the regression vector �t contains actuation signal at,
controllers are designed to regulate �t and minimize objec-
tive function

Jt = 	 et
Tet = 	 �t

T�T��t, �6�

where the summation is over a sliding time window.
Like other MIANC systems, the proposed one mini-

mizes Jt, when �= �P S� is not available. Online estimates

of P�z� and S�z� are denoted as P̂�z� and Ŝ�z�, which are
obtained by minimizing estimation error

��z� = e�z� − P̂�z�r�z� − Ŝ�z�a�z�

= �P�z�r�z� + �S�z�a�z� . �7�

Here �P�z�= P�z�− P̂�z� and �S�z�=S�z�− Ŝ�z� are model er-

rors. If �̂= �P̂ Ŝ� denotes online estimate of �= �P S�, then

P̂= �P̂0P̂1¯ P̂m� and Ŝ= �Ŝ0Ŝ1¯ Ŝm� contain coefficient ma-

trices of P̂�z� and Ŝ�z�, respectively. The time-domain ver-
sion of Eq. �7� is

�t = et − �̂�t = ���t, �8�

where ��=�−�̂. The system performs two online tasks.
One is a modeling task to drive �t→0 and the other is an

optimizing task to force êt=�̂�t
0. Here êt is the error
signal of the model system in Fig. 1. Similar to the derivation

from Eq. �1� to Eq. �5�, one can see that êt=�̂�t is equiva-
lent to

ê�z� = P̂�z�r�z� + Ŝ�z�a�z� = �P̂�z� + Ŝ�z�C�z��r�z� . �9�

The optimization task solves C�z� by minimizing �P̂�z�
+ Ŝ�z�C�z��2.

Let �T= �pT ST� denote one row of �, then �̂T= �p̂T ŝT�
and ��

T= ��pT ,�sT� are the corresponding rows of �̂ and

��, respectively. Objectives �t=���t→0 and êt=�̂�t
0

are equivalent to ��
T�t→0 and ��̂T�t � 
0 for all rows. Ef-

fects of the two tasks are illustrated in Fig. 2 where the two
axes represent the p- and s spaces of �T= �pT sT�. Driving
��

T�t→0 is equivalent to driving 	→90° while forcing

��̂T�t � 
0 is equivalent to forcing 

90°. When the con-
troller starts, 	�90° and 
�90° in Fig. 2�a�. One may find

respective algorithms, such that ��
T�t→0 and ��̂T�t � 
0 are

FIG. 1. Block diagram of the proposed ANC system.

FIG. 2. Illustration of orthogonal adaptation: �a� adapting and �b� converg-
ing.
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achieved, respectively. If the system converges to 	=90° and


=90°, �t is orthogonal to ��, �̂ and � simultaneously and Jt

is minimized in view of Eq. �6�.
Analytically, one may understand the joined effects of

the two online tasks via

�et� = ��t + �̂�t� = ��t + et
ˆ � � ��t� + �et

ˆ � , �10�

which is obtained by adding êt=�̂�t to both sides of Eq. �8�.
On the left hand side of Eq. �10�, et, represents the ANC
error. On the right hand side, �t=���t is the estimation
error, and êt is the error of the model system in Fig. 1. If

��
T�t→0 and ��̂T�t � 
0 for all components of �t=���t and

�̂�t, then ��t � →0 and �et
ˆ � 
0 imply �et � 
0 even ���0.

III. CONTROLLER OPTIMIZATION

It may not be difficult to minimize �êt� if Ŝ�z� is MP in
every step of estimation. One can substitute C�z�=

−Ŝ−1�z�P̂�z� into Eq. �9� such that �P̂�z�
− Ŝ�z�Ŝ−1�z�P̂�z��r�z�=0 and equivalently et

ˆ =0. Unfortu-

nately, Ŝ−1�z� is unstable if Ŝ�z� is NMP, in which case a

stable C�z� is sought to minimize �P̂�z�+ Ŝ�z�C�z��2. This is a
difficult problem for multichannel systems.

A. Best achievable solution

For systems with equal inputs and outputs, the inverse of

Ŝ�z� has the form of

Ŝ−1�z� = D̂−1�z�Ŝa�z� , �11�

where D̂�z� and Ŝa�z� are the determinant and adjoint of Ŝ�z�,
respectively. Singularities of Ŝ�z� depend on roots of D̂�z�.
Let ri denote the ith root of D̂�z�, then Ŝ�z� is NMP if there
exist some �ri� such that �ri � �1.

The optimal controller is related to D̂�z�=Dm�z�Dn�z�,
where Dm�z� and Dn�z� are the MP and NMP parts of D̂�z�,
respectively. One may obtain a mirror polynomial Rn�z� by
using coefficients of Dn�z� in the reversed order. It can be
shown15 that Wa�z�=Dn�z� /Rn�z� is a stable all-pass filter. It
then follows that

D̂�z� = Dn�z�Dm�z� =
Dn�z�
Rn�n�

Rn�z�Dm�z� = Wa�z�Wm�z� ,

�12�

where Wm�z�=Rn�z�Dm�z� is a MP filter. The optimal con-
troller has the form of

Co�z� = Ŝa�z�G�z� . �13�

Using Eqs. �11� and �12�, one can see that Ŝa�z� and Ŝ�z� are
related to each other by

Ŝ�z�Ŝa�z� = D̂�z�I = Wa�z�Wm�z�I , �14�

where I is an identity matrix. Substituting Eqs. �13� and �14�
into ��P̂�z�+ Ŝ�z�Co�z���2, one obtains

� P̂�z� + Ŝ�z�Co�z��2 = � P̂�z� + Wa�z�Wm�z�G�z��2. �15�

The above equation may be rewritten to

� P̂�z� + Ŝ�z�Co�z��2 = �Wa�2�Wa
−1P̂ + WmG�2

= �Wa
−1�z�P̂�z� + Wm�z�G�z��2, �16�

where �Wa�z��2=1 since it is an all-pass filter. The next step
is to apply the long-division and obtain

Wa
−1�z�P̂�z� =

Rn�z�P̂�z�
Dn�z�

=
Pr�z�
Dn�z�

+ Pq�z� , �17�

where Pq�z� and Pr�z� are the quotient and remainder poly-
nomial vectors. The two parts on the right hand side of Eq.
�17� are orthogonal to each other in the H2 norm sense, such
that Eq. �16� may be expressed as

� P̂�z� + Ŝ�z�C0�z��2 = �Wa
−1�z�P̂�z� + Wm�z�G�z��2

= �
Pr�z�
Dn�z�

�2 + �Pq�z� + Wm�z�G�z��2.

�18�

When Dn�z� is the NMP part of D̂�z�, Pr�z� /Dn�z� is
unstable and cannot be cancelled by any stable feedforward
controller. The best achievable result is �Pq�z�
+Wm�z�G�z��2=0 by controller

G�z� = − Wm
−1�z�Pq�z� = −

Pq�z�
Rn�z�Dm�z�

or

Co�z� = −
Ŝa�z�Pq�z�
Rn�z�Dm�z�

. �19�

Any other feedforward controller only increases Eq. �18� if it
is not given by Eq. �19�.

A key step in the above.derivations is the use of Eqs.
�13� and �14�. To the best of author’s knowledge, this is the
first reported method to find a H2 feedforward controller for
multichannel systems with square and NMP secondary paths.
It is not perfect since Eqs. �13� and �14� are applicable only

if Ŝ�z� is square. When there are different inputs and outputs,
a suboptimal controller is solvable by methods presented in
the next two subsections.

B. Practical solution

One may also design a practical and suboptimal control-
ler C�z� to minimize

� P̂�z� + Ŝ�z�C�z��2 = �F�z��2, �20�

where C�z� and F�z� are FIR filters. The impulse response of
Eq. �20� is given by
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F = �
F1

F2

�

�

F2m−1

 =�
P̂1

P̂2

�

P̂m

 + �
Ŝ1

Ŝ2 Ŝ1

� Ŝ2 �

Ŝm � � Ŝ1

Ŝm � Ŝ2

� �

Ŝm

�C1

C2

�

Cm

 = P̂ + �sC , �21�

where FT= �F1 , . . . ,F2m−1� and CT= �C1 , . . . ,Cm� are coeffi-
cient vectors of F�z� and C�z� respectively, coefficient ma-

trices of Ŝ�z� are used to construct matrix

�s = �
Ŝ1

Ŝ2 Ŝ1

� Ŝ2 �

Ŝm � � Ŝ1

Ŝm � Ŝ2

� �

Ŝm

 . �22�

According to Parserval’s theorem, minimizing �P̂�z�
+ Ŝ�z�C�z��2= �F�z��2 is equivalent to minimizing �F�2. The
objective function is

FTF = �P̂ + �sC�T�P̂ + �sC�

= P̂TP̂ + P̂T�sC + CT�s
TP̂ + CT�sC , �23�

where �s=�s
T�s is the autocorrelation matrix of the impulse

response of Ŝ�z�. One may introduce �=�s
TP̂ and substitute

CT�s
TP̂=CT�s�s

−1� into Eq. �23�. This leads to

FTF = P̂TP̂ − �T�s
−1� + ��sC + ��T�s

−1��sC + �� ,

�24�

where parameter vector C only affects ��sC
+��T�s

−1��sC+��.
In this solution, C�z� minimizes FTF if �sC=−� is

solvable or the rank of �s equals its row size. This is not a
problem for single-channel systems. For multichannel sys-
tems, however, special care has to be taken to satisfy the rank
requirement. The resultant controller is suboptimal if com-
pared with Co�z� in Eq. �19�, but it is more practical and less
computationally expensive.

Since �s depends on coefficient matrices of Ŝ�z�, its rank

could change as the system identifies Ŝ�z�. There may be
instants when �s is rank defective and �s=�s

T�s is singular.
A pseudoinverse of �s may be used to minimize �sC+�

0 in such cases. Substituting into Eq. �24�, one can see that
FTF is not minimized to the full extent when �sC+�
0.
While a rank defective �s degrades ANC performance, it
does not affect system stability as long as C�z� is bounded.

C. Economic solution

In many ANC applications, P�z� and S�z� are approxi-
mated by FIR filters with large numbers of coefficients. The
dimension of �s is �lm�2 if a multichannel system has l
actuators and the degree of C�z� is m. Calculation of �s and
� requires additional work. Online solution of �sC=−� is
very expensive.

Alternatively, one may consider a positive definite func-
tion O=0.5FTF and a recursive algorithm that updates C and
minimizes O. The time derivative of O is given by

Ȯ = FT�sĊ , �25�

where Eq. �21� is used to link Ḟ to Ċ. The above equation
suggests a very simple way to modify C. It is given by

Ċ = − ��s
TF or Ct+1 = Ct − ��s

TF�t , �26�

where � is a small positive constant and �t is the sampling

interval. Combining Eqs. �25� and �26�, one obtains Ȯ
=−�FT�s�s

TF�0. Therefore O=0.5FTF will be minimized
by the recursive use of Eq. �26�.

The advantage of this solution is to avoid online inverse
of �s. The method is not able to minimize O=0.5FTF in
every step of identification, though it reduces the computa-
tional cost. Mathematically, this solution is equivalent to the
practical one upon the convergence of Eq. �26�. Therefore
the same rank condition is preferred. In case �s is rank de-
fective, �s is singular and there does not exist a suboptimal
C for �sC=−� no matter what method is used to solve
C�z�. In view of Eq. �24�, FTF cannot be minimized to the
full extent as Ct converges to a finite vector C but �sC+�
�0. System stability, however, will not be affected by the
rank of �s as long as C�z� is bounded.

IV. CONVERGENCE OF PATH MODELING

In the previous section, a rank condition on �s is pre-
ferred by the optimization task. According to Eq. �22�, �s

consists of coefficient matrices of Ŝ�z� and Ŝ�z� is an estimate
of S�z�. If P�z� and S�z� were available accurately, the opti-
mization should be applied to P�z� and S�z�. The rank con-
dition basically depends on S�z� and system configuration
such as locations of actuators and error sensors. This is ac-
tually a preferred condition for all multichannel ANC sys-
tems. It has not been discussed in the literature since most
ANC systems update controllers by FxLMS. A controller ob-
tained by FxLMS is not necessarily optimal. In view of Eq.
�24�, a multichannel feedforward controller is not optimal in
the minimum H2 norm sense if the rank condition is not
satisfied, in which case satisfying the rank condition is a new
hint for system improvement.

Here S�z� and Ŝ�z� are said to satisfy the rank condition
respectively, if �s satisfies the rank condition when coeffi-

cient matrices of S�z� and Ŝ�z� are substituted in Eq. �22�,
respectively. There are two possible cases when �s does not
satisfy the rank condition: �1� S�z� does not satisfy the rank

condition and Ŝ�z� converges to S�z�; and �2� S�z� satisfies

the rank condition but Ŝ�z� does not converge to S�z�. One
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must adjust system configuration such that S�z� satisfies the
rank condition in the first place. It is then possible to identify

Ŝ�z� that satisfies the rank condition at each step of estima-
tion. This requires a very complicated algorithm16 and is an
additional restriction to online modeling.

In this section, a simple RLS algorithm is proposed to
drive �t=���t→0 and satisfy the rank requirement on �s.
The algorithm has a matrix form

�̂�t + 1� = �̂�t� +
�t�

T

�T�
. �27�

One may use positive definite function V�t�
=Tr���T�t����t�� to analyze the convergence of Eq. �27�.
Similar to identity a2−b2= �a−b��a+b�, it can be verified
that

V�t + 1� − V�t� = Tr�

����t + 1� − ���t��T����t + 1�

+ ���t��� . �28�

with the help of Eq. �27� and ��=�−�̂, one can obtain

���t + 1� − ���t� = �̂�t� − �̂�t + 1� = �t�
T�t�/�T�

�29�

and

���t + 1� + ���t� = 2� − �̂�t� − �̂�t + 1� = 2���t�

− �t�
T�t�/�T� . �30�

The next step is to substitute Eqs. �29� and �30� into Eq. �28�,
which leads to

V�t + 1� − V�t� = Tr�− ��t
T

�T�
�2���t� −

�t�
T

�T�
�� . �31�

Substituting Tr���t
T���=�t

T���=�t
T�t and Tr���t

T�t�
T�

=�t
T�tTr���T��t

T�t�
T� into Eq. �31�, one can finish the

derivation with

V�t + 1� − V�t� = −
�t

T�t

�T�
� 0. �32�

It indicates monotonous decrease of V�t�=Tr���T�t����t��
until �t→0.

A simple attempt to meet the rank condition on �s is a

proper choice of initial guess for Ŝ�z�. When the secondary

path is square, a possible initial guess of Ŝ�z� would be an
identity matrix. When there are different inputs and outputs,

one may initialize Ŝ�z� with pseudorandom values such that
the initial rank of �s equals its row size. This is an effective
way to avoid heavy computations and maintain good ANC
performance. In simulations, the ANC performance degrades

drastically if the initial guess of Ŝ�z� does not meet the rank
condition while other conditions remain unchanged.

V. COMPARISON WITH OTHER MIANC SYSTEMS

Model independent by online modeling is the common
feature of all MIANC systems including the proposed one.

While there are slight differences in identification algo-
rithms, the computational cost of online modeling is almost
the same. The main difference is how to design the controller
and how to evaluate performance, which are the subjects of
comparison.

Most MIANC systems need another task for controller
adaptation by FxLMS, which requires manageable computa-
tions in one sample but takes many samples for C�z� to con-

verge after the convergence of Ŝ�z� in online modeling. Since
FxLMS is an estimation algorithm, there are inevitable esti-
mation errors in C�z�. System stability is a problem if the

phase error of Ŝ�z� exceeds 90°. After FxLMS drives the
convergence of C�z�, it is difficult to see if C�z� is optimal or
not. In case C�z� is not optimal, it is not clear how to im-
prove system performance.

The proposed system optimizes C�z� without adaptation.

If Ŝ�z� is square, the best achievable solution is proposed. If

Ŝ�z� is not square, two suboptimal solutions are proposed.
Advantages of the proposed method are weak points of

FxLMS: �a� The methods are stable and optimal even Ŝ�z�
does not converge to S�z�; �b� it is possible to achieve the
best achievable performance; �c� if hardware is fast enough,

C�z� can be solved by minimizing �P̂�z�+ Ŝ�z�C�z��2 imme-

diately after the convergence of P̂�z� and Ŝ�z�; �d� there are
no estimation errors in C�z�; and �e� the controller is optimal

in the minimum H2 norm sense if a rank condition on Ŝ�z� is
satisfied.

With available hardware, the first two solutions are too
computationally expensive to be done in every sample inter-
val. The economic solution requires roughly m times the
storage and computations required by FxLMS, where m is
the degree of C�z�. These methods are no match to FxLMS
in terms of computational cost in each sample interval. Ad-
vantages of the proposed system will eventually become at-
tractive when faster optimization algorithms are available or
computers are faster and less expensive to offset drawbacks
of heavy online computations.

VI. IMPLEMENTATION AND VERIFICATION

An experiment was conducted to test orthogonal adapta-
tion for multichannel systems. The controller was imple-

mented in a dSPACE 1103 board. The degrees of C�z�, P̂�z�,
and Ŝ�z� were m=300. The primary source and secondary
sources were 6 in. speakers. The online tasks were imple-

mented using Eqs. �26� and �27� with initial guesses P̂�z�
=0, Ŝ�z�=I and C�z�= �1,1 ,1�T. The system sampling rate
was 1538 samples/s and all signals were low-pass filtered
with cutoff frequency 500 Hz. In the experiment, r�z� was
broadband noise. While it is possible to recover r�z� from a
measured signal, it would take additional computer time for
online modeling of feedback paths and cancellation of acous-
tical feedbacks. To save computer time for the main focus,
r�z� was directly available to the controller. Figure 3 shows
the experiment configuration.

The experiment was conducted in an anechoic chamber.
The controller was turned off first to collect signals from the
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error sensors. Power spectral densities �PSDs� of the signals
were normalize by the PSD of r�z� as the comparison refer-
ences, which are shown as the gray curves in Figs. 4�a�–4�c�.
The ANC was then turned on for a while before taking sig-

nals from the error sensors. The black curves in Figs.
4�a�–4�c� represent normalized PSDs of the error signals col-
lected after the ANC was active. Significant noise reduction
is observed in the entire frequency range of interest. It is
verified by the experiment that orthogonal adaptation is an
effective approach for model-independent feedforward con-
trol of multichannel systems.

Like other MIANC systems, the proposed one only
minimizes error signals. Due to hardware limit, the experi-
mental system only had three error sensors. Its bandwidth
was half the sampling frequency with the shortest wave-
length of 48.23 cm. The range of the quiet zone was limited
by two main facts: �1� an error sensor anchors a quiet region
whose range is a small fraction of shortest wavelength; and
�2� any combination of three anchors is in a two-dimensional
plane. A larger quiet zone could be possible if it is sheltered
by many closely spaced anchors to prevent noise from pen-
etrating between anchors. It is not yet possible to test the
proposed methods in such a large scale with our available
hardware and programming skills.

A further study is in the way to find faster algorithms for
minimizing �êt�, or program available ones in a more effi-
cient way. A possible attempt is to combine online economic
solution with offline best solution to improve performance

FIG. 4. Normalized PSDs of uncontrolled �gray� and controlled �black� noise, measured by error sensors �a�, �b�, and �c�.

FIG. 3. Sensor/actuator configuration in the experiment.
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without heavy online computations. It is reasonable to expect
more inputs/outputs in the near future when faster hardware
or algorithms are available.

VII. CONCLUSION

Orthogonal adaptation is extended to multichannel
MIANC systems in this study. An important issue is online
optimization of a feedforward controller. This problem is
solved here with the best achievable, a practical and an eco-
nomical solution. A simple RLS algorithm is presented for
online modeling of multichannel systems. Experimental re-
sults are presented to verify the performance of the extended
algorithm. In the present stage, only the economical solution
is implemented in experiments with limited inputs/outputs.
As a result of rapid advance of technologies, it will eventu-
ally become possible to implement the best solution with
more inputs/outputs when faster hardware is available.
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Decay times of acoustic modes of a trapezoidal cavity �TC modes� with an inclined wall are studied.
Each cavity wall is successively assigned an impedance surface and the other five walls are rigid.
The decay times are obtained from the coupling between rigid-walled modes of the rectangular
cavity �RC modes� that bounds the trapezoidal cavity. Two coupling mechanisms are identified,
namely, the damping coupling and the geometrical coupling. The former is related to the coupling
of RC modes at the impedance surface, while the latter is related to the coupling of RC modes at the
inclined wall. Both mechanisms include the same volume coupling where RC modes couple
throughout the trapezoidal cavity. When the impedance surface is at either of the two trapezoidal
walls, the grouping of TC modes with same decay times and the decay time variation with the wall
inclination are determined only by the damping coupling. When the surface is at any of the other
rectangular walls, both the damping and geometrical couplings are at work. This paper provides an
understanding of how the inclined wall and the impedance surface location affect the TC-mode
grouping, and what determines the decay time variation with the inclination. © 2006 Acoustical
Society of America. �DOI: 10.1121/1.2357718�

PACS number�s�: 43.55.Br, 43.55.Ka, 43.20.Ks �NX� Pages: 3730–3743

I. INTRODUCTION

In room acoustics, reverberation time is one of the im-
portant parameters that provides a physical measure of
acoustical quality in rooms. It is determined by the decay
times of acoustic modes in the rooms. In the past, a lot of
research works have been conducted to relate the decay
times to the sound absorption of room boundaries, where two
different theoretical frameworks were established through
the concepts of modally and locally reactive walls. The sur-
face of a modally reactive wall is elastic and possesses struc-
tural modes that vibrate flexurally, where the decay times are
related to the wall absorption by the coupling between the
structural and acoustic modes. The concept is often appli-
cable to bare flexible walls.1 The effects of modally reactive
walls on the decay times have been studied but the works
only focused on rectangular enclosures.2,3 The surface of a
locally reactive wall is inelastic, where the decay times are
related to the wall absorption by the normal acoustical im-
pedance of the surface.4 This concept is used for thick porous
or fibrous materials, and usually still applicable even when
such material is backed by a flexible wall because the locally
reactive surface is in front of the sound field.5 In this case,
the average surface absorption can be described by the com-
bined acoustical impedance of the material and the flexible
wall.6 The effects of locally reactive walls on the decay times
have also been investigated,7–10 and the analysis was ex-

tended to include walls with nonuniform surface
impedance.11,12 However, these studies were also concerned
with rectangular rooms only.

In practice, rooms of irregular shapes can often be
found. In an early mathematical work, an analytical tech-
nique has been developed for the prediction of sound fields
in irregular rooms.13 In this technique, each acoustic mode of
an irregular room is expressed as the normal expansion of
rigid-walled modes of the rectangular room that bounds the
irregular room. The technique has been successfully used in
various studies of sound fields in irregular enclosures.14–17

But, all these works only focused on the prediction of reso-
nance frequencies and sound pressure distributions or mode
shapes in the enclosures. The same acoustical properties
were also of concern even in those investigations using finite
element and boundary element methods or direct numerical
calculations.18,19 Despite the importance of the decay times
of acoustic modes in room acoustics, none of these previous
works reported the effects of geometrical irregularity of en-
closures on the decay times. In some recent studies using
irregular cavities with fractal lateral walls that were locally
reactive, the damping of acoustic modes was found to in-
crease with the irregularity of the cavities.20,21 However, the
irregularity was produced by fragmenting the walls into un-
evenly corrugated shapes, where one deals with highly com-
plicated surface profiles of the walls due to their high surface
irregularities. Although such fractal cavity shapes could not
be found in ordinary rooms, the works have demonstrated
that the cavity irregularity significantly affected the damping
of acoustic modes.

a�Electronic mail: ksum@mech.uwa.edu.au
b�Electronic mail: pan@mech.uwa.edu.au
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In the architectural design of modern buildings, irregular
spaces with tilted walls of regular geometry are very com-
mon. In this case, one would concern with how the inclina-
tion of the walls affects the reverberation times of such
spaces in the presence of absorptive surfaces on either the
tilted or other nontilted walls. One would also be interested
to know whether the reverberation times can be tuned to
desired values by tilting certain walls. Since there is little
reported work on the effects of geometrical irregularity of
rooms on the decay times of acoustic modes, and no relevant
studies have been carried out for modally or locally reactive
walls of regular shapes, it is clear that such effects are still
not well understood. It is then necessary to establish an ex-
plicit means that can highlight the relationship between the
decay times and the wall inclination, and investigate how
this relationship is affected by modally or locally reactive
surface locations on tilted or nontilted walls. There is also a
need to understand the way that the decay times vary with
the inclination and what determines the variation.

In this paper, a detailed study is conducted on the decay
times of acoustic modes in a trapezoidal cavity �TC modes�
with an inclined wall. The sound absorption by a locally
reactive wall �also called impedance wall� is considered,
where a locally reactive/impedance surface is successively
assigned to each cavity wall including the inclined wall, and
the other five walls are rigid. By employing the same ana-
lytical technique which has been validated15,16 and widely
used in previous works on irregular enclosures,13–17 the trap-
ezoidal cavity response is composed by rigid-walled modes
of its bounding rectangular cavity �RC modes�. The edges of
the bounding cavity enclose exactly the trapezoidal shape,
and TC modes are defined to evolve from individual RC
modes. The decay time of each TC mode is obtained from
the coupling of the RC mode that evolves it with other RC
modes, where an analytical relationship between the decay
time and the wall inclination is developed. Effects of the wall
inclination on the decay times of TC modes are then studied
when the inclination is altered by retaining a same volume of
the trapezoidal cavity. The constant volume is used so that
the modal density of the trapezoidal cavity is about the same
for any inclination, and decay times for different inclinations
can be compared under the condition of a same number of
TC modes. It is found that the decay times are controlled by
two different mechanisms of coupling between RC modes,
namely, the damping coupling and the geometrical coupling.
The characteristic of each mechanism is explained in terms
of the wall inclination and the impedance surface location.
Since locally reactive surfaces have a specific feature of pro-
ducing RC-mode groups with same decay times as previ-
ously observed for rectangular cavities,7–10 mathematical de-
scriptions are used to show how both couplings generate
TC-mode groups with same decay times, and the types of RC
modes that evolve these TC modes. The similarity and dif-
ference between the RC-mode grouping for rectangular cavi-
ties and the TC-mode grouping for the trapezoidal cavity are
then shown. A maximum or minimum or both can also exist
in the decay time of each TC mode. Examples are used to
illustrate how the damping and geometrical couplings act
upon each other to produce extrema in the decay times of TC

modes that evolve from various types of RC modes. This
study provides a basic understanding of the decay time be-
havior in a trapezoidal space in terms of the effects of the
inclined wall and the impedance surface location, and the
physical mechanisms involved.

II. DECAY TIMES OF TC MODES

A. Solutions to the decay times

Consider the trapezoidal cavity shown in Fig. 1, which
has a wall that is inclined at an angle, �. In a free vibration
of the sound field in the cavity, the sound pressure at any
position in the cavity, p, is described by the homogeneous
acoustic wave equation as

�2p + ��/c0�2p = 0. �1�

� is the angular frequency �rad/s� and c0 is the speed of
sound in air. At the inclined wall, � is related to the height of
a given location, y, and cavity length at this height, z, as z
=Lz,�+y tan � where Lz,� is the cavity length at y=0. Since
y and z are dependent on each other, p cannot be analyti-
cally resolved into independent components in the x, y,
and z directions. As a result, Eq. �1� is not analytically
solvable for the trapezoidal geometry.

However, rigid-walled modes of the bounding rectangu-
lar cavity �RC modes� can be used to compose the sound
field in the trapezoidal cavity.13,15–17 The rectangular cavity
has dimensions of Lx�Ly � �Lz,�+Ly tan �� and it exactly
encloses the trapezoidal cavity. If �ai and �ai are the reso-
nance frequency and shape function of the ith RC mode, they
are solutions of the wave equation for the rectangular cavity
such that

�2�ai + ��ai/c0�2�ai = 0, �2�

�ai = c0
��li�/Lx�2 + �mi�/Ly�2 + �ni�/�Lz,� + Ly tan ���2,

�3�

�ai = cos�li�x/Lx�cos�mi�y/Ly�

�cos�ni�z/�Lz,� + Ly tan ��� . �4�

In the above, li ,mi, and ni are indices which represent the
number of nodes of the RC mode in the x ,y, and z directions,

FIG. 1. Schematic illustration of the trapezoidal cavity with an inclined
wall.
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respectively. The pressure in the trapezoidal cavity can then
be expressed as

p = �
i=1

N

Pi�ai, �5�

where Pi is the complex pressure amplitude of the ith RC
mode that is determined by the boundary conditions of the
trapezoidal cavity. Since �ai is used as a basis function in the
normal expansion of p, Eq. �1� can be converted into an
eigenvalue equation, where � that gives an eigenvalue of the
trapezoidal cavity and Pi’s that correspond to this eigen-
value, are solved.

In the derivation of the eigenvalue equation for the trap-
ezoidal cavity, Eq. �2� is multiplied with p and Eq. �1� is
multiplied with �ai, and the former is then subtracted from
the latter. When the result is integrated over the trapezoidal
volume, VT,

c0
2�

VT

��ai�
2p − p�2�ai�dV = ��ai

2 − �2��
VT

p�aidV .

�6�

The volume integral on the left hand side of Eq. �6� can be
converted into a surface integral by using the second Green’s
formula,22 and the equation becomes

c0
2�

A
��ai

�p

�n
− p

��ai

�n
	dA = ��ai

2 − �2��
VT

p�aidV . �7�

The two differentials in Eq. �7� describe the boundary con-
ditions of the trapezoidal cavity, where A denotes the surface
area of the cavity wall under consideration and n denotes the
unit vector for the direction normal to the surface �positive
outward�. At the five noninclined walls, ��ai /�n=0 but at
the inclined wall, ��ai /�n does not necessarily equal to zero.
If a wall of interest is rigid, then �p /�n=0 at the wall. If it is
locally reactive �i.e., the entire wall has an impedance sur-
face that faces the enclosed sound field�, then �p /�n
=−j�p /c0�L at the wall, where �L is the specific normal
acoustical impedance of the wall surface. 
�L 
 �1 is consid-
ered so that the use of �ai as a basis function is valid �i.e.,
the impedance surface absorption is small and it negligibly
distorts the RC-mode shapes�.

Consider that the trapezoidal cavity has a wall with an
impedance surface and five rigid walls. By substituting Eq.
�5� into Eq. �7� and then using the above boundary condi-
tions as described by ��ai /�n and �p /�n, the eigenvalue
equation for the trapezoidal cavity can be obtained from Eq.
�7� as

��ai
2 − �2��

k=1

N

Mi,kPk +
j�0c0AL�

�L
�
k=1

N

Ji,kPk

+ �0c0
2Aw�

k=1

N

Ii,kPk = 0, �8�

Mi,k = �0�
VT

�ai�akdV , �9�

Ii,k =
1

Aw
�

Aw

�ak
��ai

�n
dA , �10�

Ji,k =
1

AL
�

AL

�ai�akdA . �11�

�0 is the air density, Aw is the surface area of the inclined
wall, and AL is the surface area of the wall that has the
impedance surface. Analytical expressions for Ii,k can be de-
rived from Eq. �10� after a coordinate transformation from y
and z to y� and z� �see Fig. 1�. If the impedance surface is at
the inclined wall, then AL=Aw and the same transformation is
also required before Ji,k can be analytically obtained from
Eq. �11�.

From Eq. �8�, a matrix equation can be formed after a
substitution of 	=−j� is used:

�	2M + 	D + S�P = 0. �12�

M, D, and S are the mass, damping, and stiffness matrices:

M = �M1,1 ¯ M1,N

� � �
MN,1 ¯ MN,N

 , �13�

D = −
�0c0AL

�L �J1,1 ¯ J1,N

� � �
JN,1 ¯ JN,N

 , �14�

S = � �a1
2 M1,1 + �0c0

2AwI1,1 ¯ �a1
2 M1,N + �0c0

2AwI1,N

� � �
�aN

2 MN,1 + �0c0
2AwIN,1 ¯ �aN

2 MN,N + �0c0
2AwIN,N

 .

�15�

Equation �12� is not a standard eigenvalue matrix equation.
However, by using a substitution of Q=	P, it can be con-
verted to a standard equation2,23 that is derived as

�− M−1D − M−1S

I 0
��Q

P
� = 	�Q

P
� . �16�

� �−1 denotes the matrix inverse, I is an N�N identity ma-
trix, and 0 is an N�N zero matrix. Equation �16� can now be
numerically solved as an eigenvalue problem and 2N solu-
tions to 	 are produced, which contain N pairs of values of 	
that are approximately complex conjugates. As a result, N
eigenvalues that correspond to N trapezoidal cavity modes
�TC modes� can be deduced. For the jth eigenvalue, 	 j,
there is a corresponding set of modal pressure amplitudes,
Pj= �P1

�j�P2
�j�
¯PN

�j��T, where � �T denotes the matrix trans-
pose. Associated with 	 j�=	 j,re+ j	 j,im�, the resonance fre-
quency and decay time of the jth TC mode can then be
obtained as faj

T =�aj
T /2�=	 j,im /2� and Taj

T =2.2� /	 j,re. Su-
perscript T on faj

T , �aj
T , and Taj

T indicates that the charac-
teristics are for a TC mode. As a finite value of N is used,
Taj

T contains a truncation error. Consequently, it is antici-
pated that for this error to be negligibly small, N would
need to increase with �. This will be discussed in the
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results and discussion section where the convergence of
Taj

T is illustrated.

B. Damping coupling and geometrical coupling

In order to describe the effects of � on Taj
T and under-

stand what determines the behavior of Taj
T , an explicit ana-

lytical expression for Taj
T is established in this subsection.

Since Eq. �16� originates from Eq. �8�, each eigenvalue of
the trapezoidal cavity obtained by Eq. �16� actually satisfies
Eq. �8� when the values of Pk’s for the eigenvalue are used.
For the jth eigenvalue �i.e., the jth TC mode�, �=�a

T�j� and
Pk= Pk

�j�, and Eq. �8� can be written as a quadratic equation of
�a

T�j� as

��
k=1

N

Mi,kPk
�j�	��a

T�j��2 − � j�0c0AL

�L
�
k=1

N

Ji,kPk
�j�	�a

T�j�

− ��ai
2 �

k=1

N

Mi,kPk
�j� + �0c0

2Aw�
k=1

N

Ii,kPk
�j�	 = 0. �17�

Equation �17� yields a complex �a
T�j� whose real and imagi-

nary parts, respectively, give �aj
T and Taj

T .
As Eq. �17� can be satisfied by N RC modes and there

are N different �a
T�j�’s from which N equations in the form of

Eq. �17� can result, a method is required to distinguish all the
�a

T�j�’s. Due to the orthogonality of RC modes in the x direc-
tion, the inclined wall only allows the coupling between
those RC modes with the same modal index in the x direc-
tion, l, for a given �a

T�j�. Thus, only these modes have non-
zero Pk

�j�’s, and l can be obtained from a modal decomposi-
tion of the jth TC mode into Pk

�j�’s �i.e., by noting the
common l of those RC modes with nonzero Pk

�j�’s�. For other
�a

T�j�’s �i.e., other TC modes�, the same way is used to deter-
mine the corresponding l’s. Based on an ascending order of
�aj

T ’s, all the l’s are then sorted. On the other hand, based on
an ascending order of �ai’s, the li’s of RC modes for �=0°
are also sorted �only the bounding rectangular cavity volume
for �=0° is the same as VT�. The sorted l’s and li’s are then
compared, where individual �a

T�j�’s are successively assigned
to individual RC modes when their l’s and li’s match each
other. So, each TC mode �with a given �a

T�j� �i.e., �aj
T and

Taj
T �� can be defined to evolve from each RC mode. By using

this method of defining TC modes, it was shown that a TC
mode is dominated by the RC mode that evolves it when � is
small, and by many RC modes of comparable pressure am-
plitudes when � is large.24 If the jth TC mode is defined to
evolve from the ith RC mode, then �aj

T and Taj
T can be re-

placed by �a�i�
T and Ta�i�

T . A bracket is used for the subscript i
to show that the ith RC mode does not necessarily evolve the
ith TC mode as previously illustrated.24 Hence, by analyti-
cally solving Eq. �17� for �a

T�j�, the real and imaginary parts
of the solutions give

fa�i�
T = �a�i�

T /2� = �− Dai,im
�j� + �Bai

�j� + ��Bai
�j��2 + �Cai

�j��2�/4� ,

�18�

Ta�i�
T = 4.4�/�Dai,re

�j� + Gai
�j�� , �19�

where

Bai
�j� = 2�ai

2 + 2Rai,re
�j� + ��Dai,im

�j� �2 − �Dai,re
�j� �2�/2, �20�

Cai
�j� = 2Rai,im

�j� − Dai,re
�j� Dai,im

�j� , �21�

Rai,re
�j� + jRai,im

�j� = �0c0
2Aw�

k=1

N

Ii,kPk
�j�/�

k=1

N

Mi,kPk
�j�, �22�

Dai,re
�j� + jDai,im

�j� =
�0c0AL

�L
�
k=1

N

Ji,kPk
�j�/�

k=1

N

Mi,kPk
�j�, �23�

Gai
�j� = Cai

�j�/�Bai
�j� + ��Bai

�j��2 + �Cai
�j��2 � Rai,im

�j� /��ai
2 + Rai,re

�j� .

�24�

From Eq. �19�, it can be seen that Ta�i�
T depends on Dai,re

�j�

and Gai
�j� which correspond to two different physical mecha-

nisms. Dai,re
�j� is the real part of the damping coupling of the

ith RC mode for the jth eigenvalue. It is related to the cou-
pling of the ith RC mode with itself and other RC modes at
the impedance wall �see the impedance surface coupling,
�k=1

N Ji,kPk
�j�, in Eq. �23��, where Ta�i�

T is altered through

changes in Pk
�j�’s due to the damping of the RC modes in-

duced by the coupling. In other words, this mechanism
mainly describes the coupling between RC modes by the
impedance surface. Gai

�j� is called the geometrical coupling of
the ith RC mode for the jth eigenvalue. It is related to the
coupling of the ith RC mode with itself and other RC modes
at the inclined wall �see Eq. �24� and the inclined surface
coupling, �k=1

N Ii,kPk
�j�, in Eq. �22��, where Ta�i�

T is altered

through changes in Pk
�j�’s induced by the coupling. In other

words, this mechanism mainly describes the coupling be-
tween RC modes by the inclined wall even though it exists
only with the impedance surface as explained below.

When the trapezoidal cavity does not have the imped-
ance surface, �L→
, and Dai,re

�j� and Dai,im
�j� given by Eq. �23�

and thus, D given by Eq. �14�, vanish. Consequently, all
Pk

�j�’s in Pj obtained from Eq. �12� only have real values such
that Rai,im

�j� =0 from Eq. �22� and thus, Gai
�j�=0 from Eq. �24�. It

follows from Eq. �19� that Ta�i�
T is infinite �i.e., although one

of the cavity walls is inclined, none of them absorb sound�.
On the other hand, when the cavity is rectangular but has the
impedance surface, Ii,k=0 from Eq. �12� �because ��ai /�n
=0� and hence, Rai,re

�j� =0 and Rai,im
�j� =0 from Eq. �22�. So,

Gai
�j��0 from Eq. �24�. It follows from Eq. �19� that Ta�i�

T is

finite since Dai,re
�j� �0 �i.e., the impedance surface absorbs

sound even though all the cavity walls are noninclined�.
However, Dai,re

�j� and Gai
�j� include the same coupling of

the ith RC mode with itself and other RC modes throughout
the trapezoidal cavity �i.e., Eqs. �22� and �23� have the same
volume coupling, �k=1

N Mi,kPk
�j��. Here, the coupling of the ith

RC mode with other RC modes is caused by the nonorthogo-
nality of the RC-mode shapes in the trapezoidal volume,
which can be verified by substituting Eq. �4� into Eq. �9� and
solving the integral. The volume coupling always exists even
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when the cavity is rectangular. In this case, the ith RC mode
is coupled to itself only because the RC-mode shapes are
orthogonal to each other in the rectangular volume, and
�k=1

N Mi,kPk
�j� then becomes Mi,iPi

�j�.

C. Grouping of acoustic modes

One way to understand how the inclined wall affects
Ta�i�

T due to the impedance surface is to examine whether
groups of TC modes with same decay times would be gen-
erated. It is also necessary to know whether the TC-mode
grouping is similar to the RC-mode grouping for rectangular
cavities in previous studies,7–10 and whether the TC-mode
grouping would change with the impedance surface location
at different walls of the trapezoidal cavity. In this respect, a
fixed �L is used in the present work so that changes in Ta�i�

T

are due to the wall inclination only. The true geometrical
influence of the inclined wall on Ta�i�

T can then be uniquely
quantified when it is not masked by the effect of a frequency-
varying �L, which only relates to the material properties of
the impedance surface. �Note: Ta�i�

T ’s are subject to different
values of �L because they are definable at different fa�i�

T ’s, but
�L varies with frequency and the variation is different for
different materials�. However, as Ta�i�

T is nearly proportional
to �L �this can be examined from Eqs. �19� and �23�, and will
be shown in Sec. III A�, the effect of a varying �L can be
approximately included as a multiplication factor to Ta�i�

T if
the frequency variation of �L of the material under consider-
ation is known. Also, since decay times and resonance fre-
quencies are mainly affected by the real and imaginary parts
of �L �i.e., �L,re and �L,im�, respectively,6,8 and �L,im is gener-
ally small for most materials, �L,re��L,im is considered so
that 
�L 
 �1 is satisfied. In this subsection, Dai,re

�j� and Gai
�j�

explained in Sec. II B are used to analytically describe the
effects of � on Ta�i�

T for the impedance surface location at a

given wall. Mathematical descriptions are employed to show
how the TC-mode grouping is determined by the behaviors
of Dai,re

�j� ’s and Gai
�j�’s of the RC modes that evolve the TC

modes.

1. Grouping of RC modes

Consider �=0° �i.e., the cavity is rectangular�. When
Eqs. �9� and �11� are expanded after the substitution of Eq.
�4�, the elements in the analytical expressions of Mi,k and Ji,k

are

�i,k
�x� = �

0

Lx

cos�li�x/Lx�cos�lk�x/Lx�dx , �25a�

�i,k
�y� = �

0

Ly

cos�mi�y/Ly�cos�mk�y/Ly�dy , �25b�

�i,k
�z� = �

0

Lz,0

cos�ni�z/Lz,0�cos�nk�z/Lz,0�dz , �25c�

where Lz,0 is the cavity length. The orthogonality of RC
modes in the rectangular volume implies the expression of
�k=1

N Mi,kPk
�j� given in Table I�a�. Since the cavity response at

�a�i�
T �=�ai� is dominated by the ith RC mode only �i.e., Pi

�j� is

very large compared to all the other Pk
�j�’s�, �k=1

N Ji,kPk
�j�

�Ji,iPi
�j�. This leads to the expressions of �k=1

N Ji,kPk
�j� given

in the table for the impedance surface at x=0 or Lx , y=0 or
Ly, and z=0 or Lz,0. Also shown, are the expressions of Dai,re

�j�

after �k=1
N Ji,kPk

�j� is divided by �k=1
N Mi,kPk

�j� as in Eq. �23�. As
Gai

�j��0 for the rectangular cavity, Eq. �19� gives Ta�i�
T =Tai

�4.4� /Dai,re
�j� where Tai is the decay time of the ith RC

mode. Therefore, for the three cases of impedance surface
location, Tai��i,i

�x�, Tai��i,i
�y�, and Tai��i,i

�z�, respectively �see
Table I�a��.

TABLE I. �a� The expressions of various coupling terms and decay time, and �b� the RC-mode grouping, for
�=0°.

�a� Impedance surface location

x=0 or Lx y=0 or Ly z=0 or Lz,0

�k=1
N Mi,kPk

�j����0� �i,i
�x��i,i

�y��i,i
�z�Pi

�j�

�k=1
N Ji,kPk

�j���1/AL� �i,i
�y��i,i

�z�Pi
�j� �i,i

�x��i,i
�z�Pi

�j� �i,i
�x��i,i

�y�Pi
�j�

Dai,re
�j� ��c0 /�L,re� �Eq. �23�� 1/�i,i

�x� 1/�i,i
�y� 1/�i,i

�z�

Gai
�j� �Eq. �24�� 0

Tai��4.4��L,re /c0� �Eq. �19�� �i,i
�x� �i,i

�y� �i,i
�z�

�b� Impedance surface location

RC-mode group RC-mode subgroup x=0 or Lx y=0 or Ly z=0 or Lz,0

Grazing Tai��4.4��L,re /c0� Lx Ly Lz,0

Fundamental �0,0,0� �0,0,0� �0,0,0�
Axial �0,0,#�, �0,#,0� �0,0,#�, �#,0,0� �0,#,0�, �#,0,0�

Tangential �0,#,#� �#,0,#� �#,#,0�
Nongrazing Tai��4.4��L,re /c0� 0.5Lx 0.5Ly 0.5Lz,0

Axial �#,0,0� �0,#,0� �0,0,#�
Tangential �#,0,#�, �#,#,0� �#,#,0�, �0,#,#� �0,#,#�, �#,0,#�
Oblique �#,#,#� �#,#,#� �#,#,#�

3734 J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 K. S. Sum and J. Pan: Wall inclination effects on decay times



If � denotes a non-negative integer and # denotes a non-
zero positive integer, it can be mathematically shown from
Eqs. �25a�–�25c� that �i,i

�x� is equaled to Lx for �0, � , � � and
0.5Lx for �#, � , � �, �i,i

�y� is equaled to Ly for �� ,0 , � � and
0.5Ly for �� , # , � �, and �i,i

�z� is equaled to Lz,0 for �� , � ,0�
and 0.5Lz,0 for �� , � , # �. Thus, in terms of Tai, �0, � , � � has
twice of that for �#, � , � �, �� ,0 , � � has twice of that for
�� , # , � �, and �� , � ,0� has twice of that for �� , � , # � �see
Table I�b��. This means that for each of the three cases of
impedance surface location, the Tai’s of the RC modes that
graze the surface have a same value, and those of the RC
modes that do not graze the surface have another same value.
The former is two times higher than the latter. In an orthogo-
nal direction parallel to the surface, a grazing RC mode has a
zero index �either �0, � , � �, �� ,0 , � �, or �� , � ,0��, and a
nongrazing RC mode has a nonzero index �either �#, � , � �,
�� , # , � �, or �� , � , # ��. Hence, for the impedance surface
location at a given wall of the rectangular cavity, there are
altogether two RC-mode groups, namely, the grazing group
and the nongrazing group. As summarized in Table I�b�, the
grazing group has four subgroups that consist of one funda-
mental �i.e., �0,0,0��, one tangential, and two axial sub-
groups, while the non-grazing group also has four subgroups
that consist of one axial, one oblique, and two tangential
subgroups. �Note: An axial RC mode has two zero indices, a
tangential RC mode has one zero index, and an oblique RC
mode has nonzero indices�.8,10

2. Grouping of TC modes

Consider �0° �i.e., the cavity is trapezoidal�. The im-
pedance surface is trapezoidal when it is at x=0 or Lx, and
rectangular when it is at y=0 or Ly , z=0, or the inclined
wall. When Eqs. �9�–�11� are expanded, the elements in the
analytical expressions of Mi,k, Ii,k, and Ji,k are

�i,k
�yz� = �

0

Ly

cos�mi�y

Ly
	cos�mk�y

Ly
	

��
0

Lz,�+y tan �

cos� ni�z

Lz,� + Ly tan �
	

�cos� nk�z

Lz,� + Ly tan �
	dzdy , �26a�

�i,k
�z0� = �

0

Lz,�

cos� ni�z

Lz,� + Ly tan �
	cos� nk�z

Lz,� + Ly tan �
	dz ,

�26b�

�i,k
�zL� = �

0

Lz,�+Ly tan �

cos� ni�z

Lz,� + Ly tan �
	

�cos� nk�z

Lz,� + Ly tan �
	dz , �26c�

�i,k
�y1� = �

0

Ly/cos �

cos�mi�y

Ly
	cos�mk�y

Ly
	

�cos� ni�z

Lz,� + Ly tan �
	cos� nk�z

Lz,� + Ly tan �
	dy�,

�26d�

�i,k
�y2� = �

0

Ly/cos �

cos�mk�y

Ly
	cos� nk�z

Lz,� + Ly tan �
	

�
�

�n
�cos�mi�y

Ly
	cos� ni�z

Lz,� + Ly tan �
	�dy�.

�26e�

As cos�li�x /Lx� is orthogonal to cos�lk�x /Lx� for 0�x
�Lx , �i,k

�x��0 only if lk= li= l where Eq. �25a� becomes

�l
�x� = �

0

Lx

cos2�l�x/Lx�dx . �27�

The expressions of �k=1
N Mi,kPk

�j� and �k=1
N Ji,kPk

�j� are then ob-
tained as shown in Table II�a�, where Nl in the table is the
number of RC modes with the l index. Also shown, are the
expressions of Dai,re

�j� for the impedance surface location at
x=0 or Lx , y=0 or Ly , z=0, and the inclined wall after
�k=1

N Ji,kPk
�j� is divided by �k=1

N Mi,kPk
�j� as in Eq. �23�. It can be

seen from the table that in terms of the indices of the ith RC
mode that evolves a TC mode, Dai,re

�j� depends only on li�=l�
in the first case via �l

�x�, but only on mi and ni in the last four
cases via �i,k

�yz� ,�i,k
�z0� ,�i,k

�zL� ,�i,k
�y�, and �i,k

�y1�. So, in the first case,
the Dai,re

�j� ’s of RC modes have a same value when l=0 and
another same value when l0, and the former is half of the
latter �because from Eq. �27�, �l

�x�=Lx for l=0, and 0.5Lx for
l0�. Also, in each of the last four cases, the Dai,re

�j� ’s of
those RC modes with same mi’s and ni’s are the same �i.e.,
the RC modes have a common dependence of these indi-
ces when they have the same mi’s and ni’s�.

Next, the behavior of Gai
�j� is analytically described.

From Eq. �23�,

Dai,im
�j� �

�0c0AL

�L,re
��

k=1

N

Ji,kPk,im
�j� �

k=1

N

Mi,kPk,re
�j�

− �
k=1

N

Ji,kPk,re
�j� �

k=1

N

Mi,kPk,im
�j� 	����

k=1

N

Mi,kPk,re
�j� 	2

�28�

� + ��
k=1

N

Mi,kPk,im
�j� 	2� ,

where Pk,re
�j� and Pk,im

�j� are the real and imaginary
parts of Pk

�j�. When the impedance surface is at x=0
or Lx , �k=1

N Ji,kPk,re
�j� , �k=1

N Ji,kPk,im
�j� , �k=1

N Mi,kPk,re
�j� , and

�k=1
N Mi,kPk,im

�j� in Eq. �28� are, respectively, given by
�k=1

Nl �i,k
�yz�Pk,re

�j� /AL , �k=1
Nl �i,k

�yz�Pk,im
�j� /AL , �0�l

�x��k=1
Nl �i,k

�yz�Pk,re
�j� ,

and �0�l
�x��k=1

Nl �i,k
�yz�Pk,im

�j� . Thus, Dai,im
�j� �0 which implies that

Pk,im
�j� �0. It follows that Rai,im

�j� �0 from Eq. �22� and Gai
�j�
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TABLE II. �a� The expressions of various coupling terms and decay time, and �b� the TC-mode grouping, for �0°. Re� � and Im� � denote the real and imaginary parts of the complex quantity. Ty0 ,TyL ,Tz0, and TInc,
respectively, denote the decay times of those TC modes that evolve from the �� ,m ,n� modes for the impedance surface location at y=0, y=Ly , z=0, and the inclined wall. Hi�yz�

�j� =�k=1
Nl �i,k

�yz�Pk
�j� , Hi�z0�

�j�

=�k=1
Nl �i,k

�z0�Pk
�j� , Hi�zL�

�j� =�k=1
Nl �i,k

�zL�Pk
�j� , Hi�y�

�j� =�k=1
Nl �i,k

�y�Pk
�j� , Hi�y1�

�j� =�k=1
Nl �i,k

�y1�Pk
�j�, and Hi�y2�

�j� =�k=1
Nl �i,k

�y2�Pk
�j�.

�a� Impedance surface location

x=0 or Lx y=0 y=Ly z=0 Inclined wall

�k=1
N Mi,kPk

�j����0� �l
�x�Hi�yz�

�j�

�k=1
N Ji,kPk

�j���1/AL� Hi�yz�
�j� �l

�x�Hi�z0�
�j� �l

�x�Hi�zL�
�j� �l

�x�Hi�y�
�j� �l

�x�Hi�y1�
�j�

Dai,re
�j� ��c0 /�L,re� �Eq. �23�� 1/�l

�x� Re�Hi�z0�
�j� /Hi�yz�

�j� � Re�Hi�zL�
�j� /Hi�yz�

�j� � Re�Hi�y�
�j� /Hi�yz�

�j� � Re�Hi�y1�
�j� /Hi�yz�

�j� �

�k=1
N Ii,kPk

�j���1/Aw�
�l

�x�Hi�y2�
�j�

Rai,re
�j� + jRai,im

�j� ��c0
2� �Eq. �22�� Re�Hi�y2�

�j� /Hi�yz�
�j� �+ j0 Hi�y2�

�j� /Hi�yz�
�j�

Gai
�j���c0

2� �Eq. �24�� 0 Im�Hi�y2�
�j� /Hi�yz�

�j� � /��ai
2 +c0

2Re�Hi�y2�
�j� /Hi�yz�

�j� �

Ta�i�
T ��4.4��L,re� �Eq. �19�� �l

�x� /c0

1

c0Re�Hi�z0�
�j�

Hi�yz�
�j� �+�L,reGai

�j�

1

c0Re�Hi�zL�
�j�

Hi�yz�
�j� �+�L,reGai

�j�

1

c0Re� Hi�y�
�j�

Hi�yz�
�j� �+�L,reGai

�j�

1

c0Re�Hi�y1�
�j�

Hi�yz�
�j� �+�L,reGai

�j�

�b� Impedance surface location at x=0 or Lx

RC-mode group that evolves TC modes Grazing group Nongrazing group

RC-mode subgroup Fundamental: �0,0,0�;
Axial: �0,0,#�, �0,#,0�; Tangential: �0,#,#�

Axial: �#,0,0�; Tangential: �#,0,#�, �#,#,0�;
Oblique: �#,#,#�

Ta�i�
T ��4.4��L,re /c0� Lx 0.5Lx

Impedance surface location

y=0 y=Ly z=0 Inclined wall
Ta�i�

T �evolved from �� ,m ,n�� Ty0 TyL Tz0 TInc

Forms of �� ,m ,n� modes
�i.e., many groups of RC modes�

�� , # ,0� , �#, � ,0� , �� ,0 , # �,
�#,0 , � � , �0, � , # �, or �0, # , � �

�� , � ,0�, �� ,0 , � �,
or �0, � , � �

�� , � , # �, �� , # , � �,
or �#, � , � �

�� , # , # � , �#, � , # �,
or �#, # , � �

�#, # ,0�, �#,0 , # �,
or �0, # , # �

�#,0 ,0� , �0, # ,0�,
or �0,0 , # �

RC-mode subgroups for each form
�F: Fundamental, A: Axial,
T: Tangential, O: Oblique�

One A, one T One F,
two A’s,
one T

One A,
two T’s, one O

One T, one O One T One A
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�0 from Eq. �24�. Hence, from Eq. �19�, Ta�i�
T

�4.4� /Dai,re
�j� ��l

�x� �see Table II�a�� where the wall incli-
nation negligibly affects Ta�i�

T because �l
�x� is independent

of �. In other words, as the impedance surface shape is
trapezoidal at x=0 or Lx , �k=1

N Ji,kPk
�j� has a common depen-

dence of � as �k=1
N Mi,kPk

�j� �i.e., �i,k
�yz� given by Eq. �26a��.

Both couplings act in an exactly opposite way such that
the geometrical effect of the inclined wall �i.e., geometri-
cal coupling, Gai

�j�� on Ta�i�
T is negligible. Therefore, the

result is similar to that for �=0°, where the Ta�i�
T ’s of the

TC modes that evolve from RC modes which graze the
impedance surface have a same value, and those of the TC
modes that evolve from RC modes which do not graze the
surface have another same value �see Table II�b� for the
surface location at x=0 or Lx�. The former is two times
higher than the latter because �l

�x� is equaled to Lx for
grazing RC modes and 0.5Lx for nongrazing RC modes. It
can be seen that the TC-mode grouping is also similar,
where there are altogether two groups of TC modes that
evolve from the grazing and nongrazing RC modes, re-
spectively. The grazing group has four subgroups �one
fundamental, one tangential, two axial� and the nongraz-
ing group also has four subgroups �one axial, one oblique,
two tangential�.

When the impedance surface is at y=0 or Ly , z=0, or
the inclined wall, both the impedance surface and volume
couplings depend differently on � such that Gai

�j� can be sig-
nificant to Ta�i�

T �i.e., �i,k
�yz� has a different dependence of � to

�i,k
�z0� ,�i,k

�zL� ,�i,k
�y�, and �i,k

�y1��. The expressions of
�k=1

N Ii,kPk
�j� , Rai,re

�j� + jRai,im
�j� , and Gai

�j� for any of these imped-
ance surface locations are given in Table II�a�. Since Gai

�j�

depends on ��ai
2 +Rai,re

�j� and Rai,im
�j� �see Eq. �24��, which are

in common that both depend on mi and ni via �i,k
�y2� and �i,k

�yz�

�see Table II�a��, the Gai
�j�’s of those RC modes with same

mi’s and ni’s are the same. As Ta�i�
T �1/ �Dai,re

�j� +Gai
�j�� from Eq.

�19�, only the Ta�i�
T ’s of the TC modes that evolve from those

RC modes with same mi’s and ni’s would have a same value
�i.e., one combination of values of mi’s and ni’s yields one
decay time value and thus, one group of TC modes�. So,
there are many groups of TC modes from many different
combinations of values of mi’s and ni’s. Table II�b� summa-
rizes all possible forms of RC modes that evolve the TC
modes, and the associated RC-mode subgroups for each
form.

III. RESULTS AND DISCUSSION

Examples are presented to illustrate how the impedance
surface location and the inclined wall affect the grouping of
TC modes based on their decay times, and what determines
the decay time variation with the wall inclination. The width
and height of the trapezoidal cavity used in the examples are
Lx=0.5 m and Ly =0.575 m, and values of � from 0° to 45°
inclusive are considered in 5° steps. Since VT is maintained
the same when � is changed, Lz,�+Ly tan � �the cavity length
at y=Ly� has to increase with �, and Lz,� �the cavity length

at y=0� has to decrease with � �see Fig. 1�. For �
= �0° ,5° ,10° ,15° ,20° ,25° ,30° ,35° ,40° ,45° �, the cor-
responding values used for both lengths are Lz,�+Ly tan �
= �0.434,0.459,0.485,0.511,0.539,0.568,0.6,0.635,0.675,
0.722� m and Lz,�= �0.434,0.409,0.383,0.357,0.329,0.3,
0.268,0.233,0.193,0.147� m.

A. Convergence of decay times of TC modes

For the values of the trapezoidal cavity dimensions
given above, Ta�i�

T ’s are evaluated by solving Eq. �16�. Figure
2 depicts the values of Ta�i�

T ’s of the TC modes that evolve
from �0,3,0�, �2,2,0�, and �2,2,1�, as a function of the number
of RC modes used in the decay time calculation, N. The case
of the impedance surface location at the inclined wall is
shown, where a lightly ��L=100− i� and a moderately ��L

=40− i� absorptive impedance surface as well as �=10° and
45° are considered. For each value of �, the arrows in the
figure indicate the points beyond which adjacent values of
the individual Ta�i�

T ’s are within about 1% from each other. It
can be seen that the Ta�i�

T ’s converge when N increases, but
the three TC modes have some discrepancies in the values of
N associated with the arrow positions. Therefore, the conver-
gence rates of their Ta�i�

T ’s are different, and these are due to
the different volume, impedance surface, and inclined sur-
face couplings of �0,3,0�, �2,2,0�, and �2,2,1�. In addition, the

FIG. 2. Decay times of the TC modes that evolve from �a� �0,3,0�, �b�
�2,2,0�, and �c� �2,2,1�, as a function of the number of RC modes used in the
decay time calculation, N, for the impedance surface at the inclined wall of
the trapezoidal cavity. The arrows indicate the points beyond which adjacent
values of the individual decay times are within about 1% from each other.
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values of N associated with the arrow positions for �=45°
are much higher than those for �=10° �see Fig. 2� even
though VT does not change, because the size of the bounding
rectangular cavity increases with �. The bounding cavity for
�=45° is thus larger and has more RC modes than that for
�=10°. So, in order to achieve the same truncation error
limit �i.e., 1% or less� in the Ta�i�

T ’s, the values of N for �

=45° need to be higher than those for �=10°. Figure 2 also
indicates that for each TC mode, the arrow positions are the
same for �L=100− i and 40− i, which suggest that the value
of �L does not affect the convergence rates of the individual
Ta�i�

T ’s. The reason is because �L is only a multiplication fac-
tor for the impedance surface and volume couplings �see Eq.
�23��, where these couplings of the respective �0,3,0�, �2,2,0�,
and �2,2,1� with themselves and other RC modes are altered
by the same amount when �L changes. As a result, if �L

changes from 100− i to 40− i, only the values of the Ta�i�
T ’s

are reduced by about 2.5 times as can be examined from Fig.
2, but their variations with N are negligibly changed. Similar
observations can also be obtained for the impedance surface
location at other walls. In the following, values of N of sev-
eral hundreds have been used and they are larger for higher
values of �. These values of N are sufficient for the trunca-
tion errors in the first 26 TC modes to be ignored, since the
Ta�i�

T ’s of only these modes are of interest and the highest
resonance frequency of the modes is around 1000 Hz.

B. Decay time behavior of RC modes

�=0° is first considered. Figure 3 shows the Tai’s of six
RC modes for the impedance surface location at x=0 or Lx,
y=0 or Ly, and z=0 or Lz,0. For these three cases, respec-
tively, �0,0,1�, �0,2,0�, and �0,2,1� �i.e., �0, � , � ��, �0,0,1�,
�1,0,1�, and �2,0,1� �i.e., �� ,0 , � ��, and �0,2,0�, �1,2,0�, and
�2,2,0� �i.e., �� , � ,0�� are the grazing modes, but �1,0,1�,
�1,2,0�, and �2,2,0� �i.e., �#, � , � ��, �0,2,0�, �1,2,0�, and
�2,2,0� �i.e., �� , # , � ��, and �0,2,1�, �1,2,1�, and �2,2,1� �i.e.,
�� , � , # �� are the nongrazing modes. In all cases, it is obvi-
ous from Fig. 3 that the Tai’s for the grazing modes are twice
of those for the nongrazing modes. The decay time behavior
and the associated RC-mode grouping �i.e., grazing and non-
grazing� are determined by the Dai,re

�j� ’s of the individual RC
modes. The Dai,re

�j� ’s further depend on the Ji,iPi
�j�-to-Mi,iPi

�j�

ratios of the modes. Figure 4 presents the Ji,iPi
�j�’s, Mi,iPi

�j�’s,
Dai,re

�j� ’s, and Gai
�j�’s of the RC modes. Only the real parts of

Ji,iPi
�j�’s and Mi,iPi

�j�’s are illustrated because the imaginary
parts are negligibly small due to �L,re��L,im. As described in
Sec. II C, when the impedance surface is at x=0 or Lx, y
=0 or Ly, or z=0 or Lz,0, the �i,i

�x� ,�i,i
�y�, or �i,i

�z� of each RC

mode, respectively, controls the Ji,iPi
�j�-to-Mi,iPi

�j� ratio �thus,
Dai,re

�j� and Tai� of the mode. So, as can be examined from Fig.
4, for each case of impedance surface location, the grazing
modes have a same Ji,iPi

�j�-to-Mi,iPi
�j� ratio �or same Dai,re

�j� ’s�,
the nongrazing modes have another same ratio, and the
Dai,re

�j� ’s for the grazing modes are half of those for the non-
grazing modes. Also, the Gai

�j�’s of the modes are zero �see
Fig. 4� because all the cavity walls are non inclined. Hence,
the Tai’s of the grazing modes have same values and those of

the nongrazing modes have other same values as seen in Fig.
3. The former are twice of the latter �i.e., opposite to the
Dai,re

�j� ’s in Fig. 4. Also, see Eq. �19��.

C. Decay time behavior of TC modes

�0° is now considered. Figure 5 shows the Ta�i�
T ’s of

six TC modes that evolve from �0,2,0�, �1,2,0�, �2,2,0�,
�0,2,1�, �1,2,1�, and �2,2,1�, as a function of � for the imped-
ance surface location at z=0, y=Ly, x=0, and the inclined
wall. The Ta�i�

T ’s are evaluated by solving Eq. �16�. From Fig.
5, two features of the Ta�i�

T ’s can be observed. First, when the
impedance surface is at z=0, y=Ly, or the inclined wall, the
Ta�i�

T ’s of �0,2,0�, �1,2,0�, and �2,2,0� �i.e., ��,2,0�� are the
same, and those of �0,2,1�, �1,2,1�, and �2,2,1� �i.e., ��,2,1��
are the same �see Figs. 5�a�, 5�b�, and 5�d��. In other words,
the Ta�i�

T ’s of the TC modes with same mi’s and ni’s are the
same. However, when the surface is at x=0, the Ta�i�

T ’s of
�0,2,0� and �0,2,1� �i.e., �0, � , � �� have a same value of 2.0 s,
and those of �1,2,0�, �1,2,1�, �2,2,0�, and �2,2,1� �i.e.,
�#, � , � �� have another same value of 1.0 s �i.e., the former

FIG. 3. Decay times of six RC modes for the impedance surface location at
�a� x=0 or Lx, �b� y=0 or Ly, and �c� z=0 or Lz,0 of the rectangular cavity.

3738 J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 K. S. Sum and J. Pan: Wall inclination effects on decay times



is two times higher than the latter� �see Fig. 5�c��. Second,
for the surface at z=0, y=Ly, or the inclined wall, the Ta�i�

T ’s
vary with � where a maximum or minimum or both can
exist. This means that the impedance surface absorption can
be adjusted by changing �, and it is unnecessary for the
surface to change area �only when the surface is at z=0�,
change location to another wall, or be at the inclined wall
�see Figs. 5�a�, 5�b�, and 5�d��. For the surface at x=0, the
Ta�i�

T ’s are independent of � so there are no extrema �see Fig.
5�c��. In other words, if the impedance surface is at this
location, its absorption is not affected by the wall inclination.
The first feature is explained below, and the second feature is
further illustrated later in the discussion.

The decay time behavior and the associated TC-mode
grouping in Fig. 5 are determined by both the Dai,re

�j� ’s and
Gai

�i�’s of the RC modes that evolve the TC modes. The
Dai,re

�j� ’s and Gai
�j�’s further depend on the impedance surface,

inclined surface, and volume couplings of the RC modes.
Since a TC mode is composed by more than one RC mode,
the RC mode that evolves the TC mode does not only couple
with itself but also, with other RC modes. So, �k=1

N Ji,kPk
�j� and

�k=1
N Mi,kPk

�j� control Dai,re
�j� rather than Ji,iPi

�j� and Mi,iPi
�j�, and

�k=1
N Ii,kPk

�j� and �k=1
N Mi,kPk

�j� control Gai
�j� rather than Ii,iPi

�j�

and Mi,iPi
�j� Figure 6 presents the impedance surface and

volume couplings, as well as the 
Rai,im
�j� 
’s and ��ai

2 +Rai,re
�j� ’s

of the RC modes for �=45°. As can be examined from Fig.
6�a�, although both couplings vary among the RC modes, the
�k=1

N Ji,kPk
�j�-to-�k=1

N Mi,kPk
�j� ratios of �0,2,0�, �1,2,0�, and

�2,2,0� �i.e., ��,2,0�� are the same, and those of �0,2,1�,
�1,2,1�, and �2,2,1� �i.e., ��,2,1�� are the same when the im-
pedance surface is at z=0, y=Ly, or the inclined wall �can be
judged as equal spacings between the markers for both cou-
plings�, In addition, although 
Rai,im

�j� 
 and ��ai
2 +Rai,re

�j� also
vary among the RC modes, �0,2,0�, �1,2,0�, and �2,2,0� have
a same 
Rai,im

�j� 
-to-��ai
2 +Rai,re

�j� ratio, and �0,2,1�, �1,2,1�, and
�2,2,1� have another same ratio �see Fig. 6�b��. However,
when the surface is at x=0, �0,2,0� and �0,2,1� �i.e., �0, � , � ��
have a same �k=1

N Ji,kPk
�j�-to-�k=1

N Mi,kPk
�j� ratio, �1,2,0�, �2,2,0�,

�1,2,1�, and �2,2,1� �i.e., �#, � , � �� have another same ratio,
and the former is half of the latter. Also, the 
Rai,im

�j� 
-to-
��ai

2 +Rai,re
�j� ratios of the RC modes are close to zero �i.e.,


Rai,im
�j� 
 �0 in the third graph in Fig. 6�b�� because Pk,im

�j� ’s are
zero, which can be shown to cause by the exactly opposite
effects of �k=1

N Ji,kPk
�j� and �k=1

N Mi,kPk
�j� as explained in Sec.

II C. As an example, Fig. 7 shows the magnitudes and phases
of the inclined surface and volume couplings �i.e., 
Ii,kPk

�j�
,

Mi,kPk

�j�
, ��IP�i,k
�j� , and ��MP�i,k

�j� � of �0,2,1� for �=45°, and the

impedance surface location at x=0 and z=0. It is obvious
from Fig. 7�a� that when the surface is at x=0, the ��IP�i,k

�j� ’s

and ��MP�i,k
�j� ’s of the individual couplings of �0,2,1� with itself

and other RC modes are either close to 0° or ±180°, which
result in the net phases in �k=1

N Ii,kPk
�j� and �k=1

N Mi,kPk
�j� and

thus, 
Rai,im
�j� 
 to be near zero. When the surface is at z=0, the

��IP�i,k
�j� ’s and ��MP�i,k

�j� ’s are more scattered �see Fig. 7�b��,

FIG. 4. Real parts of the impedance surface and volume couplings, and the
geometrical coupling and the real part of the damping coupling of six RC
modes, for the impedance surface location at �a� x=0 or Lx, �b� y=0 or Ly,
and �c� z=0 or Lz,0 of the rectangular cavity.

FIG. 5. Decay times of the TC modes that evolve from six RC modes, as a
function of � for the impedance surface location at �a� z=0, �b� y=Ly, �c�
x=0, and �d� the inclined wall of the trapezoidal cavity.
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which suggest that the net phases in �k=1
N Ii,kPk

�j� and
�k=1

N Mi,kPk
�j� can be significant, and 
Rai,im

�j� 
 is then consider-
able.

Due to the characteristics of the �k=1
N Ji,kPk

�j�-to-
�k=1

N Mi,kPk
�j� and 
Rai,im

�j� 
-to -��ai
2 +Rai,re

�j� ratios in Fig. 6, when
the surface is at x=0, the Dai,re

�j� ’s of �0,2,0� and �0,2,1� have
a same value, those of �1,2,0�, �2,2,0�, �1,2,1�, and �2,2,1�
have another same value, the former is half of the latter, and
the Gai

�j�’s of the modes are close to zero �see Fig. 8�c��. Also,
when the surface is at the other locations, the Dai,re

�j� ’s and
Gai

�j�’s �thus, �Dai,re
�j� +Gai

�j��’s� of �0,2,0�, �1,2,0�, and �2,2,0� are
the same, and those of �0,2,1�, �1,2,1�, and �2,2,1� are the
same �see Figs. 8�a�, 8�b�, and 8�d��. These behaviors of
Dai,re

�j� ’s and Gai
�j�’s explain the reason for the same Ta�i�

T ’s of

FIG. 6. Magnitudes of the real parts of
the �a� impedance surface and volume
couplings, and �b� denominator and
magnitude of the numerator of the
geometrical coupling �see Eq. �24�� of
six RC modes at the resonance fre-
quencies of their evolved TC modes.

FIG. 7. Magnitudes and phases of the inclined surface and volume cou-
plings of �0,2,1� with itself and other RC modes at the resonance frequency
of its evolved TC mode, for the impedance surface location at �a� x=0 and
�b� z=0 of the trapezoidal cavity.

FIG. 8. Geometrical coupling and the real part of the damping coupling of
six RC modes at the resonance frequencies of their evolved TC modes, for
the impedance surface location at �a� z=0, �b� y=Ly, �c� x=0, and �d� the
inclined wall of the trapezoidal cavity.
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the TC modes that evolve from RC modes with zero or non-
zero li’s when the surface is at x=0, and the same Ta�i�

T ’s of
the TC modes that evolve from RC modes with same mi’s
and ni’s when the surface is at the other locations, as in Fig.
5. The observation in Fig. 8 is also consistent with the de-
scription in Sec. II C that the TC-mode grouping is con-
trolled by the li’s �either zero or nonzero� of the RC modes
that evolve the TC modes when the impedance surface is at
x=0 or Lx, but the mi’s and ni’s of the RC modes when the
surface is at any of the other locations.

The variation of Ta�i�
T with � in Fig. 5 is determined by

the variations of Dai,re
�j� and Gai

�j� with �. The latter further
depend on the variations of the �k=1

N Ji,kPk
�j�-to-�k=1

N Mi,kPk
�j�

and Rai,im
�j� -to-��ai

2 +Rai,re
�j� ratios with �. As examples, Fig. 9

depicts the impedance surface and volume couplings, as well

as the Rai,im
�j� ’s and ��ai

2 +Rai,re
�j� ’s of �1,2,0� and �0,2,1�, as a

function of � for the impedance surface location at x=0 and
the inclined wall. It can be examined from Fig. 9�a� that the
�k=1

N Ji,kPk
�j�-to-�k=1

N Mi,kPk
�j� ratio of each mode is the same for

different values of � when the surface is at x=0 �i.e., Dai,re
�j� ’s

in Fig. 11�a� do not vary with ��. Figure 10�a� also indicates
that for the values of � shown, the values of Rai,im

�j� ’s are near

zero, which cause the Rai,im
�j� -to-��ai

2 +Rai,re
�j� ratios to be close

to zero although the ��ai
2 +Rai,re

�j� ’s vary with �. Hence, as
illustrated in Fig. 11�a�, the Gai

�j�’s can be neglected when
compared to the Dai,re

�j� ’s, where the variation of the Ta�i�
T ’s

with � is then fully controlled by the Dai,re
�j� ’s. So, the Ta�i�

T ’s

FIG. 9. Magnitudes of the real parts of the impedance surface and volume
couplings of �1,2,0� and �0,2,1�, as a function of � for the impedance surface
location at �a� x=0 and �b� the inclined wall of the trapezoidal cavity.

FIG. 10. The denominator and nu-
merator of the geometrical coupling
�see Eq. �24�� of �1,2,0� and �0,2,1�, as
a function of � for the impedance sur-
face location at �a� x=0 and �b� the
inclined wall of the trapezoidal cavity.
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of the TC modes that evolve from the two RC modes do not
have any extrema when � is altered, and this behavior is also
applicable to the Ta�i�

T ’s of the TC modes that evolve from
other RC modes in Fig. 5�c�.

When the surface is at the inclined wall, the
�k=1

N Ji,kPk
�j�-to-�k=1

N Mi,kPk
�j� and Rai,im

�j� -to-��ai
2 +Rai,re

�j� ratios
and thus, the Dai,re

�j� ’s and Gai
�j�’s of �1,2,0� and �0,2,1� change

with � �see Figs. 9�b�, 10�b�, and 11�b��. It is obvious from
Fig. 10�b� that the values of Rai,im

�j� ’s and ��ai
2 +Rai,re

�j� ’s are of
about the same order of magnitude, although the variation of
the latter with � is negligible compared to the former. Hence,
the Rai,im

�j� -to-��ai
2 +Rai,re

�j� ratios are significant in which the

values of the Gai
�j�’s are comparable to the Dai,re

�j� ’s �see Fig.
11�b��. As a result, the variation of the Ta�i�

T ’s with � is con-

trolled by the �Dai,re
�j� +Gai

�j��’s of the RC modes �also, see Eq.
�19�� rather than the Dai,re

�j� ’s alone. Due to the variations of
the �k=1

N Ji,kPk
�j�-to-�k=1

N Mi,kPk
�j� and Rai,im

�j� -to-��ai
2 +Rai,re

�j� ra-
tios and thus, the Dai,re

�j� ’s and Gai
�j�’s with �, extrema are gen-

erated in the �Dai,re
�j� +Gai

�j��’s. A maximum occurs when the
damping and geometrical couplings act maximally construc-
tive �i.e., both Dai,re

�j� and Gai
�j� have positive values� or mini-

mally destructive �i.e., the values of Dai,re
�j� and Gai

�j� have op-
posite signs� upon each other �e.g., at �=25° for �1,2,0� and
�=35° for �0,2,1� in Fig. 11�b��. In this case, the impedance
surface absorption is maximum, where a minimum is pro-
duced in the Ta�i�

T �e.g., Ta�i�
T ’s of the TC modes that evolve

from �1,2,0� and �0,2,1�, respectively, at �=25° and 35° in
Fig. 5�d��. On the other hand, a minimum in the �Dai,re

�j�

+Gai
�j�� exists when the damping and geometrical couplings

act minimally constructive or maximally destructive upon
each other �e.g., at �=35° for �1,2,0� and �=20° for �0,2,1�
in Fig. 11�b��. Due to a large destructive or small construc-

tive effect of both couplings, the impedance surface does not
absorb much sound and thus, the Ta�i�

T has a maximum �e.g.,
Ta�i�

T ’s of the TC modes that evolve from �1,2,0� and �0,2,1�,
respectively, at �=35° and 20° in Fig. 5�d��. The same ex-
planation of the variations of Dai,re

�j� and Gai
�j� with � is also

applicable for the variation of the Ta�i�
T ’s of the TC modes that

evolve from other RC modes for the impedance surface lo-
cation at z=0 or y=Ly in Figs. 5�a� and 5�b�.

IV. CONCLUSIONS

The coupling between rigid-walled modes of a rectangu-
lar cavity �RC modes� is used to study the decay times of
acoustic modes of a trapezoidal cavity �TC modes�, Ta�i�

T ’s.
The trapezoidal cavity has an inclined wall described by an
inclination angle, �, as well as an impedance surface. The
grouping of TC modes based on their Ta�i�

T ’s and the variation
of the Ta�i�

T ’s with �, are determined by two different cou-
pling mechanisms of the individual RC modes that evolve
the TC modes, namely, the damping coupling, Dai,re

�j� , and the
geometrical coupling, Gai

�j�. The damping coupling is related
to the coupling of RC modes at the impedance surface �i.e.,
impedance surface coupling�. The geometrical coupling is
related to the coupling of RC modes at the inclined wall �i.e.,
inclined surface coupling�. For �=0°, Gai

�j��0, and the be-
havior of the decay times of RC modes, Tai’s, and the RC-
mode grouping are fully determined by the Dai,re

�j� ’s of the
modes. For the impedance surface location at a given wall,
there are two RC-mode groups, namely, the grazing group
and the nongrazing group. The Tai’s for the grazing modes
are twice of those for the nongrazing modes. For �0°, the
impedance surface and volume couplings have a common
dependence of � when the impedance surface is at either of
the two trapezoidal walls of the cavity. Therefore, both cou-
plings act in an exactly opposite way such that the geometri-
cal effect of the inclined wall �i.e., Gai

�j�� on Ta�i�
T is negligible,

and Dai,re
�j� is independent of �. Thus, similar to �=0°, the

behavior of Ta�i�
T ’s and the TC-mode grouping are fully de-

termined by the Dai,re
�j� ’s of the RC modes that evolve the TC

modes �i.e., there are two groups of TC modes that evolve
from the grazing and nongrazing RC modes, and the Ta�i�

T ’s
for the former are twice of those for the latter�. Also, the
Ta�i�

T ’s are independent of � and do not have any extrema.
When the impedance surface is at any of the other walls, the
behavior of Ta�i�

T ’s and the TC-mode grouping are determined

by both Dai,re
�j� ’s and Gai

�j�’s which are, respectively, the same
for those RC modes with same number of nodes in the di-
rections across and towards the inclination �the y and z di-
rections in this paper�. Thus, TC modes that evolve from
these RC modes have same decay times. So, many groups of
TC modes exist because there are many different combina-
tions of the number of nodes of RC modes in the two direc-
tions. As Dai,re

�j� and Gai
�j� vary with �, extrema are generated in

�Dai,re
�j� +Gai

�j��. A maximum occurs when the damping and
geometrical couplings act maximally constructive or mini-
mally destructive upon each other, where the impedance sur-
face absorption is maximum and a minimum is produced in

FIG. 11. Geometrical coupling and the real part of the damping coupling of
�1,2,0� and �0,2,1�, as a function of � for the impedance surface location at
�a� x=0 and �b� the inclined wall of the trapezoidal cavity.
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Ta�i�
T . A minimum in �Dai,re

�j� +Gai
�j�� exists when the damping

and geometrical couplings act maximally destructive or
minimally constructive upon each other, where the imped-
ance surface does not absorb much sound and a maximum is
produced in Ta�i�

T . Hence, with the exception of the imped-
ance surface location at either of the two trapezoidal walls,
the absorption of the surface can be adjusted by changing �.
It is unnecessary for the surface to change area �only when
the surface is at the opposite wall to the inclined wall�,
change location to another wall, or be at the inclined wall.
Both experimental works on the decay times of TC modes
subject to a locally and an extensively reactive surface are
underway.
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This paper discusses an efficient method for evaluating multiple decay times within the Bayesian
framework. Previous works �N. Xiang and P. M. Goggans, J. Acoust. Soc. Am. 110, 1415–1424
�2001�; 113, 2685–2697 �2003�; N. Xiang, P. M. Goggans, T. Jasa, and M. Kleiner, 117, 3707–3715
�2005�� have applied the Bayesian inference to cope with demanding tasks in estimating multiple
decay times from Schroeder decay functions measured or calculated in acoustically coupled spaces.
Since then a number of recent works call for efficient estimation methods within the Bayesian
framework. An efficient analysis is of practical significance for better understanding and modeling
the sound energy decay process in acoustically coupled spaces or even in single spaces for
reverberation time estimation. This paper will first formulate the Bayesian posterior probability
distribution function �PPDF� in a matrix form to reduce the dimensionality as applied to the decay
time evaluation. Based on existence of only global extremes of PPDFs as observed from extensive
experimental data, this paper describes a dedicated search algorithm for an efficient estimation of
decay times. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2363932�

PACS number�s�: 43.55.Br, 43.55.Mc �EJS� Pages: 3744–3749

I. INTRODUCTION

Recent research in acoustically coupled spaces1–5 re-
quires a set of practical tools to evaluate the sound energy
decay from experimentally measured data or from computer-
based simulations. One of the demanding tasks for better
understanding and design of acoustics in coupled spaces lies
in sound energy decay analysis. Applications of Bayesian
probability theory in decay time evaluation in acoustically
coupled spaces6–8 have demonstrated a useful framework for
analyzing Schroeder decay functions9 from room impulse re-
sponse measurements. The Bayesian framework proves to be
able to estimate not only the decay parameters from
Schroeder decay model,6 but also to determine the decay
order,7 to quantify uncertainties of decay time estimates and
the interrelationship between multiple decay times.8

Bayesian probability theory provides useful tools to for-
mulate posterior probability density function �PPDF� of de-
cay parameters. One approach to estimation of respective
decay parameters is to localize global extremes of the PPDF
over the parameter space, leading to an effective estimation
of relevant decay parameters,6 so-called maximum a poste-
rior �MAP� estimation. Recent research in the acoustically
coupled spaces demands an efficient way in performing
Bayesian decay analysis. The subject of this paper is to show
how one can accomplish the multiple decay time estimation
with a low computation burden based on the MAP estima-
tion. This effort is to speed up evaluations of relevant decay
parameters from Schroeder decay functions using Bayesian

probability theory. A practical significance of efficient meth-
ods is that architectural acousticians need to evaluate the
multiple decay times over a number of octave/one-third oc-
tave bands, normally 5–20 evaluations to cover the fre-
quency range of interest. For systematic investigations, a
large number of room impulse responses need to be ana-
lyzed.

This paper is organized as follows, Sec. II briefly de-
scribes Bayesian formulation of posterior distributions over
the decay time space. In Sec. II, one difference from previ-
ous work �Ref. 6�, is the introduction of the Bayesian for-
malism in a matrix form, partially based on previous
works.10,11 This formulation along with that documented in
Ref. 6 may piece together a coherent understanding of the
model-based Bayesian inference, and help architectural ac-
ousticians to apply the Bayesian inference to the practical
problems. On the application level the matrix formulation
will particularly help those readers who want to implement
the method using MATLAB. Section III discusses the proposed
search method, its implementation and computation load
evaluation. Finally, Sec. IV concludes the paper.

II. BAYESIAN FORMULATION

A. Schroeder decay models

This section begins with Schroeder decay function data
D= �d1 ,d2 , . . . ,dK�Tr, a column vector of K elements, ��Tr

stands for matrix transpose. A parametric model has been
established based on the nature of Schroeder’s integration6,12

D = GA + e , �1�

which approximates the data D with an error vector e. A is a
column vector of m coefficients, termed linear parameter

a�Aspects of this work have been presented at the 151st ASA Meeting, JASA
119 �2006�, pp. 3208 �A�.

b�Author to whom correspondence should be addressed; electronic mail:
xiangn@rpi.edu
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vector. G is a matrix of K�m; jth column of G is given by

Gkj�Tj,tk� = �tK − tk for j = 0

exp�− 13.8 · tk/Tj� for 1,2, . . . ,m − 1,

�2�

where Tj is jth decay time to be determined for 0� j�m
−1, T0=�. 0�k�K−1; tK represents the upper limit of
Schroeder’s integration. Recent works8,12 have experimen-
tally proven the validity of this model, especially when tK is
large enough. Figure 1 illustrates two examples of the
Schroeder decay function D calculated from real hall mea-
surements and its model function GA with properly esti-
mated model parameters.

The decay model in Eq. �1� is in the form of generalized
linear models.10,11 This special form has gained general in-
terest since one can analytically formulate the PPDF within
the Bayesian framework in a tractable form. To proceed, an
eigen decomposition of m�m square matrix GTrG comes
into use:

GTrG = E�ETr, �3�

where ��Tr represents matrix transpose, E is a square ma-
trix containing m eigenvectors, while � is a diagonal ma-
trix containing m eigenvalues of the eigenvectors. The
eigen decomposition facilitates converting G into an or-
thonormalized one Q or vice versa �see Appendix A�:

Q = GE�−1; G = Q�E �4�

with

�Tr� = � . �5�

In similar fashion, the linear parameter vector A can be
converted into the orthonormalized one �, or vice versa:

� = �EA; A = E�−1� , �6�

such that the error function e can be equivalently expressed
in terms of Schroeder decay function D and the orthonormal-
ized model Q�:

e = D − Q� . �7�

B. Bayesian decay parameter estimation

Bayesian theory formulates the PPDF through the prior
probability density and likelihood function via Bayes’ theo-
rem:

p�A,T�D,I� =
p�A,T�I�p�D�A,T,I�

p�D�I�
, �8�

where p�D � I� acts in the context of decay time estimation as
a normalization constant. T is a vector matrix of m coeffi-
cients, termed nonlinear parameter vector. p�A ,T � I� is the
prior distribution function of A and T. Bayes’ theorem in Eq.
�8�, therefore, represents how our prior knowledge p�A ,T � I�
is modified in presence of data through the likelihood func-
tion p�D �A ,T , I�. Background information I includes that
the Schroeder decay model in Eq. �2� through Eq. �1� de-
scribes the data D reasonably well so that all errors in e are
bounded by a finite value. Given finite errors and a reason-
able model as the only available information, application of
the principle of the maximum entropy6 assigns a Gaussian
distribution to the likelihood function p�D �A ,T , I� and an
independence to errors ei from each other, so that

p�D�A,T,�,I� = ��2���−K exp� eTre

2�2 	 , �9�

with a finite, but unspecified error variance �2. The likeli-
hood function p�D �A ,T ,� , I� implies that the error variance
�2 at this stage is still unknown.

A substitute of Eq. �7� into Eq. �9� yields the posterior
probability density function p�� ,T �D ,� , I� in terms of the
likelihood p�D �� ,T ,� , I� and prior probability function
p�� ,T � I�:

p��,T�D,�,I� � p��,T�I���2���−K

�exp
−
�D − Q��Tr�D − Q��

2�2 � , �10�

where p�� ,T �D ,� , I� and p�� ,T � I� reflect the fact that the

FIG. 1. Comparison between Schroeder decay function �D� measured in real
halls and their model function �GA, or equivalently Q��. �a� Room impulse
response measured in Troy Savings Bank Music Hall, filtered at 500 Hz
octave band. �b� Room impulse response measured in San. Patrick Church,
filtered at 4 kHz ocatve band.
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equivalent orthonormalized model Q� has substituted the
Schroeder decay model GA through Eqs. �4�, �6�, and �7�,
so the linear vector A has been substituted by �.

The marginalization over � with a uniform prior, and
over � by assigning Jeffreys’ prior along with the orthonor-
malization stated in Sec. II A lead to an analytically tractable
PPDF in the form of the student-T distribution �see Appendix
B�:

p�T�D,I� � �DTrD − qTrq��m−K�/2, �11�

with

q = QTrD �12�

Similar to the formulation in Ref. 7, the marginalization
removes � and � from the current problem, and results in the
student-T PPDF over only the decay time space. The decay
time estimation can, therefore, be carried out in a dramati-
cally reduced dimensionality. Once the decay times are esti-
mated, an expected linear parameter vector �A can be deter-
mined through Eq. �6� and ��= q̂ with q̂ being a MAP
estimate of q in Eq. �12�.

C. Numerical examples

Figure 1�a� shows the Schroeder decay function D of
3000 elements within 500 Hz �oct� measured in the Troy
Savings Bank Music Hall, Troy, NY, and the decay model
GA

GA =�
tK − t0 e−13.8·t0/T

tK − t1 e−13.8·t1/T

� �
tK − tK−1 e−13.8·tK−1/T

��4.339E − 7

1.002
	 �13�

with K=3000, reverberation time T=2.60 s. Figure 1�b�
shows the Schroeder decay function D of 4000 elements
measured in San. Patrick Church, Watervliet, NY, and the
decay model GA

GA =�
tK − t0 e−13.8·t0/T1 e−13.8·t0/T2

tK − t1 e−13.8·t1/T1 e−13.8·t1/T2

� � �
tK − tK−1 e−13.8·tK−1/T1 e−13.8·tK−1/T2

�
��2.168E − 7

2.596

0.205
� , �14�

with K=4000, decay times T1=2.29 s, T2=4.21 s.
Figure 2 illustrates normalized PPDFs over decay time

space �T1 ,T2� given the model in Eq. �14� and the measured
Schroeder decay function D as shown in Fig. 1�b�. The
PPDF over a two-dimensional �2D� decay time space be-
tween 1.9 and 5 s includes two distinct, well-separated dis-
tribution modes of equal height. Figures 2�d� and 2�e� illus-
trate the projections onto two decay time axes from slices

FIG. 2. �Color online� Posterior prob-
ability density function �PPDF� over
decay time space �T1 ,T2� evaluated for
the room impulse response measured
in San. Patrick Church as shown in
Fig. 1�b�. The PPDF in 2D presenta-
tion between 1.9 and 5.0 s. �b� One of
the PPDF mode in three-dimensional
�3D� presentation over �2.0s ,2.6s� and
�3.8s ,4.8s� with a grid of 300�500.
�c� One of the PPDF mode in 2D pre-
sentation over �2.0s ,2.6s� and
�3.8s ,4.8s�. �d�, �e� Projections onto
two decay time axes from slices across
the peak of the mode.
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across the peak of the mode. Extensive evaluations of a large
number of measured results confirm that the student-T distri-
bution in Eq. �11� over n-dimensional decay time space dem-
onstrates n! distinctly separated distribution modes of equal
height.6,7 For this reason, only one mode serves the estima-
tion purpose. Besides these modes, no local extremes so far
have been found. This fact gives a rise to a simplified search
algorithm elaborated in the following: localization of the
peak position of one of these modes will serve estimation of
decay times.13

III. A FAST SEARCH ALGORITHM

The PPDF associated with any particular set of values
for the decay parameters is a measure of how much one
believes that they really lie in the neighborhood of that
range. Therefore, localization of one of the PPDF global ex-
tremes in the parameter space will lead to an effective esti-
mation of relevant decay parameters,6 the MAP estimation.
Previous works have applied Gibbs sampling technique6,14

within the Bayesian framework. Gibbs sampler breaks the
problem of drawing samples from a multivariante density
down to densities of smaller dimensionality in a rotational
pattern. Gibbs sampler may still require a large number of
random samples within each single rotation process. In
Bayesian decay analysis, however, one can exploit the fact
that the student-T distribution within the subspace of a single
mode will not exhibit local extremes, which means that there
is only one “hill” along one decay-time axis within the sub-
space around the single mode.

A. Search algorithm

Inspired by the rotational pattern of the Gibbs sampler,
one begins a search along one decay-time axis while fixing
the others. At the initial point, randomly chosen value of Ti

with its PPDF sample indicated by point “A” in Fig. 3, a

proper moving direction can be estimated by comparing
PPDF values in Eq. �11� at two other adjacent Ti’s on each
side with a tiny step size, the smallest step size �T �defined
according to required precision prior to the search�. After
determination of the moving “up-hill” direction, a relative
large step size �termed initial step size �T0 within each it-
eration in this paper� is recommended to search the one di-
mensional space coarsely. The same step size is kept until the
PPDF value becomes smaller than the previous one as indi-
cated by point “B” in Fig. 3. This causes reversing of the
moving direction and decreasing of the step size �T1	�T0;
with this moving direction and step size the search goes until
the point “C” in Fig. 3. Conceivably both the moving-
direction reversion and the step-size reduction could happen
many times until the step size becomes the smallest one ��T�
as initially defined. With this smallest step size one more
search along the corresponding moving direction keeps go-
ing up hill until the PPDF value turns “down hill,” and the
search within this dimension can be stopped. By fixing the
value of the last Ti

1, the search goes on to the next one-
dimensional space of Ti+1, if any, until all the dimensions are
searched; this finishes up one iteration �rotation� with
T1

1 ,T2
1 , . . ..All Ti

1s and their corresponding PPDF values are
kept in the memory of the search algorithm.15–20

The next iteration begins with T1
1 ,T2

1 , . . . as initial values.
A breaking mechanism to stop overall search can be deter-
mined by the fact that the �large� step size is reduced to the
smallest step size �Tn=�T and differences between the cur-
rent PPDF value and the previous one fall below a threshold
�p as defined according to the required precision. The decay
time values associated with the maximum value of the PPDF
determined by Eq. �11� among the search iterations will be
kept as the MAP estimates.

B. Implementation and discussion

Previous work8 shows very different, varied shapes of
PPDF modes from data to data. In double-slope cases, in
particular, often the PPDF mode along one dimension can be
so different from the one along the other dimension over the
decay time space, so that there will not be general rules of
how the initial step size, the step size reduction can be se-
lected. Experimental results as shown in this paper use the
following values

• The smallest step size: �T=1.0�10−4 s
• The initial �large� step size: �T0=X ·�T with an initial step

size factor X=81
• The step size factor X reduces for �X when reserving the

search direction: At the first direction reversion �X=10,
the step size factor becomes X−�X, �X reduces 2 at every
direction reversion until �X=1 or X=1

• The threshold of the PPDF difference: 20lg��p�=2.0
�10−3

This work calculates the Schroeder decay functions from
room impulse responses at an integration interval of 1 ms,
which results in Schroeder decay functions of several hun-
dreds till several thousand points �with K in Eq. �11� being
on order of 103�. For this reason the calculation of the PPDF

FIG. 3. �Color online� Search method within one-dimensional parameter
space. Point “A” represents the starting sample determined by a random set
of decay times �initial value�. Two more samples with the smallest step size
�T determine the up-hill moving direction along which a large step size �T0

is kept until point “B”. Then a reduced step size �T1 and an opposite
moving direction are kept until point “C”. From point C the moving direc-
tion will be reversed with an even smaller step size �T2, and so on.
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using Eq. �11� is conveniently pursued on a logarithmic basis
20lg�p�T �D ,I��, where quantity DTrD needs to be calculated
only once throughout the overall search. Figure 4 illustrates
the search iterations for a double-slope case of the experi-
mental data shown in Fig. 2. Figure 4�a� shows its search
trace overlayed on top of the 2D presentation of the PPDF
over the decay time space of �1.9s ,5.0s�, while Fig. 4�b�
illustrates how the search iteratively climbs one of the PPDF
modes upwards.

The dynamic step-size reduction has been proven to be a
reasonable way to reduce the computational load while
achieving high search resolution. As demonstrated by this
numerical example, 28 iterations for the double-slope case
converge the search; each iteration requires only a few of
search steps, while the search with a fixed step size as small
as �T will require hundreds, even thousands of the small
steps, especially when the random sampling begins in ranges
where the PPDF is of low values. The single-slope cases
using the dynamic step-size reduction often require signifi-
cantly less search effort, since only a few of the step-size
reductions associated with search direction reversions within
one single iteration are needed. Using traditional Gibbs
sampling,6,10 however, a relatively large number of samples
have to be evaluated within each iteration, in order of thou-
sand samples, since the PPDF shape within each iteration is
in general not known.

The search algorithm with the dynamic step-size reduc-
tion as implemented in this work runs efficiently, usually
takes a few seconds for double-slope cases on a currently
available personal computer when the Schroeder decay data
are in order of thousands points, while for single-slope cases
it usually takes less than 1 s or less. The search process also
has a “burn-in” phase like other classical Markov Chain
Monte Carlo methods.10 The burn-in process can be signifi-
cantly shortened by a simple estimate of T1

0 using a small
portion of the Schroeder decay function, say between −5 and
−10 dB, particularly for the single-slope case. In this work
an initial value of T2

0=1.5�T1
0 is always set for the double-

slope case. The search algorithm itself is then not a random
process at all. When starting at the same initial point in the

decay time space, the search algorithm will converge at the
same ending point given the step sizes, the reduction size and
the breaking threshold as mentioned above.

Note that there might be even more efficient algorithms
for this specific application, if substantial optimization would
be undertaken. In addition, only in this specific application,
the search algorithm can be effected. If the PPDF over the
parameter space of other applications shows not only the
global extreme, but is accompanied by possible local ex-
tremes, one should resort to the traditional Gibbs sampling
method or other Markov Chain Monte Carlo methods.

IV. CONCLUSIONS

This work exploits the Schroeder decay function model
which is in the form of the generalized linear models. This
specific model form makes it possible to reduce the dimen-
sionality of the posterior probability distribution functions
�PPDFs� within the Bayesian framework by probabilistic
marginalization to a compact form termed student-T distri-
bution. This paper derives the student-T distribution in a ma-
trix form. At the end, the student-T distribution is a function
of only decay times and there are only global extremes over
the decay time space, so as to implement a dramatically sim-
plified search algorithm. Inspired by rotational patterns of
Gibbs sampling, a dynamic reduction of search step sizes
with similar rotational iterations results in an efficient search
algorithm for the Bayesian decay time estimation. When the
PPDF contains not only global extremes, but is accompanied
by possible local extremes, more general approaches such as
Markov Chain Monte Carlo methods should be applied.
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FIG. 4. �Color online� Search trace over decay time space �T1 ,T2� evaluated for the experimental data measured in San. Patrick Church as shown in Fig. 2.
The MAP values T1=2.29 s, T2=4.21 s as from iteration 28. �a� Search trace overlapped with the 2D PPDF over the decay time space �T1 ,T2� between 1.9
and 5.0 s. �b� Search trace in a 3D presentation.
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APPENDIX A

E of Eq. �3� has following properties:

ETr = E; ETrE = � , �A1�

where � is an identity matrix. Using Eqs. �3�–�5� one can
derive that

QTrQ = � . �A2�

APPENDIX B

From Eqs. �10�, �12�, and �A2�

�D − Q��Tr�D − Q��

= DTrD − �TrQTrD − DTrQ� + �TrQTrQ�

= �DTrD − qTrq� + �� − q�Tr�� − q� �B1�

p��,T�D,�,I� � ��2���−Kexp
− �DTrD − qTrq�
2�2 �

�exp
−
�� − q�Tr�� − q�

2�2 � . �B2�

The marginalization over the nuisance parameters � by
assigning a uniform prior p�� �I�=const, p�T �� ,I�=const:

p�T�D,�,I� � �
−�

�

p��,T�D,�,I�d� . �B3�

p�T�D,�,I� � ��2���−K+m

��
−�

�

exp
− �DTrD − qTrq�
2�2 �d� , �B4�

according to Eq. �A5� in Ref. 6:

�
−�

�

exp
− �� − q�Tr�� − q�
2�2 �d� = ��2���m �B5�

and an integration of Eq. �B4� over � by assigning Jeffrey’s
prior 1 /�6 yields Eq. �11�.

1J. S. Anderson, M. Bratos-Anderson, and P. Doany, “The acoustics of a
large space with a repetitive pattern of coupled rooms,” J. Sound Vib. 208,
313–329 �1997�.

2J. E. Summers, R. R. Torres, and Y. Shimizu, “Statitical-acoustics models
of energy decay in systems of coupled rooms and their relation to geo-
metrical acoustics,” J. Acoust. Soc. Am. 116, 958–969 �2004�.

3J. E. Summers, R. R. Torres, Y. Shimizu, and Bengt-Inge L. Dalenbäck,
“Adapting a randomized beam-axis-tracing algorithm to modeling of
coupled rooms via late-part ray tracing,” J. Acoust. Soc. Am. 118, 1491–
1502 �2005�.

4D. T. Bradley and L. M. Wang, “The effects of simple coupled volume
geometry on the objective and subjective results from nonexponential de-
cay,” J. Acoust. Soc. Am. 118, 1480–1490 �2005�.

5V. Valeau, J. Picaut, and M. Hodgson, “On the use of a diffusion equation
for room-acoustic predictions,” J. Acoust. Soc. Am. 119, 1504–1513
�2006�.

6N. Xiang and P. M. Goggans, “Evaluation of decay times in coupled
spaces: Bayesian parameter estimation,” J. Acoust. Soc. Am. 110, 1415–
1424 �2001�.

7N. Xiang and P. M. Goggans, “Evaluation of decay times in coupled
spaces: Bayesian decay model selection,” J. Acoust. Soc. Am. 113, 2685–
2697 �2003�.

8N. Xiang, P. M. Goggans, T. Jasa, and M. Kleiner, “Evaluation of decay
times in coupled spaces: Reliability analysis of Bayesian decay time esti-
mation,” J. Acoust. Soc. Am., 117, 3705–3715 �2005�.

9M. R. Schroeder, “New method of measuring reverberation time,” J.
Acoust. Soc. Am. 37, 409–412 �1965�.

10J. J. K. O’Ruanaidh and W. J. Fitzgerald, Numerical Bayesian Methods
Applied to Signal Processing �Springer, New York, 1996�.

11G. L. Bretthorst, “Bayesian analysis. I. Parameter estimation using quadra-
ture NMR models,” J. Magn. Reson. �1969-1992� 88, 533–551 �1990�.

12N. Xiang, “Evaluation of reverberation times using a non-linear regression
approach,” J. Acoust. Soc. Am. 98, 2112–2121 �1995�.

13S. Dosso, “Quantifying uncertainty in geoacoustic inversion. I. A fast
Gibbs sampler approach,” J. Acoust. Soc. Am. 111, 129–142 �2002�.

14Z. H. Michalopoulou and M. Picarelli, “Gibbs sampling for time-delay and
amplitude estimation in underwater acoustics,” J. Acoust. Soc. Am. 117,
799–808 �2005�.

15E. T. Jaynes, Probability Theory: The Logic of Science �Cambridge Uni-
versity Press, Cambridge, 2003�.

16F. Jacobsen, “A note on acoustic decay measurements,” J. Sound Vib. 115,
165–170 �1987�.

17M. Vorländer and H. Bietz, “Comparison of methods for measuring rever-
beration time,” Acustica 80, 205-215 �1994�.

18A. Lundeby, T. E. Vigran, H. Bietz, and M. Vorländer, Uncertainties of
measurements in room acoustics,” Acustica 81, 344–355 �1995�.

19D. S. Sivia, Data Analysis: A Bayesian Tutorial �Clarendon Press, Oxford,
1996�.

20H. Jeffreys, Theory of Probability, 3rd ed. �Oxford University Press, Lon-
don, 1961�.

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 N. Xiang and T. Jasa: Decay time estimation in coupled spaces 3749



Modal decomposition method for acoustic impedance testing
in square ductsa)

Todd Schultz, Louis N. Cattafesta III, and Mark Sheplakb�

Interdisciplinary Microsystems Group, Department of Mechanical and Aerospace Engineering,
University of Florida, Gainesville, Florida 32611-6250

�Received 17 February 2006; revised 13 September 2006; accepted 15 September 2006�

Accurate duct acoustic propagation models are required to predict and reduce aircraft engine noise.
These models ultimately rely on measurements of the acoustic impedance to characterize candidate
engine nacelle liners. This research effort increases the frequency range of normal-incidence
acoustic impedance testing in square ducts by extending the standard two-microphone method
�TMM�, which is limited to plane wave propagation, to include higher-order modes. The modal
decomposition method �MDM� presented includes four normal modes in the model of the sound
field, thus increasing the bandwidth from 6.7 to 13.5 kHz for a 25.4 mm square waveguide. The
MDM characterizes the test specimen for normal- and oblique-incident acoustic impedance and
mode scattering coefficients. The MDM is first formulated and then applied to the measurement of
the reflection coefficient matrix for a ceramic tubular specimen. The experimental results are
consistent with results from the TMM for the same specimen to within the 95% confidence intervals
for the TMM. The MDM results show a series of resonances for the ceramic tubular material
exhibiting a monotonic decrease in the resonant peaks of the acoustic resistance with increasing
frequency, resembling a rigidly-terminated viscous tube, and also evidence of mode scattering is
visible at the higher frequencies. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2360423�

PACS number�s�: 43.58.Bh, 43.20.Ye, 43.20.Mv �AJZ� Pages: 3750–3758

I. INTRODUCTION

Acoustic liners are used in turbofan engines to suppress
radiated engine noise. These liners provide an acoustic im-
pedance boundary condition for modes inside the engine
duct.1 Liner design requires experimental verification of the
acoustic properties of candidate configurations. The two-
microphone method �TMM� is a popular standardized tech-
nique for determining the normal-incidence acoustic imped-
ance of materials.2–6 In this method, a compression driver is
mounted at one end of an acoustic waveguide, and the test
specimen is mounted at the other. Two microphones are
flush-mounted in the duct wall at two locations near the
specimen to determine the incident and reflected plane
waves. The microphone data are used to estimate the
complex-valued reflection coefficient and the corresponding
acoustic impedance of the test specimen.

Current 1 /5th-scale aeroacoustic impedance testing re-
quires a frequency range of at least 20 kHz.7,8 However, the
frequency range of the TMM is restricted by the plane wave
assumption. For example, the upper frequency limit of the
TMM is limited to 6.7 kHz in a 25.4 mm square waveguide.
To extend the range further, the duct and specimen size must
be reduced. For example, the side length of the square duct
would have to be 8.5 mm to reach the desired 20 kHz band-

width. Unfortunately, small specimen sizes result in installa-
tion and fabrication issues and in local material variations
that can cause changes in the measured acoustic impedance.
The installation and fabrication issues arise from having to
cut a finite specimen, often resulting in damage to its edges.
Furthermore, the smaller the specimen size, the larger the
percentage of the total area composed of the damaged edges.
For the local material variations, testing a large number of
specimens can quantify these statistical variations. However,
this approach is time consuming and costly.

Another method to increase the frequency range is to
permit the propagation of higher-order modes. This allows
large specimens but increases the complexity of the measure-
ment setup and data reduction routine. For a 25.4 mm square
duct, the bandwidth is increased to 13.5 kHz if the first four
modes propagate or to 20 kHz if the first nine modes propa-
gate. The advantage to this modal decomposition method
�MDM� is that the higher-order modes can also be modeled
as plane waves at oblique angles of incidence; thus this
method can yield information regarding the effects of angle
of incidence. The oblique-incidence information can be used
to verify the local reactivity assumption, which states that the
acoustic impedance is independent of the angle of
incidence.9

Modal decomposition methods presented in the litera-
ture can be separated into two different schemes: correlation
and direct methods.10 Correlation approaches determine the
modal amplitudes by measuring the temporal and spatial cor-
relation of acoustic properties inside the waveguide. Direct
methods, however, use point measurements to compute the
modal amplitudes from a system of equations derived from

a�Portions of this work were presented in “Modal decomposition method for
acoustic impedance testing in rectangular ducts” at the 44th AIAA Aero-
space Sciences Meeting and Exhibit, Reno, NV, 9–12 January 2006, paper
number AIAA 2006-2695, and in “Modal Decomposition Method for High
Frequency Acoustic Impedance Testing,” ASA Fall Meeting, Minneapolis,
MN, 17–21 October 2005.

b�Electronic mail: sheplak@ufl.edu
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an analytical propagation model. Accurate propagation mod-
els exist for rectangular, square, or cylindrical ducts with
rigid walls. However, multiple independent sources are re-
quired to resolve the acoustic properties of the test specimen,
such as the reflection coefficients, mode scattering coeffi-
cients, and acoustic impedances. This paper uses the latter
approach and computes the modal amplitudes by solving a
system of linear equations. This method is also amenable to
a least-squares solution for added robustness.

Focusing now on prior research on direct methods, early
work by Eversman investigated the energy flow of acoustic
waves in rectangular ducts but did not consider the decom-
position of modal components.11 Moore was one of the first
to investigate direct methods to determine the source distri-
bution for ducted fans but limited his results to estimates of
the sound pressure levels for each circumferential mode and
neglected radial modes.12 Following this, Zinn et al. investi-
gated measuring acoustic impedance for higher-order modes
by adapting the standing-wave method.13 Yardley then added
the effects of mean flow and reflected waves to determine the
source distribution of a fan but did not expand the method to
compute the reflection coefficient matrix.14 Yardley also sug-
gested that the microphones should all be mounted flush to
the waveguide or duct. Pickett et al. continued to improve
the direct method by adding a discussion of optimum micro-
phone locations but limited their algorithms to a determinis-
tic system of equations.15 Only results at the fan blade pas-
sage frequency were reported. Moore continued the analysis
evolution by comparing integral algorithms for the solution
of the deterministic set of equations to the least-squares
approach.16 He concluded that the deterministic system was
susceptible to measurement noise, and the least-squares so-
lution provided robustness and approached the integral
method solution in the limit of infinite measurement points.
Again, his results were limited to estimates of the modal
amplitudes.

Subsequently, Kerschen and Johnston developed a direct
technique for random signals, but restricted the method to
only incident waves.17 Pasqualini et al. concentrated their
efforts on a transform scheme for a direct method for circular
or annular ducts only using a spinning-mode synthesizer
with nine elements as the acoustic source.18 A spinning-mode
synthesizer is an array of compression drivers mounted on a
waveguide, usually circular, in such a way that by changing
the relative amplitude and phase of the sources, different
modal distributions in the waveguide can be obtained. A
method for use with transient signals was then developed by
Salikuddin and Ramakrishnan.19,20 Continuing this line of
work, Åbom extended the direct method to any type of signal
by measuring the frequency response function between mi-
crophone pairs.10 Åbom noted difficulties associated with
generating the necessary independent sources to calculate the
reflection coefficient matrix. Akoum and Ville then devel-
oped and applied a direct method based on a Fourier-
Lommel transform to the measurement of the reflection co-
efficient matrix at the baffled end of a pipe.21 They
developed a spinning-mode synthesizer using two compres-
sion drivers by mounting the compression drivers to the side
of a circular waveguide on a rotating ring to generate the

necessary independent sources. Their results were in good
agreement with theoretical predictions for the normal mode,
but they state that discrepancies existed for the higher-order
modes since all of the data were near the cut-on frequency.
Most recently, Kraft et al. discussed the development of a
modal decomposition experiment using four microphones
but did not provide any results.7

The contribution of this paper is to adapt a direct MDM
based on a least-squares scheme to a square duct and to use
simple sources to acquire the data necessary to estimate the
entire reflection coefficient matrix and the acoustic imped-
ance at frequencies beyond the cut-on frequency of higher-
order modes. The outline of the paper is as follows: Sec. II
derives the data reduction procedure for estimating the com-
plex modal amplitudes, the reflection coefficient matrix, and
the acoustic impedance values from the measured data. Sec-
tion III outlines the experimental procedure and analysis pa-
rameters. This section concludes with a brief discussion con-
cerning the sources of error. Section IV presents the
experimental results for a single impedance specimen and
compares the MDM results to TMM results for the same
specimen. This paper then offers conclusions from the ex-
perimental results and offers suggestions for future work.

II. DATA REDUCTION ALGORITHM

The MDM developed here is restricted to time-
harmonic, linear, lossless acoustics without mean flow gov-
erned by the Helmholtz equation for pressure

�2P� + k2P� = 0, �1�

where P� is the complex acoustic pressure amplitude, k
=� /c0 is the wave number, � is the angular frequency, c0 is
the isentropic speed of sound, and the +j�t time convention
is assumed.22,23 The coordinate system is shown in Fig. 1,
and the x ,y ,d coordinates will be used for this paper. The
origin of the x ,y ,d coordinates is located in the lower right-
hand corner of the internal duct at the plane where the test
specimen is mounted. The general solution to Helmholtz
equation, assuming propagation in the d direction, is a sum-
mation of normal modes

P� = �
m

�
n

�mn�x,y��Amnejkzd + Bmne−jkzd� , �2�

where j=�−1, Amn and Bmn are the complex modal ampli-
tudes of the incident and reflected wave, respectively, m
and n are the mode numbers, kz is the axial wave number,
��x ,y� is the transverse factor determined by the boundary

FIG. 1. Waveguide coordinate system. Note that the side wall has been
removed to show the internal duct.
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conditions. The transverse factor is the product of the two
eigenfunctions for a rigid-walled square duct,

�mn�x,y� = cos�m�

a
x�cos�n�

a
y� , �3�

where a is the side length of the waveguide. The correspond-
ing dispersion relation is

kz =�� �

c0
�2

− �m�

a
�2

− �n�

a
�2

. �4�

For a normal mode to propagate, kz must be real-valued. The
cut-on frequencies are determined by setting kz=0 in Eq. �4�,

fmn
co =

c0

2
��m

a
�2

+ �n

a
�2

. �5�

Below fmn
co , a higher-order mode �m ,n� will not propagate

and is evanescent. The angle of incidence for a propagat-
ing higher-order mode is22

�mn = cos−1��1 − � fmn
co

f
�2� . �6�

A. Complex modal amplitudes

The experimental procedure flush mounts a number of
microphones in the sides of the waveguide, as in the TMM.
The number and locations of the microphones are selected to
observe the desired modes. A test frequency is selected and
the total number of propagating modes, �, are found from
Eq. �5� for that frequency. The minimum number of micro-
phone measurements required to uniquely determine the
acoustic pressure is for this test frequency is 2�.10 Next, Eq.
�2� is written for each microphone measurement, summing
only over the propagating modes for that frequency, to form
a system of equations

P� 1 = �
m

�
n

�mn�x1,y1��Amnejkzd1 + Bmne−jkzd1� ,

P� 2 = �
m

�
n

�mn�x2,y2��Amnejkzd2 + Bmne−jkzd2� ,

]

P� � = �
m

�
n

�mn�x�,y���Amnejkzd� + Bmne−jkzd�� , �7�

where the subscript on P� represents the microphone location
and � is the number of microphone measurements, which
must be equal to or larger than 2�. To decompose the sound
field, the microphones should be located with some trans-
verse separation and some axial separation. A simple way to
configure the microphone locations is to group the micro-
phones into two groups and locate each group at a separate
axial location. The system of equations can be compactly
expressed in matrix form as

	P� 
 = L	G
 , �8�

where 	P� 
 is the ��1 vector of measured complex acoustic
pressure amplitudes, 	G
 is the 2��1 vector of the complex
modal amplitudes given by

	G
 = �	A

	B
 � , �9�

and L is the ��2� matrix of the coefficients from Eq. �7�,
composed of the transverse function and the propagation
complex exponential.

The coefficient matrix has a special form; it is composed
of two sub-matrices that are complex conjugates. As a result
of this structure, the determinant of the L matrix has an
imaginary part that is identically equal to zero. To avoid this
problem, the matrix equation is transformed into a system of
two real-valued matrix equations, each with a coefficient ma-
trix that has a nonzero determinant

	P� R
 + j	P� I
 = �LR + jLI��	GR
 + j	GI
� , �10�

where the subscripts “R” and “I” denote the real and imagi-
nary parts, respectively.24 The expression is rearranged by
carrying out the multiplication and collecting the real and
imaginary parts

�	P� R

	P� I


� = LR − LI

LI LR
��	GR


	GI

� . �11�

The solution to Eq. �11� is found, for example, via Gaussian
elimination for the deterministic case in which �=2�. For
the overdetermined case, in which ��2�, a least-squares
solution to Eq. �11� is desired for a robust solution and can
be found by solving the normal equations

LR − LI

LI LR
�T�	P� R


	P� I

� = LR − LI

LI LR
�TLR − LI

LI LR
�

��	GR

	GI


� , �12�

where the superscript T represents the transpose of the
matrix.25

B. Reflection coefficient matrix

With the existence of higher-order propagating modes,
an incident acoustic mode now may reflect as the same mode
or scatter into different modes. This increases the complexity
of characterizing the specimen, as a single reflection coeffi-
cient can no longer describe the acoustic interaction. Instead,
the reflection coefficient matrix is defined as

	B
 = R	A
 , �13�

where the size of R is ��� and the vectors 	A
 and 	B
 are
��1.10,11 The elements of R are represented by Rmn,qr,
where the first index, mn, is the mode number for the re-
flected mode and the second index, qr, is the mode number
for the incident mode. The diagonal elements, Rmn,mn, repre-
sent same-mode reflection coefficients, while the off-
diagonal elements, Rmn,qr, represent the mode scattering co-
efficients. To determine the unknown reflection coefficient
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matrix, a minimum of � linearly independent source condi-
tions must be measured.10,21 The additional vectors of the
incident and reflected complex modal amplitudes can be
used to form linearly independent expressions for Eq. �13�
and then are combined together to form matrices such that

�	B
1 	B
2 ¯ 	B
�� = R�	A
1 	A
2 ¯ 	A
�� , �14�

which can then be solved for the reflection coefficient
matrix.10,21 For the deterministic case where there are equal
number of independent sources and modes, the solution to
Eq. �14� is

R = �B��A�−1. �15�

The solution of the overdetermined case is found in a least-
squares sense by solving the normal equations. In this work
various restrictor plates are placed between the waveguide
and the compression driver to generate multiple independent
sources. As will be seen below, each plate emphasizes the
generation of one higher-order mode. The use of the restric-
tor plates with a single compression driver is in contrast to
the spinning-mode synthesizers with multiple drivers used by
previous researchers.10,18,21

C. Acoustic impedance

The acoustic impedance ratio is defined only for same-
mode reflections as22

	mn =

Zspecimen

cos��mn
tr �

Z0

cos��mn�

=
1 + Rmn,mn

1 − Rmn,mn
, �16�

where Zspecimen and Z0 are the characteristic impedances of
the specimen and medium, respectively, and �mn

tr is the
angle of transmission for the m ,n mode. The normalized
specific acoustic impedance or normalized characteristic
impedance is obtained from Eq. �16�,

Zspecimen

Z0
=

cos��mn
tr �

cos��mn�
1 + Rmn,mn

1 − Rmn,mn
. �17�

Without further information concerning �mn
tr , only the nor-

malized acoustic impedance can be computed from the
results of the MDM. However, locally reactive materials
are commonly tested.26,27 A locally reactive material is a
material whose impedance is independent of the angle of
incidence and therefore is assumed to have a transmission
angle of approximately zero.28 In this case, Eq. �17� sim-
plifies to

Zspecimen

Z0
=

1

cos��mn�
1 + Rmn,mn

1 − Rmn,mn
, �18�

which represents the normalized surface response
impedance9 and can be estimated from the MDM. The
locally-reactive assumption is valid if the normalized spe-
cific acoustic impedances for all modes at a given frequency
are equal.

For the TMM, only plane waves are present and, hence,
only the normal incident acoustic impedance is determined.

The higher-order modes can be thought of as plane waves at
an oblique angle of incidence, as stated earlier. The effect of
angle of incidence causes the acoustic impedance value to
differ from the specific acoustic impedance value, and that
both estimates of impedance must be considered to fully
characterize the specimen.

D. Acoustic power

In addition to the normalized acoustic impedance, the
absorption coefficient is an important parameter to character-
ize acoustic materials. The absorption coefficient, 
, is de-
fined as the amount of acoustic power absorbed by the speci-
men normalized by the incident power and is given as


 =
Wi − Wr

Wi
= 1 −

Wr

Wi
, �19�

where Wi and Wr represent the power in the incident and
reflected acoustic fields, respectively. In the case of the
TMM, the absorption coefficient only considers the power
contained in the plane wave mode, but in the MDM, the
absorption coefficient will encompass the total power ab-
sorbed in all of the propagating modes. Equation �19� as-
sumes that no acoustic power is transmitted through the
waveguide into the surrounding environment, hence demon-
strating the need for terminating the specimen with a rigid
back plate and for ensuring proper sealing of the waveguide.
Expressions for the incident and reflected powers are derived
from integrating the acoustic intensity in the d direction over
the cross section of the waveguide to obtain the total power,
W, given by

W�f� =� �
S

IddS = �
y=0

a �
x=0

a 1

2
Re�P� U� d

*�dxdy , �20�

where U� d is the acoustic velocity perturbation in the fre-
quency domain and is found from Euler’s equation22

U� d =
j

�c0k

�P�

�d
. �21�

The orthogonal properties of the normal modes in the acous-
tic pressure solution given in Eq. �2�, and in the acoustic
velocity perturbation solution, given in Eq. �21�, allow for
the expression of the total power to be simplified and ulti-
mately separated into two parts. Each part only contains the
modal amplitudes for either the incident waves or the re-
flected waves. The resulting expressions for the incident and
reflected powers are

Wi =
a2

8�c0k
�
m=0

M

�
n=0

N

kz,mn�Amn�2, �22�

and

Wr =
a2

8�c0k
�
m=0

M

�
n=0

N

kz,mn�Bmn�2. �23�

The absorption coefficient not only provides an estimate of
the sound absorption capabilities of a material, but also pro-
vides a check on the measurement. The absorption coeffi-
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cient is bounded between zero and unity, and values outside
this range indicate a problem with the experimental setup
and procedure.

III. EXPERIMENTAL METHODOLOGY

To verify the data reduction routine outlined above and
obtain acoustic impedance data beyond the cut-on frequency,
an experimental apparatus is developed. The experimental
procedure to acquire and reduce the data is similar to the
TMM. A compression driver is mounted at one end of a
waveguide, and the test specimen is mounted at the other
end. The specimen chosen for the analysis is a ceramic tu-
bular specimen with 65% porosity �CT65� and a depth of
56 mm. The results for the same material are given by Jones
et al., but for a different depth of 77.5 mm.27 For the MDM,
eight microphones are flush-mounted in the duct wall at two
axial locations near the specimen to resolve the incident and
reflected waves, but far enough away for the evanescent
modes to be negligible. Fourier transforms of the phase-
locked, digitized pressure signals at each location are used to
estimate the complex acoustic pressure and thus the modal
coefficients and reflection coefficient matrix. A schematic of
the experimental setup is shown in Fig. 2, with eight micro-
phones flush-mounted into the waveguide. Each component
of the experimental setup and the data acquisition and analy-
sis routine are discussed in the following sections.

A. Waveguide

The waveguide used in the measurements presented is
approximately 96 cm long and has a square cross section
measuring 25.4 mm on a side. The walls of the waveguide
are constructed of 22.9-mm thick aluminum �type 6061-T6�.
The cut-on frequencies for the higher-order modes, given in
Table I, show that the limiting bandwidth for the TMM is
6.7 kHz for this waveguide, as opposed to 13.6 kHz when
the MDM is used with the first four modes. To resolve these
four modes, eight microphones are placed in two groups of
four microphones at two axial locations. The placement is
chosen such that each microphone is not located at the node
line of any of the modes of interest and to achieve a suffi-
cient signal to noise ratio. The locations of the eight micro-
phones are provided in Table II.

B. Equipment description

The compression driver is a BMS 4590P, with an oper-
ating frequency range of 0.2–22 kHz, powered by a Techron
7540 power amplifier. The drive signal is generated by a
Brüel and Kjær �B&K� Pulse Analyzer System, which also
acquired and digitized the eight microphone signals with a
16-bit digitizer. The measurement microphones are B&K
Type 4138 microphones �3.18 mm diameter� and are in-
stalled into the waveguide with their protective grids at-
tached to the microphone. The microphones are calibrated
only for magnitude before mounting in the waveguide. The
phase mismatch between the eight microphones was mea-
sured up to 6.7 kHz and was found to be less than ±5°. This
error is found to be acceptable as it resulted in less than 10%
uncertainty in the magnitude and in the phase for the modal
amplitudes and reflection coefficients. Atmospheric tempera-
ture is measured using a 100 � platinum resistive thermal
device with an accuracy of ±2 K.

C. Signal processing

All eight microphone signals are measured and subse-
quently processed with a fast Fourier transform algorithm.
The frequency resolution is 16 Hz with a frequency span
from 0.3 to 13.5 kHz. The 1000 linear averages are pro-
cessed using a uniform window with no overlap. Leakage is
eliminated by the use of a pseudorandom periodic signal to
excite the compression driver. To ensure synchronous data
acquisition, the sampling is triggered by the start of the gen-
erator signal in a phase locked acquisition mode. The data
are then processed using the MDM described above.

D. Numerical study of uncertainties

The main sources of error for the MDM are the signal to
noise ratio, microphone phase mismatch, uncertainties in the
measurements of the microphone locations, and the tempera-
ture. The frequency scaling of the uncertainty in the com-
puted values from the MDM is also important, as the goal of
the MDM is to extend the frequency range of acoustic im-
pedance testing. Numerical studies have been conducted
concerning the effects of the individual error sources and the

FIG. 2. Schematic of the experimental set up for the MDM �some micro-
phone connections are left out for clarity�.

TABLE I. Cut-on frequencies �kHz� for the higher-order modes.

m /n 0 1 2 3

0 0 6.83 13.6 20.5
1 6.83 9.66 15.3 21.6
2 13.6 15.3 19.3 24.6
3 20.5 21.6 24.6 29.0

TABLE II. Measurement locations �a=25.4 mm�.

Microphone x ,y ,d Location �mm� Microphone x ,y ,d Location �mm�

1 0.25a, 0, 1.6a 5 0.25a, 0, 1.1a
2 a ,0.25a ,1.6a 6 a ,0.25a ,1.1a
3 0.75a ,a ,1.6a 7 0.75a ,a ,1.1a
4 0, 0.75a ,1.6a 8 0, 0.75a ,1.1a
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frequency scaling of the total error, and are only summarized
here for brevity.29 These studies are performed for an ap-
proximate sound hard termination, with four different vectors
of incident complex modal amplitudes. The reflected modal
amplitudes are computed from Eq. �13� and the data are then
used to calculate time-series data. The time-series data are
then processed using the MDM described above. The root-
mean-square �rms� normalized error between the elements of
the calculated reflection coefficient matrix and the modeled
reflection coefficient matrix is used to gage the uncertainty of
the MDM. The numerical studies are performed at a fre-
quency of 12 kHz to avoid pressure nodes for the micro-
phone locations listed in Table II. The simulations varied the
error introduced into the simulated input signals to the MDM
and computed the perturbed output reflection coefficient ma-
trix for each of the error sources individually. These results
showed that the MDM gives reliable and accurate estimates �
�10% uncertainty� for the complex modal coefficients and
the reflection coefficient matrix.

IV. EXPERIMENTAL RESULTS

The MDM and TMM experimental results for the CT65
specimen are presented and compared using the same wave-

guide. The TMM results range from 0.3 to 6.7 kHz, while
the MDM results range from 0.3 to 13.5 kHz. The cut-on
frequencies for the higher-order modes are 6.83 kHz for the
�1,0� and �0,1� modes and 9.66 kHz for the �1,1� mode based
on the measured temperature. The independent sources for
the MDM are generated via the four different restrictor plates
shown in Fig. 3, each one is designed to emphasize one or
more of the first four modes. Figure 4 shows the incident
pressure field measured for each of the restrictor plates and
reveals that one of the sources generates a pressure level
approximately 5–10 dB higher than the other three sources
for the higher-order modes. The exception is the plane wave
mode, where the restrictor plate produces pressure levels
only marginally higher than the others. The data for the re-
flected pressure field for each of the restrictor plates are pre-
sented in Fig. 5, and this figure shows evidence of mode
scattering since there is no longer the same difference be-
tween the pressure amplitude of each of the sources as shown
in the incident pressure field.

The absorption coefficient is shown in Fig. 6 for all four
restrictor plates. The data show that the total power absorbed
is dependent on the modal content of the acoustic field, since
the absorption coefficient varies between the sources after
the cut-on frequency for the first higher-order mode.

FIG. 3. Schematic of the four restrictor plates. �The dotted line represents
the waveguide duct cross-section.�

FIG. 4. �Color online� Incident pressure field. All dB units are referenced to
20 Pa.

FIG. 5. �Color online� Reflected pressure field. All dB units are referenced
to 20 Pa.

FIG. 6. �Color online� Absorption coefficient.
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The magnitude and argument of the reflection coeffi-
cients are shown in Fig. 7 along with results from the TMM.
The estimate of the plane wave reflection coefficient pro-
vided by the MDM agrees with the TMM to within its 95%
confidence interval estimates. The uncertainty estimates for
the TMM are estimated using the procedure outlined in
Schultz,29 however, they are not shown in the figures for
clarity. Figure 8 shows the mode scattering coefficients for
the plane wave mode scattering into the higher-order modes.
The other mode scattering coefficients are calculated but are
not shown for brevity. The magnitude of the mode scattering
coefficients is less than 0.2 for all frequencies except for the
frequencies near the �1,1� mode cut-on. The maximum value
for the magnitude of the other scattering coefficients is 0.2–
0.3 for the �0,1� mode scattering into the �1,1� modes.

Figure 9 shows the normalized specific acoustic imped-
ance. The test specimen is assumed to be a locally reactive
material and thus the transmission angle is assumed to be
normal to the surface. The data show a number of resonant

frequencies, which are 1.26, 4.24, 7.20, and 10.3 kHz as
identified from the TMM and MDM results. If the ceramic
cells are modeled as an ideal quarter-wave resonator, the first
four resonant frequencies are 1.54, 4.61, 7.68, and 10.7 kHz.
The comparisons between the experimental resonant fre-
quencies and the calculated resonant frequencies are reason-
able and provide physical insight into the mechanics of the
ceramic tubular material as an acoustic liner. For the locally
reactive assumption to be valid, the estimates for the normal-
ized specific acoustic impedance should be identical, regard-
less of the mode. Uncertainty estimates of the normalized
specific acoustic impedance are needed to fully evaluate this
assumption, but the results show reasonable agreement, ex-
cept at the cut-on for the �0,1�, �1,0�, and �1,1� modes and for
frequencies above 13 kHz. These frequency ranges should be
investigated further, but these results suggest that the locally
reactive assumption is reasonable. The unreliable results at
the cut-on frequencies are affected by theoretical phase and
angle of incidence for the mode cutting on. At the cut-on
frequency, the phase speed of the newly propagating mode
approaches infinity and the incident angle approaches graz-
ing incidence. Physically, this situation is unrealizable and
results in the irregular behavior at the cut-on frequencies.
Furthermore, even beyond the cut-on frequency the inci-
dence angle is quite large and is 67° for the �1,1� mode at
10.5 kHz, where in Fig. 9, the data for the different modes
appear to match. The MDM estimate of the normal incidence
specific acoustic impedance is approximately independent of
the transmission angle and agrees with the TMM estimate
within the 95% confidence interval for the TMM. Again, the
TMM uncertainty estimates are not shown for clarity.

V. DISCUSSION OF RESULTS

The MDM offers the ability to extend the bandwidth of
acoustic impedance testing by accommodating the propaga-
tion of higher-order modes and maintaining a larger speci-
men size to avoid sample size effects. This also gives the
ability to obtain acoustic impedance data at oblique angles of
incidence, with the primary drawback being increased com-

FIG. 7. �Color online� Reflection coefficients for the CT65 specimen.
�TMM uncertainty estimates are not shown for clarity.�

FIG. 8. �Color online� Mode scattering coefficients from the plane wave
mode to the other higher-order modes.

FIG. 9. �Color online� Normalized specific acoustic impedance estimates.
�TMM uncertainty estimate are not shown for clarity.�
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plexity as compared to the TMM. A direct MDM procedure
was developed for a square duct using the first four modes.
This paper restricted the maximum number of propagating
modes to four for a proof-of-concept demonstration. The
routines presented can easily be expanded to handle more
propagating modes through the addition of measurement mi-
crophones. As the bandwidth of the MDM is increased, spa-
tial averaging of the microphone measurements may present
an error source that can be reduced with probe tips attached
to the microphones30 or by using microphones with a smaller
diameter such as MEMS-based microphones.31 Also, diffrac-
tion effects of the sound scattering of the protective grids of
the microphones can introduce error.32 To achieve the
20 kHz bandwidth goal for the 25.4 mm square waveguide,
up to and including the �2,2� must be accounted for. This
requires 18 microphone measurements in order to resolve the
nine propagating modes and will require nine independent
source conditions. The additional microphones could be
placed at new axial locations along with different locations
along the perimeter of the waveguide. The additional source
conditions could be created with additional restrictor plates.
The routines can also be applied to rectangular and cylindri-
cal ducts through substitution of the correct transverse factor,
but a square duct was chosen because the geometry allows
for the largest cross section for a given cut-on frequency for
the first higher-order mode and allows for the microphones
to be easily flush mounted to the duct walls.

VI. CONCLUSIONS

The present results demonstrate that the MDM can ac-
curately resolve the sound field inside the waveguide and
decompose the modal coefficients, except near the cut-on
frequencies, and provide estimates for the complete reflec-
tion coefficient matrix. The MDM results are consistent with
the TMM results to within the 95% confidence interval esti-
mates for the TMM results. The MDM results show, for the
example provided that the experimental method is successful
at isolating the complex amplitudes of the incident and re-
flected waves. Evidence of mode scattering is present as seen
from the higher incident amplitudes of one of the modes
compared to the reflected mode. These amplitudes, repeat-
edly measured with various sources, provide the necessary
information to determine the reflection coefficient matrix and
the acoustic impedance of the test specimen. Again, for the
example provided, the data tend to validate the independence
of the specific acoustic impedance on the incident mode and
indicate that the CT65 material is locally reactive.

The methodology and experimental apparatus presented
can measure and decompose the entire sound field into inci-
dent and reflected modal components up to 13.5 kHz. The
results for one material specimen are confirmed with a
simple comparison to results from the standard two-
microphone method. To fully characterize the MDM and
validate the apparatus and methodology, uncertainty esti-
mates are needed along with results for different material
specimens. The inclusion of uncertainty estimates will allow
for quantitative statements concerning the equality of the
specific acoustic impedance for the different modes and thus

will determine the validity of the locally reactive assumption.
Another goal of future work should be to focus on extending
the frequency range of the MDM up to approximately
20 kHz as desired for aeroacoustic testing.
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A method for measuring nonlinear distortion, which is applicable to almost any transmission system
and which can use any input signal as a test signal, is proposed. The method exploits the fact that
a pair of signals, generated to form the real and imaginary parts of the analytical signal
corresponding to the input signal to a system, lose their property of being a Hilbert pair after being
passed through a nonlinear system. The method was tested by measuring 12 different hearing aid
compression systems. These objective measurements were compared with the subjectively
perceived amount of distortion, assessed by a group of 10 otologically normal subjects. A reasonably
monotonic relation between the subjective and objective measures of distortion was observed. The
objective Hilbert pair based measure can be related to both traditional total harmonic distortion and
traditional signal to noise ratio. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2372591�
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I. INTRODUCTION

The introduction of digital signal processing techniques
in hearing aids has made it common to use nonlinear signal
processing schemes, which change the properties of the hear-
ing aid depending upon the input signal. For example, am-
plitude compression in a hearing aid is designed to apply a
time-varying and frequency dependent gain so that the level
of the resulting output signal matches a desired target level.
Other examples are noise reduction and/or speech enhance-
ment and active feedback cancellation. If the properties of
the hearing aid are varied too rapidly, the sound delivered by
the hearing aid may be perceived as distorted. Until now
there has not been a standardized objective measure which is
directly related to this perceived distortion experienced in
nonlinear hearing aids when listening to realistic, broadband
input signals.

A definition of “distortion” is not always straightfor-
ward. Several definitions have focused on technical aspects
of certain classes of transmission systems. Another view of
distortion comes into play when one is interested in quanti-
fying “distortion” as a perceptual entity, evoked during sub-
jective listening tests. Naturally, one is interested in finding a
close relation between the objectively measured distortion
and the perceived distortion. For example, for a large class of
linear transmission systems, which are disturbed by additive
external or internal noise, the concept of the signal to noise
ratio has proven to be an excellent predictor of the perceived
amount of distortion resulting from these systems. For non-

linear systems, such a prediction tends to be more difficult
and might, e.g., depend on the nature of the input signal. In
measurements of nonlinear distortion in hearing aids accord-
ing to standards �harmonic distortion and intermodulation
distortion, ANSI, 1996 and IEC, 1983�, steady-state or two-
component sinusoidal signals are used. A more advanced
method by Tan et al. �2003� used a 10-component multitone
test signal. The frequencies were logarithmically spaced and
the duration was 1 s. They investigated the distortions on
this signal from a number of memoryless nonlinearities and
showed a good correlation between measured distortions and
subjective ratings.

These methods can, however, give highly unreliable re-
sults if the hearing aid changes its characteristics during the
measurement. Sometimes this problem can be solved by
measuring after the system has come to a steady state. How-
ever, a measurement with sinusoidal input signals will still
be problematic, as it cannot be expected to reflect the behav-
ior of the nonlinear signal-adaptive hearing aid during real
use by the hearing aid wearer, e.g. with modulated time-
varying signals like speech in background noise as input sig-
nal. An automatic gain control �AGC� hearing aid, for in-
stance, changes its gain depending upon the level of the input
signal and some aids may adaptively change their frequency
response. Some aids may even try to enhance the signal to
noise ratio by suppressing weak signals, or by differentiating
between speech and noise and reducing the gain for noise
signals. Moreover, even for a hearing aid comprising only of
simple amplitude compression circuits, the amount of non-
linear distortion will depend on the compression thresholds,
the attack and release times, the compression ratios, and the
number of compression channels.
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Several attempts to define alternative measures of non-
linear distortion using running speech and coherence be-
tween input and output signals have been reported �Kates,
1992; Dyrlund, 1989; Dyrlund et al., 1994�. This works well
for a linear hearing aid but not so well for a signal-adaptive
hearing aid, since the method does not distinguish between
desired nonlinearity resulting from signal adaptive process-
ing and nonlinear distortion produced, e.g., by undesired
nonlinear side effects, or just by a poor transducer �Dyrlund
et al., 1994�.

It can be shown �Olofsson 1992, also cited in Kates,
2000� that all systems which change their behavior during a
measurement, will have coherence functions with magnitude
less than 1. These coherence measurements reveal that the
measured object is mathematically nonlinear. It is, however,
not necessarily perceptually nonlinear, i.e., perceptually dis-
torted.

Kates �2000� has used phase coherence to estimate non-
linear distortion. This works well for gain variations in a
system but not for adaptive filtering where the phase of the
system may change. Within the telecommunication area there
has been a great interest in establishing standardized mea-
surements methods, using speech test signals, which give a
good prediction of the perceived overall speech transmission
quality. These methods, Perceptual Speech Quality Measure
�PSQM� �Beerends and Stemerdink, 1994�, Perceptual
Evaluation of Audio Quality �PEAQ� �Thiede et al., 2000�,
Perceptual Evaluation of Speech Quality �PESQ�, �Beerends
et al., 2002� use more or less sophisticated perceptual mod-
els, by which the input test signal and the output response
signal are processed and transformed to a perceptual “inter-
nal representation.” After normalizations the difference be-
tween the signals is calculated in the perceptual domain. The
purpose of the normalizations is to equalize the average lev-
els and frequency contents of the signals. In the case of an
AGC hearing aid the difference between the transformed in-
put and output signals can be large due to the temporal fluc-
tuating gain of the aid. The PESQ has a procedure to com-
pensate for slow broadband gain variations, but this could
not compensate for the gain variations in a multichannel
AGC aid or in a hearing aid with fast syllabic compression.
In order to develop an objective distortion measure that is
capable of predicting the perceived distortion in nonlinear
hearing aids, it seems necessary to be able to tell apart the
several aspects of the nonlinearity of the hearing aid. The
hearing aid is designed deliberately to introduce a nonlinear-
ity, such as occurs with amplitude compression. Amplitude
compression has the intention of reducing gain at higher rela-
tive to lower input levels. However, parameters used in the
design of the compressor can give rise to undesirable side
effects, such as “spectral splatter,” the spreading of the signal
energy across a wider frequency range. This arises when the
compressor gain changes rapidly, as occurs with fast-attack
time constants. Conversely, nonlinearities can be uninten-
tionally introduced by the use of poor design, circuitry or
transducers.

With the exception of measurements of harmonic distor-
tion and intermodulation, all methods described above, com-
pare on a frame-by-frame basis the output signal with the

input signal. A large error in the results can occur if the
frames are not properly aligned along the time axis before
the comparison �Kates, 1992�.

As opposed to the methods described above, the mea-
sure we propose does not rely upon the relation between
input and output signals, but on the linear relation between
two output signals, which are the results from measurements
with two input test signals, linearly related by the Hilbert
transform. These output signals are time synchronized and
do not possess the problem mentioned above. The distortion
measure, which we describe below, is sensitive to fast acting
nonlinearities, but not to nonlinearities due to slow acting
AGC and similar signal-adaptive systems.

The purpose of the present project was to investigate
whether it is possible to establish a monotonic relation be-
tween perceptually perceived distortion and the estimated
distortion based on measurements with Hilbert-transform re-
lated input signals.

II. PROPOSED MEASURE OF NONLINEAR
DISTORTION

The nonlinear distortion measure we propose is based on
the analysis of pairs of signals which are related to each
other by the Hilbert transform �Oppenheim and Schafer,
1975a�. In this paper, we call two real-valued signals x1�t�
and x2�t� a Hilbert pair, if x2�t� is the Hilbert transform of
x1�t�. If x1�t� and x2�t� are a Hilbert pair, then x2�t� and −x1�t�
are also a Hilbert pair, and the complex-valued signal x�t�
=x1�t�+ jx2�t� is the analytical signal of x1�t�. As the Hilbert
transform and the analytical signal play an important role in
this paper, a short review about them is given in the next
subsection.

A. The Hilbert transform

The Hilbert transform of a time signal can be defined in
the time domain or in the frequency domain. In the fre-
quency domain the Hilbert transform can be described by a
linear filter H�f�,

H�f� = � j f � 0

0 f = 0

− j f � 0

�1�

where j=�−1 and f is frequency. Given a time record x�t�
with Fourier transform X�f�, the Hilbert transform, x̃�t�, of
x�t� is calculated as

X̃�f� = H�f�X�f� , �2�

x̃�t� = F−1�X̃�f�� , �3�

where X̃�f� is the Fourier transform of x̃�t� and F−1�·� is the
inverse Fourier transform. The signal x̃�t� will thus have a
different phase spectrum but it has exactly the same ampli-
tude spectrum as x�t�.

If we form the complex signal u�t�=x�t�+ jx̃�t�, then u�t�
is the analytical signal corresponding to x�t� and we can
calculate its Fourier transform as

3760 J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 A. Olofsson and M. Hansen: Objective and subjective distortion



U�f� = X�f� + jX̃�f� = X�f� + jH�f�X�f� = �0 f � 0

X�0� f = 0

2X�f� f � 0

�4�

The analytical signal u�t� will thus have zero energy for
negative frequencies while it has the same spectrum as x�t� at
the positive frequencies, apart from the overall factor of 2.
The absolute value 	u�t�	 of the analytical signal is the Hil-
bert envelope of x�t�. If x̃�t� is the Hilbert transform of x�t�,
then x�t� is the Hilbert transform of −x̃�t�, and x�t� and x̃�t�
do therefore have exactly the same Hilbert envelope.

B. The product theorem for Hilbert transforms

The product theorem for Hilbert transforms states that,
under certain circumstances, it is true that

if y�t� = a�t�x�t� , �5�

then ỹ�t� = a�t�x̃�t� . �6�

with a real-valued function a�t�, where ỹ�t� is the Hilbert
transform of y�t�. A sufficient requirement for the theorem to
hold is that A�f�=0 when 	f 	 � f0�0 and X�f�=0 when 	f 	
� f0 where A�f� is the Fourier transform of a�t� and f0 an
arbitrary frequency �Brown, 1986�. In other words, the Hil-
bert product theorem is fulfilled when a�t� is a low-pass fil-
tered signal and when the spectra of x�t� and a�t� do not
overlap.

Let us consider a time varying system that at any given
time t can have as its impulse response any linear combina-
tion of N possible linear impulse responses hi��� �0� i�N
−1� where � is time lag. We can write the total impulse
response at time t as

h��,t� = 

i=0

N−1

ai�t�hi��� �7�

where ai�t� is a time dependent weight factor for the ith
impulse response. Note that time t specifies the long term
global shape of the impulse response function while � is the
time lag within each of the constituent responses hi���. For
an input signal u�t� we get an output signal

y�t� = �
0

�

h��,t�u�t − ��d� = �
0

�



i=0

N−1

ai�t�hi���u�t − ��d� .

�8�

Changing the order of integration and summation gives

y�t� = 

i=0

N−1

ai�t��
0

�

hi���u�t − ��d� = 

i=0

N−1

ai�t�xi�t� , �9�

where xi�t� is the response of the filter with impulse response
hi��� to the input signal u�t�. If each pair of ai�t� and xi�t�
fulfills the demands of the product theorem then obviously

ỹ�t� = 

i=0

N−1

ai�t�x̃i�t� �10�

and the whole system fulfills the demands of the product
theorem.

As an example we can think of the hi to be impulse
responses of band pass filters and the ai�t� to be the time-
variant gain-scaling of an AGC-circuit in each channel i. In
this case the ai�t� will depend on u�t�, traditionally on the
short term envelope estimate of u�t� from which a short term
level estimate is derived to control the gain in the compres-
sor. If the input signals u�t� and ũ�t� will generate gain regu-
lating signals which are identical then the output signals will
be a Hilbert transform pair, i.e., linearly related.

The above indicates that a slowly varying AGC system
will be regarded as a more linear system in our proposed
method, as opposed to systems containing memoryless non-
linearities �see Appendix�. This is the motivation for measur-
ing nonlinear distortion with Hilbert transform-related test
signals.

C. Use of Hilbert pair signals for measuring linear
and nonlinear systems

The method we propose exploits the fact that the real
and imaginary part of the analytical signal corresponding to
some test signal lose their property of being a Hilbert pair
after being passed through a nonlinear system. The complex-
valued analytical signal is made up of the real-valued real
part and the real-valued imaginary part. These two real sig-
nals can be passed separately through the system under test,
i.e., one after the other, thus yielding the two output signals
separately, which in turn can be used to form the real and
imaginary part of a complex-valued output signal. The
amount of mismatch between the real and imaginary part of
those two output signals, i.e. how much the real and the
imaginary part deviate from being an exact Hilbert transfor-
mation pair, quantifies the degree of nonlinearity of the sys-
tem and can be expressed as a signal to noise ratio. The
degree to which the Hilbert pair properties are affected by a
nonlinear transformation depends on the properties of the
input signal and on the type of nonlinear processing. For a
purely linear system, the output signals do in fact again form
a perfect Hilbert pair. Note that the proposed method to mea-
sure nonlinear distortion is not based on relations between
input and output signals but on relations between two differ-
ent output signals from the hearing aid, resulting from two
different input signals which are Hilbert-transform pairs. For
a practical application, the following steps should be per-
formed �see Fig. 1�.

When a desired measurement signal x1�t� has been cho-
sen and recorded to the computer, the corresponding analyti-
cal signal u�t�=x1�t�+ jx2�t� is calculated. We used the
Matlab® function “hilbert” to perform the calculation of
x2�t�. The real part �RP signal� x1�t� and the imaginary part
�IP signal� x2�t� of the signal u�t� are used as two separate
real-valued input test signals. For each of these test signals,
the response signal from the measured object is sampled and
stored separately. Note that this measurement method is not
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at all restricted to digital systems that can only be simulated
inside a computer. Any physical system can be analyzed if a
precise timing of the beginning and the end of the input and
output signals are controlled for. Of course, one has to keep
in mind that the performance of everything in the electrical
and acoustical signal pathway, including any D/A and A/D
converters that present and record the acoustical signal to
and from the system under test, affects the overall nonlinear-
ity of the overall pathway. When measuring systems with
memory, for instance AGC-systems, it is of course important
that there is a sufficient pause between the two input signals,
so the system is in the same state at the beginning of each
recording.

After the recording of the two output signals y1�t� re-
spectively y2�t�, a new complex signal v�t�=y1�t�+ jy2�t� is
formed with the output signal from the measurement with the
RP test signal as the real part and the output signal from the
measurement with the IP test signal as the imaginary part.
The two-sided power spectral density �PSD� Svv�f� of this
complex signal v�t� is calculated. If the measured system is
linear, this complex signal will have a PSD equal to zero for
all negative frequencies, as can be seen from Eq. �4�, and
from the fact that a linear filter will not change the amplitude
and phase relations between the RP and IP signals. At the
positive frequencies, the output PSD Svv�f� divided by the
respective input PSD Suu�f� defines the traditional transfer
function of that linear system. However, any occurrence of a
nonzero output PSD at negative frequencies indicates a non-
linearity in the system. The PSD at the negative frequencies,
S−�f�=Svv�−f�, can then be related to the PSD at the corre-
sponding positive frequencies, S+�f�=Svv�f�. If a nonlinearity
is present in the system then of course the PSD at positive
frequencies will also be influenced. There is, however, no
way to tell how, as this will depend upon the actual nonlin-
earity. In the Appendix, Sec. 1, is shown that a sinusoidal test
signal will give spectral contribution at both positive and
negative frequencies if the nonlinearity is quadratic, but only
contributions at negative frequencies if the nonlinearity is
cubic. Uncorrelated noise, external or internal in the hearing
aid, will also affect the measure giving spectral contributions
to both positive and negative frequencies, as can be seen in
the Appendix, Sec. 2. Therefore we define nonlinearity and
linearity in a system according to the following: in case of a
nonzero S−�f� we choose to identify S−�f� as stemming from
the nonlinear part of the system response while we identify
S+�f� as describing the linear part of the system response.
Note that we only need to compute one PSD to get both the
nonlinear and the linear part.

Figure 2 shows an example of measurements on a com-
mercial behind-the-ear hearing aid with simulated speech as
input signals �ICRA noise, one speaker simulation, Dreschler
et al., 2001�. The solid curves show the PSD at positive
frequencies �S+�f� spectra� and the dashed curves show the
PSD at negative frequencies �S−�f� spectra�, but drawn as a
function of the positive frequencies. �The PSD was calcu-
lated using the MatLab® function for Welch estimates with
frame size 4096 samples �82 ms� and overlap 2048 samples.
Each frame was Hamming-windowed.�

The upper solid and dashed curves result from measure-
ments with 90 dB SPL as the input level, the lower solid and
dashed curves from the 70 dB SPL input signal, and the
curves with an input level of 80 dB SPL are in between. The
ratio between each S+�f� spectra and the corresponding S−�f�
spectra gives the signal to distortion ratio SDR�f� as a func-
tion of frequency. The SDR�f� is the physical measure we
propose.

To get a single number to describe the signal to distor-
tion ratio, one possibility is to weigh the signal PSD and the
distortion PSD with A-weighting filters, calculate the powers
at the filter outputs, and express the difference in dB. This
measure SDRA was used in this investigation as an objective
measure of distortion to be compared with results from the
listening test �see below�.

FIG. 1. Schematic illustration of the method for mea-
suring nonlinearity with Hilbert pair signals.

FIG. 2. Example of signal spectra �solid lines� and distortion spectra
�dashed lines� from measurements of a behind-the-ear hearing aid. Input
signals were simulated speech �ICRA-noise, one speaker�. Input levels were
70 dB SPL �lowest solid and dashed curves�, 80 db SPL and 90 dB SPL
�upper solid and dashed curves�, respectively.
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In sum, the linear behavior of the measured object is
defined from the PSD at positive frequencies and the distor-
tion and noise behavior is defined from the PSD at negative
frequencies. The calculation takes place by analysis of two
real-valued output signals which are taken to form the real
and imaginary part of a complex signal, rather than by com-
paring one input signal and its corresponding output signal.

III. LISTENING TEST

A. Systems

The systems used in the listening test were chosen from
26 simulated AGC systems. All program signals �see Sec.
III B� were converted into Hilbert pair signals �real and
imaginary parts� and all signals were then run through all
systems. The measure SDR�f� was calculated for all systems,
as a function of frequency. In order to compare the SDR with
the subjective responses, the SDRs were collapsed into cor-
responding A-weighted signal to distortion measures, SDRA.
Based on these measurements, twelve of the systems were
selected for the listening test. They were chosen to be rather
evenly spaced in signal to distortion values from very low to
very high. All systems had a compressive characteristic with
a static compression ratio of 2:1 in various numbers of sepa-
rate channels �1, 3 or 15 channels�. The compression time
constants were either instantaneous �2 systems, see end of
this subsection�, fast �attack time 1 ms, release time 10 ms�
or slow �attack time 10 ms, release time �4s�. The knee-
points were either low �0 dB HL� or high �25 dB HL�, and
the compressor gain-signal could have a filter applied to it
which limited the bandwidth of the gain-signal by use of a
steep lowpass filter �fourth order at 100 Hz� prior to the mul-
tiplication with the bandpass signal. Two systems, S03 and
S04, differed from, respectively, S01 and S02 only in that the
Hilbert product theorem was not fulfilled for S03 and S04
�the lowpass filter had a higher corner frequency�, i.e., the
gain signals could have a spectral overlap with the input
signals of the compressors. This also gave S03 and S04 a
somewhat shorter attack and release times, as compared to
S01 and S02, respectively. Table I shows the different param-

eter settings of the 12 test systems. Gain-filtering refers to
the fact that the gain-signals in these systems �S08 and S10�
were filtered with a low-pass filter.

The two systems S05 and S06 employed an instanta-
neous compression by means of a sample-by-sample square
root compression of the bandpass signal x�t� in each channel
to reach the output signal y�t�. This idea relates back to a
suggestion of Smoorenburg �1999�. If the absolute value of
x�t� was below a compression threshold, c, the input signal
was amplified linearly, with a certain gain g0=1/�c chosen
so that y�x� was continuous at x=c,

y�t� = �sign�x�t�� · �sign�x�t�� · x�t� 	x�t�	 � c

g0 · x�t� 	x�t�	 � c .
�11�

This processing compresses the waveform instantaneously
and cannot be characterized by attack and release times. It
introduced a higher amount of distortion than all other sys-
tems under test. The resulting sound quality was poor al-
though the intelligibility for speech in quiet was very high
�i.e., close to 100%, as was the case for all systems� as as-
certained by informal testing with normal hearing subjects.
System S06 differed from S05 by an additional postfiltering
of the square-root-compressed output signals of each channel
in the multichannel system. These postfilters filtered the
compressed output with another bandpass filter with equal
characteristics as the bandpass filters, which split the input
signal into narrow bands.

B. Program material

The program material consisted of four stimuli, a male
voice, a female voice, guitar music, and piano music. The
voice signals were chosen, because human speech is the most
important sound for a hearing aid user. To many hearing aid
users, however, music is also important. We therefore in-
cluded two pieces of music as stimuli in the test. The chosen
test signals are meaningful to human test subjects, who in
turn are optimally accustomed to the sound of these signals
in their natural, undistorted state. At the same time, speech
and music are complex signals that cover a broad frequency
and level range and exhibit a temporal modulation spectrum
which is independent in different frequency bands. It was
decided to use only signals without any additive noise, to the
extent possible by the use of excellent recording equipment.
If additive background noise had been present in the record-
ings, the compressor in a hearing aid would lead to an am-
plified and possibly fluctuating level of that noise, which
could be easily detectable and possibly objectionable for the
subjects and thus influence their distortion rating �see be-
low�. Each stimulus had a length of 6–8 s. They were re-
corded with 16 bit A/D resolution and with a sampling fre-
quency of 44.1 kHz. The voices were recorded with a low-
noise microphone. After recording the signals were down-
sampled to 32 kHz and band pass filtered from 100 Hz to
10 kHz. After processing by the different systems the output
spectra were equalized �over one-third octave bands� to have
the same long time average spectra as the corresponding in-
put signals regardless of system. All output signals were
scaled to have the same rms value. These last two operations

TABLE I. Settings of the compression parameters of the 12 systems used in
the subjective listening test experiment.

System id

Number of
compression

channels
Compression

time constants
Compression

kneepoint Remarks

S01 3 fast low
S02 3 fast high
S03 3 fast low Hilbert violation
S04 3 fast high Hilbert violation
S05 3 instantaneous low
S06 3 instantaneous low postfiltering
S07 1 fast low
S08 1 fast low gain-filtering
S09 15 fast low
S10 15 fast low gain-filtering
S11 3 slow low
S12 15 slow low
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are linear and therefore did not affect our objective measure,
but they increased the probability that the test subjects were
not biased in their ratings by the spectral shape or the overall
loudness of the test stimuli.

A noise signal with a spectrum equal to the average of
the spectra of the four original stimuli and with the same rms
value as the processed sounds was generated. This signal was
used to set the listening level of the headphone system. The
headphone levels were measured on a Brüel&Kjaer type
4153 Artificial Ear �IEC 60318�.

C. Equipment and method

The sound stimuli were stored in a computer. The con-
trolling program randomized the order of stimulus presenta-
tion. First a test trial was run before the main test started. The
listening level for the test trial was 70 dB SPL. Two different
presentation levels were used in the main test, 65 dB SPL
and 75 dB SPL. Half of the subjects listened to the lower
level first and the other half to the higher. For each level, all
combinations of systems and programs were presented. Ad-
ditionally there were repetitions of four combinations, which
were used to estimate the test-retest variability. These were
also randomized into the total sequence.

The subject was seated in an audiometric booth �3 m
�3.5 m, height 2.1 m� and listened to the sounds diotically
with AKG type K240 headphones. On a monitor placed in
front of the subject, a screen with a vertical slider was pre-
sented. The slider could be moved with a mouse. All integer
numbers from 0 �at the bottom� to 10 �at the top� were writ-
ten beside the slider. To the left of number 1 the text “Mycket
orent, oklart, otydligt” �“Very unclear”�, beside 9 “Mycket
rent, klart, tydligt” �“Very clear”� and beside 5 “mittemellan”
�midway� were written. To the right of number 0 “Mycket
kraftig förvrängning” �“Very strong distortion”� and to the
right of number 10 “Helt fritt från förvrängning” �“Totally
free from distortion”� were written. A similar scale was used
and discussed by Gabrielsson and Lindström �1985� and de-
scribed in the IEC recommendation for listening tests on
loudspeakers �IEC, 1985�. The task for the subject was to
move the slider to a position that corresponded with his lis-
tening impression. The subject had the opportunity to repeat
the sound as often as he/she felt necessary. When he had
decided upon a position for the slider he had to press a ready
button �“Klar”�. Then the next sound was presented after a
delay of 3 s.

D. Subjects

Ten subjects with normal or close-to-normal hearing
participated in the listening test. All except one were paid.
They were between 25 and 69 years of age with a mean of
52.7. As their individual audiograms only were used to de-
cide whether they could participate in the test or not, only the
mean audiogram and range are shown in Fig. 3. Before the
session the subject had to read a written instruction on paper,
which described the task. The subject was instructed to listen
to each sound and decide how free from distortion it was,
and disregard all other aspects like music taste and the bal-
ance between bass and treble.

IV. RESULTS

A. Subjective test

The subjective data, averaged across subjects, programs
and levels, are plotted in Fig. 4, sorted in ascending order of
subjective distortion to reveal the relation between subjective
measurements and the compression parameters of the differ-
ent systems.

There were three general trends that could be observed
from the data in this figure: �1� The amount of perceived
distortion decreased as the compression time constants in-
creased. This is according to expectation because longer time
constants mean slower gain variation and therefore a more
linear behavior within a short period of time. �2� The amount
of perceived distortion decreased as the compression thresh-
olds increased �compare S01 with S02 and S03 with S04�.
This is also consistent with expectation as a high compres-
sion threshold means that the system is nonlinear for a
smaller proportion of the time while it is linear at times
where the signal level is below the compression threshold.
�3� For fast compression, the amount of perceived distortion
increased with increasing number of independent compres-
sion channels �compare S07 with S01 and S09, and compare
S08 with S10�. This last observation is also in line with
expectation, as distortion from fast compression will be cre-
ated in each individual channel. This distortion will spread
into neighboring frequency bands. Also, the spectral contrast
will be decreased by many fast acting compression channels,
compared to only one wide band compression channel where
the gain signal is controlled by the overall wide band level of
the signal.

The subjective data show that filtering of the gain signal
only improved the subjective scores slightly �compare sys-
tem S07 with S08, and S09 with S10�. Only for the strongest
distortion introduced by the 3-band instantaneous square-
root compression �S05 and S06�, did postfiltering �of the
compressed narrow band signals� give a clear improvement
in the subjective scores. The introduction of a violation of

FIG. 3. Mean audiogram and range for 10 subjects. Circles represent right
ears and crosses represent left ears.
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the Hilbert product theorem, produced only a minor decrease
in the subjective score for a system �compare S02 with S04,
and S01 with S03�. Results from the listening test were ana-
lyzed by means of an analysis of variance of the subjective
scores, the results of which are shown in Table II.

As can be seen from Table II the level did not influence
the results systematically, although the interactions AD and
CD were significant. Therefore all results were averaged
over the level variable.

A Tukey HSD test of the difference in scores revealed,
however, that out of the trends described above, only the
differences between S01 and S02, between S03 and S04,
between S05 and S06, between S07 and S09, and between
S08 and S10 were significant �p�0.05�.

There were some differences between subjects regarding
average score, which can be seen in Fig. 5. Figure 6 shows
that the guitar program �program 3� gave significantly higher
average score, i.e., less perceived distortion, than the other
programs.

There are clear interactions between some of the sys-
tems and the programs. Two of the systems �S09 and S10�,
for instance, got considerably lower average scores, meaning
more perceived distortion, with the voices than with the mu-
sic programs.

B. Objective measurements

Figure 7 shows output signal spectra and distortion/noise
spectra for the four test programs using system S01 �3-band
fast compression with low kneepoints� as an example sys-
tem. From the measured signal and distortion/noise spectra
the total signal power and the total distortion power for each
combination of system and program were calculated.

As can be observed from Fig. 7, different program ma-
terial resulted in different output spectra for the same system
under test. This can be explained by the different temporal

FIG. 4. Subjective amount of distortion for the twelve
compression systems, averaged across subjects, levels,
and programs, arranged in ascending order. The bars
indicate the 95% confidence interval.

TABLE II. Analysis of variance of the results of the subjective listening
test.

Source Df Mean square F-ratio P-value
Main effects

A: System 11 147.65 78.43 �0.0001
B: Program 3 138.638 73.64 �0.0001
C: Subject 9 178.921 95.04 �0.0001
D: Level 1 0.194655 0.10 0.7479

Interactions
AB 33 14.8243 7.87 �0.0001
AC 99 5.04641 2.68 �0.0001
AD 11 3.50219 1.86 0.0413
BC 27 11.8939 6.32 �0.0001
BD 3 0.792749 0.42 0.7379
CD 9 4.2834 2.28 0.0162
Residual 753 1.88254 FIG. 5. Mean values and standard deviations of perceived distortion for the

ten subjects, averaged across systems, levels, and programs.
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and spectral characteristics of the original sounds in combi-
nation with the nonlinearity of the system which can lead to
spectral components at negative frequencies at “unpredict-
able” locations. Therefore, it is highly advisable to use a
broad band signal as the input for each system, as was done
in our case, to assure some average spreading of all newly
introduced nonlinear components across the whole frequency
range. The difference between the spectral power estimates
at positive and negative frequencies, that is, the SDR as
function of frequency, will depend on the precise choice of
program material. Some of this dependency will be
smoothed by averaging the different spectra across fre-
quency, yielding SDRA. However, a remaining dependence
of the objective and subjective ratings on the program mate-
rial could still be expected, and it was observed to a degree
as summarized in Table II and shown in Fig. 7.

Different frequency components probably contribute dif-
ferently to the perceived distortion. In an attempt to compen-
sate for the importance of different frequency components,
the spectra were weighted by the A-filter curve prior to the
calculation of total power by integration across the whole
frequency range. This calculation yielded the final objective
scores, which are shown in Fig. 8. Postfiltering clearly raised
�improved� the calculated SDRA �compare system S07 with
S08, and S09 with S10�. A slight violation of the Hilbert
product theorem gave rise to a minor decrease of the SDRA

�compare S01 with S03, and S02 with S04�.

C. Relation between subjective and objective
measurements

The subjective data are compared with the objective data
in Fig. 9. A value of rs=0.797 was calculated for Spearman’s
rank correlation coefficient, indicating a high correlation be-
tween objective and subjective data. Due to some deviation
of the data from a straight line fit, a slightly smaller correla-
tion coefficient of r=0.677 was found, but all in all, a rather
monotonic relationship between calculated signal to distor-
tion values and subjectively perceived absence of distortion
could be observed, except for three systems, S08, S09, and
S10. These systems gave lower subjective scores �more per-
ceived distortion� than expected from the calculated signal to
distortion values. The rest of the systems tended to line up on
a monotonic function with a saturation at a score of 7.5 score
units.

V. DISCUSSION

The subjects who participated in the listening test were
all, except one, naive listeners. Three systems, S08, S09 and
S10 gave lower scores than expected from the calculated
signal to distortion values. Systems S09 and S10 had 15 filter
bands with fast compressors. System S08 and S10 had gain
filters. Filtering of the gain signal band limits the envelope
�Oppenheim and Schafer, 1975b�, and thus helps the systems
to fulfill the product theorem for Hilbert transforms and
thereby give low SDR values. They will, however, still gen-
erate perceptible nonlinear distortion. For example, the
sounds generated by system S10 were subjectively perceived
as harsh, rough, and metallic �judged by informal listening�.
As stated earlier, there is no unique measure of nonlinear
distortion except when the input signal is sinusoidal. Never-
theless, when people listen to a piece of music or speech,
which has passed a memoryless nonlinearity, they have a
clear impression that the sound is distorted. Probably, differ-
ent people use different cues to judge if a sound is distorted.
What we call distortion may then be different things. Some
people may differentiate between roughness and distortion,
others not. It is also obvious that different program material
gives different impression of distortion, as is shown in Fig. 6,
where the guitar music gives higher scores �less perceived
distortion� than the other programs, although the difference
in SDRA was minor. In sum, some of the subjective percepts
associated with the interpretation of “distortion” may not be
modeled completely by our proposed SDR measure. The lev-
els of sound signals vary with time. It is quite possible that

FIG. 6. Mean values and standard deviations of perceived distortion for the
four programs, averaged across subjects, levels, and compression systems.

FIG. 7. Signal spectra at the positive frequencies �solid lines� and the noise/
distortion spectra at the negative frequencies �dotted lines� for system S01
for the four test signals.
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strong audible distortions are created relatively seldom just
for short time intervals. While this would not decrease the
objective measure substantially, it might still be enough to
result in a lowered subjective score �Gros and Chateau,
2001�. However, the SDR predicted the subjective results
nicely, except for the effects of the postfiltering technique.
This technique was deemed interesting from a mathematical
point of view, but it is, to our knowledge, hardly used in
currently available hearing aids.

The methods, which until now have been proposed for
measurement of nonlinear distortion, are not suited for mea-
surements on signal-adaptive hearing aids, because they can-
not separate nonlinearities introduced by purpose, like AGC,
from memoryless nonlinearities. The method we propose is,

on the contrary, sensible to memoryless nonlinearities, but
not to well-designed AGC systems. It is therefore well suited
for measurements of nonlinear distortion of signal-adaptive
hearing aids.

VI. CONCLUSIONS

The basic technical measure we have described is the
frequency dependent SDR�f�. To investigate whether this
technical measure had any relation to a psychoacoustically
perceived distortion, we compared subjective listening scores
with a collapsed measure of the SDR�f�, the A-weighted
SDRA. Nevertheless, this simple one-number measure
showed a good correspondence with perceived distortion.
The majority of the systems showed a monotonic relation
between calculated signal to distortion values and subjec-
tively perceived distortion, implying that our proposed ob-
jective measure gives a fair prediction of perceived distor-
tion. The mathematically interesting postfiltering technique
could lead to a clear improvement of the measured SDR, but
only improved the perceived distortion slightly. Therefore,
the requirement that the two output signals of a system form
a Hilbert transform pair, when the respective input signals
form a Hilbert transform pair, is a necessary but probably not
sufficient condition for the system to be free from perceptible
distortion. In sum, our proposed objective SDR measure
seems suitable as a descriptive tool for nonlinear distortion
but it should not be applied as the only design tool for opti-
mizing a nonlinear hearing aid so as to be free from percep-
tible distortion.
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FIG. 8. Objective A-weighted signal-
to-distortion ratio measurement for the
twelve compression systems, arranged
in ascending order.

FIG. 9. Average subjective scores as a function of A-weighted signal to
distortion ratio. The rank correlation coefficient rs and the correlation coef-
ficient r between subjective and objective data are given in the legend.
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APPENDIX: RELATIONS TO OTHER MEASURES

1. Relation to harmonic distortion

Given a nonlinearity of a power series form

g�x� = x + a2x2 + a3x3 �A1�

and an input signal v�t�=cos �t with radian frequency � we
get an output signal, u1�t�, of the nonlinearity as

u1�t� = cos �t + a2�1 + cos 2�t� ·
1

2
+ a3�3 cos �t

+ cos 3�t� ·
1

4
=

a2

2
+ 1 +

3a3

4
�cos �t

+
a2

2
cos 2�t +

a3

4
cos 3�t . �A2�

If we, according to the method, instead use the Hilbert trans-
form of cos �t as an input signal, i.e., sin �t, we get

u2�t� = sin �t + a2�1 − cos 2�t� ·
1

2
+ a3�3 sin �t

− sin 3�t� ·
1

4
=

a2

2
+ 1 +

3a3

4
�sin �t

−
a2

2
cos 2�t −

a3

4
sin 3�t . �A3�

If we calculate v�t�=u1�t�+ ju2�t� we get

v�t� =
a2

2
�1 + j� + 1 +

3a3

4
�ej�t +

a2

2
�1 − j�

ej2�t + e−j2�t

2

+
a3

4
e−j3�t. �A4�

We can see that the quadratic term will introduce a frequency
component at the positive radian frequency 2� which in our
new method will be regarded as signal while the distortion
will be identified as those components at radian frequencies
−2� and −3�. For small values of a2 and a3 our proposed
new method will thus estimate the quadratic distortion as

d2 = �a2�1 − j�
4 + 3a3

� =
a2

�2

4 + 3a3
�A5�

and the cubic distortion as

d3 =
a3

4 + 3a3
�A6�

Conventionally, the quadratic and cubic distortions would be
defined as

d2� =
a2 · 2

4 + 3a3
= �2d2 �A7�

and

d3� =
a3

4 + 3a3
= d3. �A8�

Our new SDR method will obviously yield a smaller esti-
mate of the quadratic distortion for this sinusoidal signal by
a factor of �2 relative to the standard definition of har-
monic distortion while the estimates of the cubic distor-
tion are the same for both definitions.

2. Relation to signal to noise ratio

If we measure a linear system disturbed by additive
noise with power spectral density Snn�f� we get the pair of
output signals

y1�t� = x�t� + n1�t� ,

y2�t� = x̃�t� + n2�t� , �A9�

where n1�t� and n2�t� are independent realizations of the
noise. We calculate the power spectrum, Svv�f�, of

v�t� = y1�t� + jy2�t� = x�t� + jx̃�t� + n1�t� + jn2�t� . �A10�

The power spectrum of ��t�=x�t�+ jx̃�t� is

S���f� = �0 f � 0

4Sxx�f� f � 0
�A11�

where Sxx�f� is the power spectrum of x�t�. The power spec-
trum of 	�t�=n1�t�+ jn2�t� is

S		�f� = 2Snn�f� �A12�

which gives

Svv�f� = �2Snn�f� f � 0

4Sxx�f� + 2Snn�f� f � 0
�A13�

According to our definition the signal to distortion ratio
�SDR� is defined by the relation of the Fourier magnitude at
positive frequencies relative to the Fourier magnitude at
negative frequencies. As Snn�−f�=Snn�f� our estimate of
SDR would then be

SDR�f� =
4Sxx�f� + 2Snn�f�

2Snn�f�
= 2

Sxx�f�
Snn�f�

+ 1

which means that the SDR will overestimate the distortion
relative to the classical measure for linear systems, the
SNR�f�, which of course is

SNR�f� =
Sxx�f�
Snn�f�

. �A14�
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A new method for overcoming signal cancellation problems due to correlated interferences which
occur in a minimum variance distortionless response beamformer is proposed. Instead of
decorrelating the correlated interferences, the coherently combining signal-to-interference plus
noise ratio �CC-SINR� beamformer regards them as replicas of the desired signal and coherently
combines them with the desired signal. This method uses an eigenvector constraint that suppresses
only noise and uncorrelated interferences but retains the desired signal and correlated interferences.
The CC-SINR beamformer does not require any preliminary information on correlated
interferences. The signal-to-interference plus noise ratio �SINR� of the proposed beamformer output
was compared to that of a conventional SINR beamformer when correlated interference,
uncorrelated interference, and white noise exist. In addition, various key parameters that affect the
performance of the beamformer, such as signal-to-noise ratio, uncorrelated interference-to-noise
ratio, angular separation between signals, attenuation factor, phase delay of correlated interference,
and the number of sensors were analyzed. All of the experimental results were in good agreement
with the analytical results. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2329870�

PACS number�s�: 43.60.Fg �EJS� Pages: 3770–3781

I. INTRODUCTION

An optimum beamformer uses several criteria repre-
sented by the second-order statistics of an array output.1 A
minimum variance distortionless response �MVDR� beam-
former, which uses the correlation matrix of the received
signal, imposes a constraint on the gain of unit look direction
gain,2 and it also assumes that the interference signals are not
correlated with the desired signal. In correlated cases, there-
fore, the MVDR beamformer not only fails to form a null in
the direction of the multipath interference, but also com-
pletely cancels the desired signal because the signal subspace
is rank deficient.3,4

In order to overcome the problem caused by coherence,
two representative methods have been considered. One
simple method is the signal-to-interference plus noise
�SINR� beamformer which utilizes the correlation matrix of
noise.5–7 Note that we refer to a method that uses the corre-
lation matrix of the received signal as a MVDR beamformer.
Clearly, the SINR beamformer requires information on a
time period of interference plus noise.2 The other is a method
which destroys the correlation between the desired signal
and interference. For this purpose, Reddy et al. proposed a
spatial smoothing technique.8 In order to overcome the rank
deficiency problem caused by the correlated interference,
Yang and Caveh proposed a frequency domain averaging
technique, referred to as coherent signal-subspace transfor-
mation �CST�.4 Because the CST beamformer requires addi-

tional prior information on interference, Zeira and Fried-
lander developed the frequency domain averaging by array
manifold interpolation.9 In particular, Ward applied a con-
stant directivity beamformer to reject the correlated
interference.10

These approaches regard correlated interference as use-
less information. However, correlated interference can be
considered to be additional information if it is appropriately
combined, similar to a RAKE receiver in code division mul-
tiple access communications.5 The RAKE receiver assumes
that the time delays of the multipath components are per-
fectly known. This is a reasonable assumption, since time
delay can be estimated by orthogonal codes in telecommuni-
cation environments. In many other applications, however, it
is impossible to obtain preliminary information relative to
correlated interferences such as time delays and incident
angles. Therefore, Bresler et al. proposed an optimum com-
biner which is based on minimum mean square error
beamformer.11

In this paper, a new beamformer which takes into ac-
count the correlated interferences as replicas of the desired
signal and coherently combines them with the desired signal,
instead of decorrelating them, is proposed. The CC-SINR
beamformer estimates a correlation matrix of the signal and
calculates an eigenvector corresponding to a principle eigen-
value. It then uses an eigenvector constraint that suppresses
noise and uncorrelated interferences but retains the desired
signal and correlated interferences. It is noteworthy that the
CC-SINR beamformer does not require any preliminary in-
formation regarding correlated interferences because it uses
the eigenvector corresponding to the principal eigenvalue
which can be obtained from the statistics of the received
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signal. Since the CC-SINR beamformer can form beams to-
ward both the direction of the desired signal and the corre-
lated interference using the eigenvector, it further enhances
the desired signal.

To verify the performance, we present a complete analy-
sis of the SINR at the output of a conventional SINR beam-
former and the CC-SINR beamformer as a function of vari-
ous parameters. The analysis is based on a signal model, in
which four signals—the desired signal, the correlated inter-
ference, the uncorrelated interference, and white Gaussian
noise—are considered. The results of the analysis show that
the CC-SINR beamformer has higher SINR outputs com-
pared to the conventional SINR beamformer in the presence
of correlated interference, and good agreement between the
analytical and simulation results are obtained.

This paper is organized as follows. In Sec. II, the expres-
sion for the output SINR of the SINR beamformer in the
presence of correlated interference is derived. In Sec. III, a
steering vector in the presence of correlated interference is
examined and the CC-SINR beamformer is derived. An
analysis of the CC-SINR beamformer is also given, to com-
pare its performance with the conventional SINR beam-
former. Simulation results are presented to verify the analyti-
cal results in Sec. IV. In Sec. V, experimental results are
described. Finally, conclusions follow in Sec. VI.

II. ANALYSIS OF A SINR BEAMFORMER IN THE
PRESENCE OF CORRELATED INTERFERENCE

We consider a linear array with N sensors, equally
spaced by distance d. The desired signal, correlated interfer-
ences, and uncorrelated interferences are assumed to be
narrow-band. The noise is modeled as a zero-mean Gaussian
random process, spatially white, and uncorrelated with the
signal and the interferences. We also assume that the signal,
interference, and noise are wide-sense stationary.

For simplicity, we restrict our analysis to the case of
three sources. One is the desired signal s�t� with incident
angle �1, another is a fully correlated interference sc�t� with
angle �2, and the other is an uncorrelated interference su�t�
with angle �u. The data vectors received at the array are
represented by s�t�, sc�t�, and su�t�. The power of desired
signal, uncorrelated interference, and noise are assumed to be
�s

2, �u
2, and �n

2, respectively. From narrowband assumption
for s�t�, the received signal vector can be written as

x�t� = s�t� + sc�t� + su�t� + n�t�

= s�t�a��1� + �s�t − ��a��2� + su�t�a��u� + n�t�

� �a��1� + �e−j��a��2��s�t� + su�t�a��u� + n�t�

� b��1,�2� · s�t� + u�t� , �1�

where � is a real-valued attenuation factor, � indicates a time
delay between the desired signal and the correlated signal.
a��� denotes a steering vector of the array, the undesired
signal vector u�t� is defined by the sum of the uncorrelated
interference and the noise vector, and b��1 ,�2� is defined by
a��1�+�e−j��a��2�.

An optimal solution of the beamformer is given by well-
known expression7–9

w = c · Ruu
−1a��1� , �2�

where Ruu
−1 denotes the inverse of the correlation matrix of

u�t� and c is a nonzero constant. When c=aH��1�Ruu
−1a��1�, it

results in the optimal weight of the maximum likelihood
beamformer. The superscript H denotes a Hermitian trans-
pose operator.

From Eq. �2�, the maximum achievable SINR of the
SINR beamformer is given by

SINRSINR = � wHRssw

wHRuuw
�

w=c·Ruu
−1a��1�

, �3�

where Rss is the covariance matrix of the desired signal,
which is expressed as

Rss = E�b��1,�2�s�t�s*�t�bH��1,�2��

= �s
2b��1,�2�bH��1,�2� , �4�

where the superscript * denotes a complex conjugate. Sub-
stitution of Eqs. �2� and �4� into Eq. �3� yields

SINRSINR =
�s

2aH��1�Ruu
−1b��1,�2�bH��1,�2�Ruu

−1a��1�
aH��1�Ruu

−1a��1�
.

�5�

The correlation matrix of summing all the undesired signals,
Ruu, can be written as

Ruu = �u
2a��u�aH��u� + �n

2I , �6�

where I is the N�N identity matrix. Applying the matrix
inversion lemma12 to Eq. �6�, we obtain

Ruu
−1 = �n

−2I −
�u

2

�n
2��n

2 + N�u
2�

a��u�aH��u� . �7�

Let us define

� = aH��1�a��2� , �8�

� = aH��1�a��u� , �9�

	 = aH��u�a��2� . �10�

� represents an output gain for the case in which the array is
steered in direction �1 and an input signal arrives from the
direction of �2. � and 	 are identical to � except for the
steering and incident angles. Note that �, �, and 	 are pro-
portional to the cosine of the angle between the steering vec-
tor of each signal and the interference.

Substituting Eq. �7� into Eq. �5� and using Eqs. �8�–�10�,
we obtain
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SINRSINR =
�s

2

�n
2	N − 
 �u

2

�n
2 + N�u

2����2 · �N2 + ���e−j�� + �*ej���N + �2���2

+ 
 �u
2

�n
2 + N�u

2�2

���2����2 + ���	e−j�� + �*	*ej��� + �2�	�2�

− 
 �u
2

�n
2 + N�u

2�����2N + ���	Ne−j�� + �*���2ej��� + �2�*�	�

− 
 �u
2

�n
2 + N�u

2�����2N + ���*	*Nej�� + ����2e−j��� + �2��*	*�� . �11�

The derivation of Eq. �11� is presented in the Appendix
. This is the maximum achievable output SINR of a general
SINR beamformer when correlated and uncorrelated interfer-
ence exist. In order to obtain the meaning of Eq. �11� in
detail, we investigated the variation in SINR by classifying
the equation with three different cases.

Case 1. Only white noise exists ��=�=�=	=�u=0�: In
this case, we can easily obtain

SINRSINR
�1� =

�s
2

�n
2N . �12�

Thus the SINR beamformer results in a SINR improvement
of factor N compared to nonprocessing. This is reasonable,
because the SINR beamformer also operates as a delay-and-
sum beamformer, the performance of which is the same as
Eq. �12� when only the desired signal and white noise exist.13

Case 2. Uncorrelated interference and white noise exist
��=�=	=0�: In this situation, there is no correlated interfer-
ence and we only need to examine �, which is proportional
to the cosine of the angle between the steering vector of the
desired signal and the uncorrelated interference. If we put
�=�=	=0 in Eq. �11�, the maximum SINR becomes

SINRSINR
�2� =

�s
2

�n
2	N − 
 �u

2

�n
2 + N�u

2����2
=

�s
2

�n
2	N − 
 1

N + 
−1����2 , �13�

where 
 is an uncorrelated interference-to-noise ratio �UINR�
which is defined by 
=�u

2 /�n
2. Note that ���2 denotes a gain

in interference along the direction of �u, while the array is
steered to the look direction �1 �see Eq. �9��. At a high UINR
�
�1�, the maximum output SINR is decreased as much as
the directivity gain of the array steered along �1, i.e., ���2 /N.
If the uncorrelated interference is very close to the look di-
rection, ���2 approaches to N2, and we find

SINRSINR
�2� =

N�s
2

�n
2 + N�u

2 =
�s

2

�n
2 · 
 N

1 + N

� . �14�

This implies that the desired signal and the uncorrelated in-
terference are combined, but the white noise is summed in-
coherently. That is, the SINR beamformer cannot reject un-

correlated interference within the limits of the beamwidth.
The maximum output SINR at low UINR�
�1�, of course,
approaches the same result shown in Eq. �12�.

Figure 1 shows the relation between the output SINR
and UINR. In this simulation, the array was assumed to be a
32-element uniform linear array with d=6 cm. The imping-
ing sources consisted of a 500 Hz desired signal and a
200 Hz uncorrelated interference at directions of 10° and
20°, respectively. The SNR was fixed to 0 dB. The output
SINR at low UINR is about 15 dB for the 32-element array,
and it is the same result as the conventional beamformer
represented in Eq. �12�. When the UINR approaches infinity,
the output SINR approaches the minimum value, ��s

2 /�n
2�

��N− ���2N �. This is shown by the dotted line in Fig. 1.
Case 3. Correlated interference and white noise exist

��=	=0�: Substituting �=	=0 into Eq. �11�, we obtain

SINRSINR
�3� =

�s
2�N2 + ���e−j�� + �*ej���N + �2���2�

�n
2N

. �15�

To investigate the meaning of the SINR for this case, we
partition it into three additive terms as follows:

SINRSINR
�3� =

�s
2

�n
2N +

�2�s
2

�n
2 ·

���2

N
+

�s
2

�n
2 · ���e−j�� + �*ej��� .

�16�

The first term is the maximum SNR of case 1. The second
term indicates that the correlated signal-to-noise ratio
�CSNR� is increased by the normalized array gain ���2 /N
multiplied by the square of the attenuation factor �, and it
always has a positive value. However, the array gain ob-
tained is represented by a sidelobe level of the beampattern
which is steered in the direction of the desired signal. This
means that the SINR beamformer accidentally increases the
SINR output. We modify the third term slightly to describe
its meaning. As shown in Eq. �8�, � represents an array fac-
tor for interference along the direction of �2, while the array
is steered in the look direction �1. For simplicity, we assume
that the symmetric geometry of the linear array can be used
and its sensor space d is set to the half-wavelength. As a
result, � can be described by a real-value:2
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� =
sin�N��sin �1 − sin �2�/2�
sin���sin �1 − sin �2�/2�

. �17�

Therefore, the maximum SINR in Eq. �16� is expressed as

SINRSINR
�3� =

�s
2

�n
2N +

�2�s
2

�n
2 ·

���2

N
+

�s
2

�n
2 · �� cos���� . �18�

If �� lies in �−� /2 ,� /2�, the third term has a positive value.
Otherwise, it would decrease the output SINR by incoherent
summing.

III. OPTIMUM BEAMFORMER FOR CORRELATED
SOURCES

A. Proposed optimum beamformer in the presence of
correlated sources

In order to analyze the characteristics of an optimum
beamformer for correlated sources, we consider a more gen-
eral signal model: the desired source, I correlated signals, J
uncorrelated interferences, and white noise. We wish to show
that the weight vector can be optimized by maximizing the
SINR at the output of the beamformer in the presence of
correlated signals. Various techniques for obtaining the opti-
mum weight vector for correlated interferences have been
discussed.5–7 We now consider the simplest method, which
employs Schwarz’s inequality. First, Eq. �1� can be rewritten
as

x�t� = s�t� + sc�t� + su�t� + n�t�

= s�t�a��c,0� + �
i=1

I

�is�t − �i�a��c,i� + �
j=1

J

sj�t�a��u,j� + n�t�

= s�t��
i=0

I

�ie
−jw�ia��c,i� + �

j=1

J

sj�t�a��u,j� + n�t�

= b��c,0,�c,1, . . . ,�c,I� · s�t� + u�t� , �19�

where �c,0, �c,i, and �u,j represent the incident angles of the
desired, correlated signal, and uncorrelated interferences, re-
spectively. �0 is 1, and �0 is 0. Vector b is a linear combi-
nation of steering vectors of signals correlated with the de-
sired source.

From Eq. �19�, the array output SINR is given by

SINRout =
E��wHb��c,0,�c,1, . . . ,�c,I� · s�t��2�

E��wHu�t��2�

=
�s

2�wHb��c,0,�c,1, . . . ,�c,I��2

wHRuuw
. �20�

Using Schwarz’ inequality in Eq. �20�, we can derive the
optimum weight wCC-SINR for correlated sources as follows:

SINRout =
�s

2��Ruu
1/2w�H · �Ruu

−1/2b��c,0,�c,1, . . . ,�c,I���2

wHRuuw

� �s
2bH��c,0,�c,1, . . . ,�c,I�Ruu

−1b��c,0,�c,1, . . . ,�c,I�

=
def

SINRmax, �21�

where equality is achieved with

FIG. 1. Output SINR vs UINR for
case 2. A 500 Hz desired signal and a
200 Hz uncorrelated interference im-
pinge at a direction of 10° and 20°.
The array is a 32-element uniform lin-
ear array with d=6 cm. The output
SINR vs UINR �
� is shown. The dot-
ted line represents the minimum value
for the output SINR.

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Kim et al.: Optimum beamformer in correlated source environments 3773



wCC-SINR = c · Ruu
−1b��c,0,�c,1, . . . ,�c,I� . �22�

Note, however, that it is too difficult to find time delays and
the directions of the correlated interferences such as those in
multipath environments. Therefore, a more appropriate ap-
proach is not to estimate the time delays and directions but
b��c,0 ,�c,1 , . . . ,�c,I�. The correlation matrix of an array out-
put Rxx becomes

Rxx = �s
2b��c,0,�c,1, . . . ,�c,I�bH��c,0,�c,1, . . . ,�c,I� + Ruu,

�23�

where Ruu is the noise plus uncorrelated interference corre-
lation matrix. Then,

Rss = Rxx − Ruu

= �s
2b��c,0,�c,1, . . . ,�c,I�bH��c,0,�c,1, . . . ,�c,I� . �24�

Since Rss is of unit rank, only one nonzero eigenvalue, �1, of
Rss exists. The eigenvector e1 corresponding to �1 is ob-
tained by

Rssb��c,0,�c,1, . . . ,�c,I�

= �s
2b��c,0,�c,1, . . . ,�c,I��

�bH��c,0,�c,1, . . . ,�c,I�b��c,0,�c,1, . . . ,�c,I��
= �s

2b��c,0,�c,1, . . . ,�c,I��b��c,0,�c,1, . . . ,�c,I��2. �25�

From Eq. �25�, the principal eigenvector e1 should be pro-
portional to b��c,0 ,�c,1 , . . . ,�c,I�.

13 That is, e1 is represented
by a linear combination of steering vectors a��c,i�, i
=0,1 , . . . , I, and contains complete information concerning
the desired source and its correlated multipath sources.
Hence, it follows that

wCC-SINR = c · Ruu
−1e1. �26�

B. Analysis of the CC-SINR beamformer in the
presence of correlated source

We recall the assumptions and the signal model de-
scribed in Sec. II to compare the results presented in this
section. Under these assumptions, the maximum achievable
output SINR of the proposed CC-SINR beamformer,
SINRprop, is obtained by Eq. �21� as follows:

SINRprop = �s
2bH��1,�2�Ruu

−1b��1,�2� . �27�

Substituting Eq. �7� into Eq. �27� and using Eqs. �7�–�10�, we
obtain

SINRprop =
�s

2

�n
2	bH��1,�2�b��1,�2�

−
�u

2

�n
2 + N�u

2bH��1,�2�a��u�aH��u�b��1,�2� ,

�28�

where

bH��1,�2�b��1,�2�

= �a��1� + �e−j��a��2��H�a��1� + �e−j��a��2��

= N + ���*ej�� + �e−j��� + �2N �29�

and

bH��1,�2�a��u�aH��u�b��1,�2�

= aH��u�b��1,�2�bH��1,�2�a��u�

= aH��u��a��1� + �e−j��a��2��

��a��1� + �e−j��a��2��Ha��u�

= ���2 + ���	e−j�� + �*	*ej��� + �2�	�2. �30�

From Eqs. �28� to �30�, we readily get

SINRprop =
�s

2

�n
2�N + ���*ej�� + �e−j��� + �2N

−
�u

2

�n
2 + N�u

2 ����2 + ���	e−j�� + �*	*e−j���

+ �2�	�2�� . �31�

This is the maximum output SINR of the proposed beam-
former when correlated interference and uncorrelated inter-
ference exist.

Case 1. Only white noise exist ��=�=�=	=�u=0�:
Since there is no correlated interference, the same result as
Eq. �12� is obtained.

Case 2. Uncorrelated interference and white noise exist
��=�=	=0�: The same result as Eq. �13� is obtained.

Case 3. Correlated interference and white noise exist
��=	=0�:

Substituting �=	=0 into Eq. �31�, the following equa-
tion can be obtained:

SINRprop =
�s

2

�n
2 �N + ���*ej�� + �e−j��� + �2N�

=
�s

2

�n
2N +

�2�s
2

�n
2 · N +

�s
2

�n
2 · �� cos���� . �32�

Compared to the results for the SINR beamformer in the
same environment �Eq. �18��, the result shown in Eq. �32� is
different. In the second term of Eq. �18�, the conventional
SINR beamformer accidentally increases the SINR output
with a gain pattern for the direction of the desired signal.
However, the CC-SINR beamformer, as shown in Eq. �32�,
can increase the output SINR by beamforming in both the
direction of the desired signal and the correlated interference.
Since N is always greater than ���2 /N �because that N2

� ���2�, the CC-SINR beamformer can improve output SINR
performance in the presence of a correlated source.

Figures 2–4 show an array output SINR computed using
both the conventional SINR beamformer expressed in Eq.
�18� and the CC-SINR beamformer proposed in Eq. �32�.
Figure 2 shows the output SINR as a function of the direc-
tion of interference for the case where the interference is
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correlated with the desired signal. In this simulation, the ar-
ray configuration is the same as that used in Fig. 1. The
impinging sources consist of a 500 Hz desired signal and a
single correlated interference. The SNR was 0 dB. An at-
tenuation factor �=0.8 and time delay �=0.2 ms. Figure 2
implies that the CC-SINR beamformer guarantees higher
SINR outputs in the presence of correlated interference at all
incident angles.

Figure 3 shows essentially the same basic results as Fig.
2 but directions are replaced with an attenuation factor. It can

easily be seen that, as the attenuation factor grows, so does
the averaged output SINR difference between the CC-SINR
beamformer and the SINR beamformer. In this example, note
that the output SINR was averaged in all directions of corre-

lated interference, i.e., �−90° ,90° �.

FIG. 2. Output SINR vs the direction
of the correlated interference for case
3. The array configuration is the same
as that used in Fig. 1. The impinging
source is a 500 Hz desired signal and a
single correlated interference. The
SNR is set to 0 dB. An attenuation
factor �=0.8 and time delay �
=0.2 ms. The dotted line represents
the output SINR of the SINR beam-
former and the solid line is that of the
CC-SINR beamformer. The solid line
is always greater than the dotted line.

FIG. 3. Averaged output SINR vs at-
tenuation factor. The array configura-
tion and signal model is the same as
that used in Fig. 1 except for the vari-
able attenuation factor. The output
SINR was averaged in all directions of
the correlated interference, i.e.
�−90° ,90° �. Accordingly, as the at-
tenuation factor approaches 1, the CC-
SINR beamformer shows good perfor-
mance.
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IV. SIMULATION RESULTS

A. Beam pattern

Consider a 16-element uniform linear array in all experi-
ments. Three far-field signals are impinging on the array:
One is the desired signal, another is correlated interference,
and the third is uncorrelated interference. The desired signal
and the correlated interference are 500 Hz sinusoidal waves

in directions of 10° and 30°, respectively. The attenuation
factor, �, is fixed to 0.8 and the time delay � is set to 0.2 ms.
The uncorrelated interference is a 200 Hz sinusoidal wave in

the direction of −20° and white Gaussian noise is also added.
The sampling frequency is 8 kHz. The distance d between
two sensors is set to the half wavelength of the desired sig-
nal.

FIG. 4. Beam patterns of the optimum
SINR beamformer and CC-SINR
beamformer. A 500 Hz desired signal,
one correlated interference and
200 Hz uncorrelated interference im-
pinge at a direction of 10°, 30°, and
−20°, respectively. The array is a 16-
element uniform linear array with
half-wavelength d. SNR and UINR are
set to 0 dB.

FIG. 5. Simulation and analytical re-
sults for output SINR vs input SNR.
The scenario is the same as that used
in Fig. 4 except for the variable input
SNR.
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Figure 4 shows normalized beam patterns of the SINR
beamformer and the CC-SINR beamformer in the case of
SNR=0 dB and UINR=0 dB. The SINR beamformer has a
deep null in the direction of uncorrelated interference, that is
arcsin� 2

5 sin�−20° ��=−7.8632°. However, it steers in the de-
sired direction only, since it cannot use any information for
correlated interference. The CC-SINR beamformer uses the
eigenvector corresponding to the principal eigenvalue of Rss,
and it then forms a spatial beam to the correlated interference
as well as the desired direction.

B. Signal-to-interference plus noise ratio

In order to verify the case-by-case analysis in Sec. III
and to evaluate the achievable performance, simulations
were performed for the conventional SINR beamformer and
the CC-SINR beamformer in the presence of correlated in-
terference. Figure 5 shows an example of the SINRSINR and
SINRprop behavior computed using Eqs. �11� and �31� as a
function of the input SNR. The results are depicted by a
sample-average of 50 independent runs. It can easily be seen
in Fig. 5 that the analytical results and the simulation results
are in good agreement.

Figure 6 depicts the SINRSINR and the SINRprop as a
function of the directions of uncorrelated interference. To
plot the simulation results, 50 independent trials were used in
this figure as well. No significant difference between the
simulation results and the analytical results was found. The
output SINR is decreased when the direction of the uncorre-
lated interference is near the incident angle of the desired
signal, that is arcsin� 5

2 sin�10° ��=25.7293°.

V. EXPERIMENTAL RESULTS

In order to verify the performance of the CC-SINR
beamformer in a real environment, two tests were performed.

The conditions are as follows:

�1� The desired signal was generated to be a 1000 Hz
sine wave which impinged on the microphone array
�at the direction of 0°�, and the uncorrelated interfer-
ence signal was a 1500 Hz sine wave in the direction
of 60° �The normal to the interference wave front
makes a 30° angle with line joining the sensors in the
linear array.�

�2� The desired signal and an uncorrelated interference
signal with the same frequencies impinged in the di-
rection of 60° and 0°, respectively.

The measurements were made in the Multimedia Room
of the MCSP Lab. at Yonsei University. The uniform linear
microphone array was mounted on a stand which enables
accurate positioning for any distance between adjacent mi-
crophones, as shown in Fig. 7. It consists of seven omni-
directional condenser microphones with distance d=8 cm.
There were two loudspeakers, referred to as SPK1 and
SPK2, which generate the desired signal and the uncorrelated
interference. Two reference microphones �MIC A and MIC

FIG. 6. Simulation and analytical re-
sults for output SINR vs the direction
of the uncorrelated interference. The
scenario is the same as that used in
Fig. 4 except for the variable direction
of the uncorrelated interference.

FIG. 7. The uniform linear microphone array. Seven omni-directional mi-
crophones are mounted on a stand which enables accurate positioning to
distance of 8 cm between adjacent microphones.
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B� were located in front of SPK1 and SPK2. The reference
microphones and the microphone array were 0.2 and 2 m
away from the speaker, respectively. The signal from the two
speakers was measured by reference microphones and micro-
phone arrays. The outputs of the microphones were sent to
an A/D converter which was connected to a multichannel
recording device interfaced with a personal computer. The
sampling rate was 16 kHz in these experiments.

A. Environment I: 0° desired signal and 60°
interference signal

Four independent experiments were performed in an
identical environment to compare the output SINR of the
conventional SINR beamformer with that of the CC-SINR
beamformer. The desired SINR, the desired SNR, the output
SINRs of the SINR beamformer and the CC-SINR beam-
former are presented in Table I. As shown in Table II, the
output SINR of the proposed beamformer is higher than that
of the SINR beamformer by about 0.26 dB.

Figure 8�a� presents an impulse response of the trans-
mission path between MIC A and MIC 4. The impulse re-

sponse is determined by the cross-correlation of signals at
two points in the room. To measure the impulse response, a
pseudorandom noise �PN� test signal was used, which has
properties similar to random noise.14 The PN sequence is
generated using a linear feedback shift-register and exclusive
OR-gate circuits.15,16

To investigate shortly delayed reflections in a room en-
vironment, a further analysis is necessary. A reflectogram can
display how the shortly delayed reflections are distributed in
time. Since the CC-SINR beamformer combines the reflec-
tions, a reflectogram is very useful in predicting the perfor-
mance of a beamformer. The reflectogram can be obtained by
the squared envelope of the impulse response.14 The squared
envelope is defined as follows. Let s�t� denote any signal,
and its envelope is then represented by

e2�t� = s2�t� + s̆2�t� , �33�

where s̆�t�, denotes the Hilbert transform of s�t�:

s̆�t� =
1

�
�

−�

� s�t − t��
t�

dt� � H�s�t�� . �34�

TABLE II. Experimental environment II—60° desired signal and 0° inter-
ference signal.

Input SINR
�dB�

Input SNR
�dB�

SINR
beamformer �dB�

CC-SINR
beamformer �dB�

Trial 1 0.2885 19.8115 21.3427 21.4142
Trial 2 0.9718 19.7749 21.3093 21.3911
Trial 3 0.0716 19.8475 21.5004 21.5536
Trial 4 1.0740 19.8086 21.6268 21.6304
Avg 0.6015 19.8106 21.4448 21.4973

FIG. 8. The impulse response and re-
flectogram in experimental environ-
ment I. �a� Impulse response. �b� Re-
flectogram.

TABLE I. Experimental environment I—0° desired signal and 60° interfer-
ence signal.

Input SINR
�dB�

Input SNR
�dB�

SINR
beamformer �dB�

CC-SINR
beamformer �dB�

Trial 1 7.2618 19.7799 21.0097 21.5907
Trial 2 11.3310 18.6182 20.2301 20.0506
Trial 3 6.3496 19.9001 21.2419 21.5214
Trial 4 8.3093 19.7891 21.1156 21.4677
Avg 8.3128 19.5218 20.8993 21.1576
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Figure 8�b� shows a reflectogram of the impulse re-
sponse used in the experiment. From the figure, we know
that the attenuation factor � of the first reflection is approxi-
mately 0.2. From Table I, it can be seen that a significant
reflection exists and that the output SINR of the proposed
beamformer is 0.26 dB higher than that of the conventional
SINR beamformer. The theoretically calculated SINR, which

uses Eqs. �11� and �12� as a function of the attenuation factor

in environment I, is depicted in Fig. 9. The analytical result
shows that the output SINR of the proposed beamformer is

also 0.13 dB greater than that of the SINR beamformer at an

estimated value of �, which is in agreement with the experi-
mental results.

FIG. 9. Averaged output SINR vs an
attenuation factor in experimental en-
vironment I. The output SINR of the
proposed beamformer is 0.13 dB
higher than that of the SINR beam-
former, for an attenuation factor of
0.2.

FIG. 10. The impulse response and re-
flectogram in experimental environ-
ment II.
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B. Environment II: 60° desired signal and 0°
interference signal

Four independent experiments were performed in the
same environment to compare the output SINR of the con-
ventional SINR beamformer with the CC-SINR beamformer.
The desired SINR, the desired SNR, the output SINR of the
SINR beamformer and the proposed beamformer are pre-
sented in Table II. As shown in Table II, the output SINR of
the proposed beamformer is slightly higher than that of a
SINR beamformer. Figure 10�a� presents an impulse re-
sponse of the transmission path between MIC B and MIC 4.
From Fig. 10�b�, it can be seen that the attenuation factor �
of the first reflection is approximately 0.1. It is known that
strong reflections do not exist, contrary to environment I, as
shown in Fig. 8�b�. Figure 11 displays the theoretically cal-
culated SINR at the output of the proposed beamformer and
the SINR beamformer as a function of the attenuation factor
in environment II. The output SINR of the proposed beam-
former is almost the same as that of the SINR beamformer
when �=0.1.

VI. CONCLUSIONS

A method for improving the performance of a SINR
beamformer in the presence of correlated interference is pro-
posed. The CC-SINR beamformer regards correlated inter-
ferences as replicas of the desired signal and coherently com-
bines them with the desired signal. We derived a theoretical
expression for SINR at the outputs of the SINR beamformer
and the CC-SINR beamformer, and also showed, based on
analytical data, that the output SINR of the proposed beam-
former was consistently always greater than that of a SINR
beamformer. As the attenuation factor grew, so did the maxi-
mum achievable array gain of the CC-SINR beamformer.
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APPENDIX: MAXIMUM OUTPUT SINR OF THE SINR
BEAMFORMER

In this appendix, the maximum achievable SINR of the
SINR beamformer in the presence of the correlated interfer-
ences is derived. We begin by substituting Eq. �7� into Eq.
�3� from Sec. II,

SINRSINR =
�s

2

�n
2 ·

aH��1�	I − 
 �u
2

�n
2 + N�u

2�a��u�aH��u�bbH	I − 
 �u
2

�n
2 + N�u

2�a��u�aH��u�a��1�

aH��1�	I − 
 �u
2

�n
2 + N�u

2�a��u�aH��u�a��1�
=

�s
2

�n
2 ·

Q

P
, �A1�

FIG. 11. Averaged output SINR vs an
attenuation factor in experimental en-
vironment II.
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where P and Q is the denominator and nominator of Eq.
�A1� except the input SNR, respectively. First, we consider
the nominator part Q,

Q = aH��1�bbHa��1�

+ 
 �u
2

�n
2 + N�u

2�2

aH��1�a��u�aH��u�bbHa��u�aH��u�a��1�

− 
 �u
2

�n
2 + N�u

2�aH��1�a��u�aH��u�bbHa��1�

− 
 �u
2

�n
2 + N�u

2�aH��1�bbHa��u�aH��u�a��1� . �A2�

Equation �A2� can be separated into four sets of summa-
tions so that

Q = Q1 + Q2 + Q3 + Q4, �A3�

where, after some calculations and using Eqs. �8�–�10�,

Q1 = N2 + ���e−j�� + �*ej���N + �2���2, �A4�

Q2 = 
 �u
2

�n
2 + N�u

2�2

���2����2 + ���	e−j�� + �*	*ej��� + �2�	�2� ,

�A5�

Q3 = − 
 �u
2

�n
2 + N�u

2�����2N + ���	Ne−j�� + �*���2ej���

+ �2�*�	� , �A6�

Q4 = − 
 �u
2

�n
2 + N�u

2�����2N + ���*	*Nej�� + ����2e−j���

+ �2��*	*� . �A7�

The denominator of Eq. �A1�, P, is also given by

P = aH��1�a��1� − 
 �u
2

�n
2 + N�u

2�aH��1�a��u�aH��u�a��1�

= N − 
 �u
2

�n
2 + N�u

2����2. �A8�

Combining Eqs. �A3�–�A8�, we then have

SINRSINR =
�s

2

�n
2	N − 
 �u

2

�n
2 + N�u

2����2 · �N2 + ���e−j��

+ �*ej���N + �2���2 + 
 �u
2

�n
2 + N�u

2�2

���2����2

+ ���	e−j�� + �*	*ej��� + �2�	�2�

− 
 �u
2

�n
2 + N�u

2�����2N + ���	Ne−j��

+ �*���2ej��� + �2�*�	� − 
 �u
2

�n
2 + N�u

2�
�����2N + ���*	*Nej�� + ����2e−j���

+ �2��*	*�� . �A9�
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I. INTRODUCTION

A two-step approach for addressing the nonlinear in-
verse scattering problem for multiply scattering point targets
has been recently derived and numerically validated in Dev-
aney et al.1 in which time-reversal multiple signal classifica-
tion �MUSIC�2–4 is employed for the super-resolution local-
ization of the targets while an iterative numerical algorithm
is used for the nonlinear inversion of the target reflectivities
or scattering strengths. The present letter investigates further
the second portion of the inversion process considered in
Devaney et al.,1 consisting of the determination of the target
scattering strengths from knowledge of the multistatic re-
sponse �MSR� matrix K of the system of targets as measured
using an array of transmitters and receivers once the target
positions have been estimated via, e.g., time-reversal MUSIC
or another approach. Specifically, a direct analytical formula
is derived for the determination of the target scattering
strengths from knowledge of the MSR matrix K and the tar-
get positions which are assumed to have been estimated in
the previous target localization step. The formula holds for
general multiple scattering conditions despite the resulting
nonlinearity of the map from the target scattering strengths to
the data. The proposed method is based on a form of active
nulling, a topic that has received recent interest within the
time-reversal community.5,6

The developments are given in the framework of the
scalar Helmholtz operator ��2+k0

2�, where �2 is the Laplac-
ian operator in three-dimensional space, k0 represents the
known wave number of the field in the background medium
and G0�r, r�� is the known background Green’s function per-
tinent to this partial differential operator for the boundary
conditions relevant to the physical situation at hand, e.g.,
Sommerfeld’s radiation condition. Within this framework,
small scatterers are treated as “mathematical” point targets
described as Dirac delta functions. As was explained by
Chambers and Gautesen,7 this idealized mathematical frame-

work contrasts with the corresponding physical, acoustic
scattering theory for small scatterers �corresponding to
“physical” point targets� for which the scatterer size is much
smaller than the wavelength. In particular, while idealized
point targets act only as monopoles �scattering spherically
symmetric waves only�, physical point targets radiate both
monopolar and dipolar fields, which gives a total of four
radiation modes �nontrivial singular values of the respective
scattering matrix� per point target �a monopole and three
dipoles�. Yet for certain special cases �see Chambers and
Gautesen7 as well as Refs. 5–7 in that paper�, the monopole
mode dominates, and it is in this spirit, which has been
adopted before,1–4 that the present formulation is derived.

The developments assume M �min�Nt ,Nr� where M is
the number of targets and Nt and Nr are the number of trans-
mit and receive elements of the array, respectively, so that if
the conditions for applicability of the time-reversal approach
�in particular,1,3 M �min�Nt ,Nr� and M �max�Nt ,Nr�� hold,
then the full program of inverse scattering can be carried out
via the two-step approach of first localizing via time-reversal
MUSIC and later inverting the scattering strengths via the
formula of the present work.

That the singular system of the MSR matrix K contains
information about the target scattering strengths is obvious
and has been the subject of well-known investigations.8,9 Ex-
traction of useful general features �not of the actual scatter-
ing strength� is addressed in Colton and Kress.9 In contrast,
the present research is aimed at extracting the individual
scattering strengths. For Born-approximable targets this
problem can be solved trivially once the target positions have
been found.1,2 On the contrary, for the general multiple scat-
tering regime the associated inversion is less straightforward
due to the resulting nonlinearity of the reflectivities-to-MSR
matrix mapping which traditionally would be handled via
nonlinear optimization.10 Despite this nonlinearity, the latter
problem is solved in this paper analytically, noniteratively
�unlike in Devaney et al.1 which adopts the more conven-
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tional numerical iterations route�. Here it is worthwhile
pointing out that the noniterative solution of nonlinear in-
verse problems is a topic of much importance11 which re-
mains open in inverse scattering of general scatterers if one
seeks to reconstruct not only target support �which can be
done via, e.g., the factorization and MUSIC methods,12–14

the linear sampling method,15 and so on� but also constitu-
tive properties or scattering potential. It is the latter, less
understood problem, which is of interest in this work. The
derived results provide a novel noniterative framework
which despite being emphasized here for the canonical case
of point targets can also open new strategies for noniterative
computational inverse scattering of certain large scatterers
whose response can be modeled using a computational grid
representing dominant scattering centers within the scatterer.

II. DIRECT AND INVERSE MULTIPLE SCATTERING
THEORY

A. Basic relations

Consider, within the scalar Helmholtz operator frame-
work outlined in the introduction, the inverse scattering
problem of deducing the unknown positions Xm ,m
=1,2 , . . . ,M and scattering strengths �m ,m=1,2 , . . . ,M of a
collection of point scatterers from knowledge of the associ-
ated scattering matrix which when measured using an array
of Nt point transmitters at positions Rt�j� , j=1,2 , . . . ,Nt and
of Nr point receivers at positions Rr�l� , l=1,2 , . . . ,Nr, can be
shown to reduce to the Nr�Nt MSR matrix defined by1,2,16

K = �
m=1

M

�mg0,r�Xm��t
T�Xm� = �

m=1

M

�m�r�Xm�g0,t
T �Xm� , �1�

where T denotes the transpose, where g0,t�X� is the Nt�1
transmit background Green’s function vector defined by

g0,t�X�

= �G0�X,Rt�1��,G0�X,Rt�2��, . . . ,G0�X,Rt�Nt���T,

while g0,r�X� is the Nr�1 receive background Green’s func-
tion vector defined by

g0,r�X�

= �G0�Rr�1�,X�,G0�Rr�2�,X�, . . . ,G0�Rr�Nr�,X��T,

and where

�t�Xm� = g0,t�Xm� + �
m��m

�m�G0�Xm,Xm���t�Xm��

�r�Xm� = g0,r�Xm� + �
m��m

�m��r�Xm��G0�Xm�,Xm� . �2�

It is worthwhile to briefly discuss the meaning of relations
�1� and �2� to place them in the particular deterministic con-
text germane to the present discussion which contrasts with
the original random media-oriented use of the same relations
in the well-known works of Foldy17 and Lax18 on multiple
scattering of waves, in particular, Eqs. �7� and �8� in Foldy,17

and Eqs. �3.7� and �3.8� in Lax,18 which are applicable de-
terministically, i.e., per realization of a statistical ensemble of

targets, and which are used as a starting point for subsequent
statistical treatment of multiple scattering in those papers.
The same equations correspond to Eqs. 3 and 4 in Snieder
and Scales,16 Eqs. �14-7a� and �14-7b� in Ishimaru,19 and
Eqs. �7.2.5�–�7.2.17� in Tsang et al.20 In the present study, as
in the above mentioned references,16–20 the vector �t above
corresponds to the “effective” or “exciting” field, in particu-
lar, the “final” exciting or incident field at the different scat-
terers after the multiple scattering interactions among scat-
terers have taken place. A similar interpretation applies to the
receive counterpart �r. The vectors �r and �t are auxiliary
and, in particular, it is only after substitution of these vectors
in Eq. �1� that the scattering or MSR matrix K which is the
quantity of interest is fully determined. The forward scatter-
ing characterization given in Eqs. �1� and �2� is exact and can
be generalized to the vector case readily.20 For further details
the reader is referred to Ishimaru,19 pp. 246–248, and Tsang
et al.,20 pp. 376–382.

The map from the target scattering strengths �m ,m
=1,2 , . . . ,M to the MSR matrix K is readily seen from Eqs.
�1� and �2� to be nonlinear. This is so even if the target
positions Xm ,m=1,2 , . . . ,M have been previously deter-
mined. The central goal of the next section is to show that
despite this nonlinearity there exists an explicit reconstruc-
tion formula that yields in a single step the sought-after tar-
get scattering strengths �m ,m=1,2 , . . . ,M from knowledge
of the MSR matrix K and the target positions Xm ,m
=1,2 , . . . ,M. The formula is derived in two complementary
forms �the roles of the transmit and receive signals in one
being the reverse of those in the other�.

B. Noniterative inversion formula for the scattering
strengths

The following discussion assumes that M �min�Nt ,Nr�.
As shown in Devaney,21 under these conditions, and with the
exception of rare configurations, the receive background
Green’s function vectors g0,r�Xm� ,m=1,2 , . . . ,M form a lin-
early independent set so that

�
m=1

M

�mg0,r�Xm� = 0 if and only if �m = 0 �3�

and, similarly, the transmit background Green’s function
vectors g0,t�Xm� ,m=1,2 , . . . ,M also form a linearly indepen-
dent set so that

�
m=1

M

�mg0,t�Xm� = 0 if and only if �m = 0. �4�

The MSR matrix K maps CNt→CNr where CNt and CNr

represent Nt- and Nr-dimensional spaces of complex Nt and
Nr tuples, respectively. To arrive at the desired formula, con-
sider an “active target isolation,” consisting of generating a
transmit array vector �=K+g0,r�X1�+u�CNt, where K+ :CNr

→CNt is the Moore-Penrose generalized inverse of K �see,
e.g., pp. 88 and 247–250 in Bertero and Boccacci22�, in par-
ticular, K+=�m=1

M �m
−1	m
m

† where † denotes complex adjoint
�thus �m

† =�m
T* where * denotes complex conjugate�, and

where �m ,m=1,2 , . . . ,M are the nonzero singular values
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�the rank of K being M �Refs. 1 and 21��, 	m are the right
singular vectors and 
m are the left singular vectors associ-
ated to the singular value decomposition of K, in particular,
K=�m=1

M �m
m	m
† , and u is any transmit signal in the null

space of the MSR matrix K which is nonempty if M �Nt

and, in particular,1,2 is the orthogonal complement of
Span�g0,t�Xm� ,m=1,2 , . . . ,M� in CNt. In particular, ��
=K+g0,r�X1� is the unique vector of minimum L2 norm obey-
ing exactly K��=g0,r�X1� �known as the normal solution22�
while �=K+g0,r�X1�+u where u is in the null space of K is
the most general vector obeying the same equation. Then
vector �, when used as excitation at the transmit array, yields
an output K� at the receive array equal to the background
Green’s function vector g0,r�X1� corresponding to target 1.
Thus the entire received signal associated to this vector
arises from target 1 only, a desirable property in isolating the
effect of that target alone. Using expression �1� for the MSR
matrix K one can express this in the convenient form

K� = �
m=1

M

�mg0,r�Xm��t
T�Xm��K+g0,r�X1� + u�

= �
m=1

M

�mg0,r�Xm��t
T�Xm�K+g0,r�X1� = g0,r�X1� . �5�

In view of Eq. �3�, expression �5� further translates for
nontrivial �m ,m=1,2 , . . . ,M into

�1�t
T�X1�K+g0,r�X1� = 1

�t
T�Xm�K+g0,r�X1� = 0 m = 2,3, . . . ,M . �6�

By applying Eq. �2� to the vector �t�X1�, and substituting the
thus obtained result in the top equation in Eq. �6� while using
the bottom equation in Eq. �6� one arrives at the more con-
venient statement

�1g0,t
T �X1�K+g0,r�X1� = 1 �7�

involving only the known MSR matrix K and the known
background Green’s function vectors g0,r�X1� and g0,t�X1�
evaluated at the known target position X1, from which the
unknown coefficient �1 can be readily �and uniquely� com-
puted. Equation �7�, with the substitution 1→m, is the
sought-after reconstruction formula, in particular

�m = �g0,t
T �Xm�K+g0,r�Xm��−1. �8�

A complementary approach can be established that is
based on the adjoint K†=KT* of K or, equivalently, on the
transpose KT of K, instead. Thus if V�CNr is a receive array
vector of the form V= �KT�+g0,t�X1�+U where U is in the null
space of the transpose KT of K �which is nonempty if M
�Nr�, then KTV=g0,t�X1�, which according to Eq. �1� im-
plies

�
m=1

M

�mg0,t�Xm��r
T�Xm��KT�+g0,t�X1� = g0,t�X1� , �9�

which in view of Eq. �4� implies for nontrivial �m, m
=1,2 , . . . ,M

�1�r
T�X1��KT�+g0,t�X1� = 1,

�r
T�Xm��KT�+g0,t�X1� = 0 m = 2,3, . . . ,M . �10�

Finally, it follows from Eq. �10� and the bottom of the Foldy-
Lax model expression Eq. �2� that

�1 = �g0,r
T �X1��KT�+g0,t�X1��−1, �11�

which implies the sought-after complementary formula

�m = �g0,r
T �Xm��KT�+g0,t�Xm��−1. �12�

Inversion formulas �7� and �12� are exact in the sense that
they yield no error under no noise. In particular, under no
noise and the holding of the time-reversal MUSIC conditions
the target positions Xm ,m=1,2 , . . . ,M can be determined �in
the implicit previous target localization step� without error1,2

and when these values are used in Eqs. �7� and �12� then the
scattering strengths are found also perfectly, as desired. The
effect of noise in the data is considered numerically next.

It is important to briefly discuss connections to the work
of Shi and Nehorai10 who investigated, under spatially white
Gaussian noise, maximum likelihood estimation of scattering
parameters of multiply scattering point targets. For the noisy
data matrix Y =K+W where the entries of the Nr�Nt noise
matrix W are zero-mean jointly circularly symmetric
complex Gaussian distributed random variables, the maxi-

mum likelihood estimates X̂��X̂1 , X̂2 , . . . , X̂M�T and �̂
���̂1 , �̂2 , . . . , �̂M�T of vectors describing, respectively, the po-
sitions and scattering strengths of all targets are found via the
simultaneous minimization10

X̂, �̂ = argminX̃,�̃	Y − K̃�X̃, �̃�	F
2 , �13�

where F denotes the Frobenius norm and where the matrix

K̃�X̃ , �̃� is given by Eqs. �1� and �2� after the substitutions

K→ K̃ and Xm→ X̃m ,m=1,2 , . . . ,M and �m→ �̃m ,m
=1,2 , . . . ,M. Since the maximum likelihood estimator is
known to be asymptotically optimal23 �asymptotically attain-
ing the Cramer-Rao lower bound for the variance� it will in
general outperform the current approach which is not guar-
anteed to achieve that bound. On the other hand, the estimate
of the scattering strengths in Eq. �13� requires exhaustive
search in the high-dimensional parameter space of all target
positions and all target strengths which for three spatial di-
mensions and complex-valued strengths corresponds to an
exhaustive search involving 5M real parameters. This is
more computationally intensive than the respective time-
reversal MUSIC search in only three real parameters for the
target localization part of the inversion. Note that the ap-
proach described in Eq. �13� is essentially one of nonlinear
optimization and that its demanding computational intensity
remains even in the absence of noise. This contrasts with the
approach of the present paper which is a direct �noniterative,
nonexhaustive search� formula for the target strengths after
the target locations have been suitably estimated, e.g., by
time-reversal MUSIC, or another method. Furthermore, the
estimates of the reflectivities obtained from the noniterative
approach can be used as a particularly good starting point for
a nonlinear optimization technique solving Eq. �13�.
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III. NUMERICAL ILLUSTRATION

In this section the proposed noniterative nonlinear inver-
sion algorithm for the reconstruction of the scattering
strengths described in the previous section, in particular, the
version of the formula given in Eq. �8�, is tested and com-
pared with the iterative one described in Devaney et al.1 as
well as with the respective reconstruction formula assuming
the Born approximation.1 The experiments are based on the
same simulation geometry in two-dimensional free space
presented in Devaney et al.1 which considers four �M =4�
point scatterers under interrogation by a set of seven �Nt

=Nr=7� coincident �“same transmit, same receive”� point
transceivers. The transceiver array is a uniform linear array
centered along the x axis at z=0 and having six wavelength
interelement separation, where the wavelength�1. The four
targets are located in a Cartesian grid at positions �−2.25,
−14.75�, �−0.25,−14.75�, �0.75,−15.75�, and �2.75,−15.75�,
all in units of a wavelength. All targets have unit-amplitude
target scattering strengths, i.e., �m=1,m=1,2 ,3 ,4 �but these
values will be modified later in a complementary, second
example�. Because of the chosen target positions and scatter-
ing strengths there is strong multiple scattering between the
targets, as shown in the results. As in Devaney et al.1 the
accuracy of the estimates was measured by means of a nor-
malized percent error defined by

E = 100 ·
	 �̂ − �	

	�	
,

where 	 · 	 denotes L2 �or 2� vector norm, �̂ is a vector with
the estimated reflectivities, and � is a vector with the actual
values. In the second example of this section, on the other
hand, the errors of each target are addressed individually.

Under perfect data conditions �results not shown� both
nonlinear methods yield errors which appear to be negligible,
particularly relative to those of the linear approximation
method which presents significant error, i.e., due to strong
multiple scattering the Born approximation model is inappli-
cable. Figure 1 shows plots of the target location �estimated
by means of the time-reversal MUSIC approach� and scatter-
ing strength estimation errors in the presence of additive
white Gaussian noise. The errors are averages over 1000
repetitions. Note that the iterative approach yields slightly
better results than the noniterative solution, which may be
due to error canceling effects across iterations. Also note that
below the 26 dB signal-to-noise ratio �SNR� level there are
two sources of error affecting the algorithms: the error in the
estimated positions and the noise in the MSR matrix. To
isolate the effect of the noise in the data from the effect of
the errors in the estimated target positions the experiments
were repeated assuming the positions are known. The corre-

FIG. 1. Plots of the target location and scattering strength estimation errors for the noniterative inverse scattering method developed in this letter as well as
the iterative method presented in Devaney et al.1 For reference, the estimation errors on target scattering strength for the generally inapplicable Born
approximation formula �indicated “DWBA”� are also given. The errors are averages over 1000 repetitions.
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sponding plots are presented in Fig. 2. The lower right plot
shows a comparison of the three algorithms. As expected, in
this case the level of errors is lower, and this is more notice-
able for low SNR. Again the iterative algorithm exhibits
slightly better performance than the noniterative one. But the
iterative algorithm requires many iterations �more than 80�
for convergence in these numerical experiments.

Among other numerical validation examples, the com-
puter simulation study also considered, for the same general
configuration of the previous example, targets with reflectivi-
ties given by �m=m ,m=1,2 ,3 ,4 �target 1 corresponding to
position �−2.25,−14.75�, target 2 corresponding to �−0.25,
−14.75�, and so on�. It was found that in this case the itera-
tive technique as proposed in Devaney et al.1 diverged even
in the absence of noise. This probably occurs because in that
approach the initial estimate is based on the Born approxi-
mation which deteriorates as the values of the reflectivities
increase. For this reason in this second example the values of
the noniterative approach were used as initial estimates,
yielding the results in Fig. 3. They show that for high SNR
the iterative approach estimates have a lower percentage of
error than those of the non-iterative approach. However, and
surprisingly, for lower SNR the iterative approach breaks
down and the noniterative approach performs better.

IV. CONCLUSION

The nonlinear inverse problem of estimating the target
scattering amplitudes or reflectivities �m ,m=1,2 , . . . ,M after
the target locations Xm ,m=1,2 , . . . ,M have been found con-
sists of the inversion of the nonlinear map of the scattering
strengths �m to the MSR matrix K as specified in Eqs. �1� and
�2�. This nonlinear inversion has been tackled in a recent
paper1 by means of an iterative numerical algorithm. Given
the nonlinear nature of the problem, it is not obvious that
under certain conditions it might be actually possible to carry
out the inversion via an explicit formula, in particular, a no-
niterative analytical algorithm, in place of iterative numerical
approaches such as the one discussed in Devaney et al.1 On
the other hand, a noniterative analytical approach is desir-
able, e.g., to clarify conditions for existence and uniqueness
of the solution, and to establish a reference benchmark as
well as novel conceptual tools to handle similar nonlinear
inverse problems in wave propagation.

This letter showed that, surprisingly, despite the nonlin-
earity of the associated forward mapping, such a reconstruc-
tion formula does exist, and can be implemented rather trivi-
ally once the target positions have been properly estimated
by other methods. Two forms of the formula �Eqs. �8� and
�12�� were derived. The performance of the approach under

FIG. 2. Plots for the scattering strength estimation errors assuming the correct positions of the targets are known. Three algorithms are illustrated: the
noniterative nonlinear inversion formula of this work, the iterative nonlinear inversion method of Devaney et al.,1 and the generally inapplicable Born
approximation formula. The errors are averages over 1000 repetitions. For comparison, all the results are put together in the plot at the bottom right.
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realistic noise was studied numerically. If the conditions for
applicability of the time-reversal MUSIC method of the pre-
vious, target localization step hold, then the full inverse
problem can be solved by that method combined with the
formula of this work. The formula yields perfect results un-
der no noise. It was found numerically that, expectationally,
i.e., over many realizations, for noisy data the iterative nu-
merical method of Devaney et al.1 and the noniterative for-
mula of this work perform comparably; yet in certain situa-
tions one of the two methods appears to perform better, with
the main promise of the noniterative formula residing in
strongly scattering and very noisy conditions as was illus-
trated with the last numerical example. The overall conclu-
sion is that the noniterative approach, which is important
both by itself and as a good first guess for the iterative ap-
proach, yields comparable performance relative to the itera-
tive method while facilitating a clearer analytical character-
ization and being apparently more robust.
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I. INTRODUCTION

Children whose hearing loss is identified and corrected
within six months of birth are likely to develop better lan-
guage skills than children whose hearing loss is detected
later �Yoshinaga-Itano et al., 1998�. It is recommended that
all infants be screened for hearing loss before the age of 3
months �NIDCD, 1993; Joint Committee on Infant Hearing,
2000�.

Although hearing loss is one of the most frequently oc-
curring disorders in newborns, early diagnosis is difficult.
Auditory brain-stem response screening tests and otoacoustic
emissions tests can provide objective hearing-loss assess-
ments. Neither test, however, can distinguish conductive
hearing loss, which in newborns is often transient, from sen-
sorineural hearing loss. The two types of hearing loss require
different medical approaches.

Tympanometry is a fast and simple hearing test routinely
used in clinics for the evaluation of conductive hearing loss.
Tympanometry involves the measurement of the acoustic ad-
mittance of the middle ear in the presence of a range of static
pressures. In order to obtain an accurate result for the
middle-ear admittance as seen from the tympanic membrane,
the complex admittance measured at the probe tip must be
adjusted to compensate for the complex admittance due to
the ear-canal volume between the probe tip and the tympanic

membrane. The accuracy of the middle-ear admittance esti-
mate therefore relies on obtaining an accurate estimate of the
admittance of the enclosed air volume.

Studies have shown that middle-ear admittance mea-
surements differ significantly between newborns and adults,
in both low-frequency �226 Hz� and higher-frequency �e.g.,
1 kHz� tympanometry �Paradise et al., 1976�; Holte et al.,
1990, 1991; Keefe et al., 1993; Keefe and Levi, 1996; Shah-
naz, 2002; Polka et al., 2002; Margolis et al., 2003; Margolis
and Hunter, 1999�. Holte et al. �1990� measured ear-canal
wall movement in newborns of different ages and found that
the diameter of the ear canal can change by up to 70% in
response to high static pressures. Keefe et al. �1993� mea-
sured ear-canal reflectance over a wide frequency range.
They concluded that significant differences between newborn
and adult tympanograms are presumably due in part to the
incomplete development of the newborn ear-canal wall and
tympanic ring.

The outer ear and the middle ear in human newborns are
not completely mature at birth, and various anatomical and
physiological changes occur between birth and adulthood
�Saunders et al., 1983; Eby and Nadol, 1986�. The tympanic
membrane and the ossicles have reached adult size at birth
but the external auditory canal is much smaller than its adult
size. In adults the tympanic membrane lies at about a 45°
angle from the horizontal, while in newborns it is nearly
horizontal. The tympanic ring is not completely developed
until the age of two years �Saunders et al., 1983�. Further-
more, in adults, the inner two thirds of the ear-canal wall are
bony and the outer one third is composed of soft tissue; in
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newborns, the ear canal is surrounded almost entirely by soft
tissue �McLellan and Webb, 1957�. This lack of ossification
presumably allows the external ear canal to change volume
significantly in response to large static pressures.

Although the importance of obtaining accurate ear-canal
volume-change measurements has been acknowledged, few
studies have been conducted to date. Owing to ethical issues
and procedural problems it is difficult to measure newborn
ear-canal volume change experimentally. The finite-element
method is an invaluable research and design tool as it can be
used to simulate the behavior of structures in conditions that
cannot be achieved experimentally. Since the first finite-
element model of the tympanic membrane was developed
�Funnell and Laszlo, 1978�, this method has been widely
used to investigate the behavior of both human and animal
ears �e.g., Wada et al., 1992; Funnell, 1996; Funnell and
Decraemer, 1996; Koike, 2002; Gan et al., 2002, 2004;
Elkhouri et al., 2006�. To the best of our knowledge, no
finite-element model of the newborn ear canal has been pro-
duced until now.

The purpose of this study is to use modeling to investi-
gate newborn ear-canal volume changes under high static
pressures. We present here a nonlinear three-dimensional
model of a healthy newborn ear canal. The geometry of the
model is based on a clinical x-ray computed tomography
�CT� scan of the ear of a 22-day-old newborn.

We chose a 22-day-old newborn ear canal for two rea-
sons. First, during the first few days of a newborn’s life, the
outer ear may contain debris and the middle-ear cavity may
be filled with amniotic fluid �Eavey, 1993�. Newborns are
therefore likely to present with conductive hearing loss dur-
ing the immediate postnatal period, followed by an improve-
ment in hearing as the debris and fluid are cleared. Conse-
quently, hearing-screening tests conducted shortly after birth
may lead to high false-positive rates. Second, as part of its
Early Hearing Detection and Intervention program �EHDI,
2003�, the American Academy of Pediatrics recommends
that all infants be screened for hearing loss before the age of
one month. For these reasons, a 22-day-old newborn is an
appropriate study subject.

A hyperelastic constitutive law is applied to model soft
tissue undergoing large deformations. Plausible ranges for
material-property values are based on data from the litera-
ture. Model results are then compared with available experi-
mental measurements.

II. MATERIALS AND METHODS

A. Three-dimensional reconstruction

The geometry of the model is based on a clinical x-ray
CT scan �GE LightSpeed16, Montréal Children’s Hospital�
of the right ear of a 22-day-old newborn �study number A07-
M69-02A, McGill University Institutional Review Board�.
The infant had a unilateral congenital atresia �absent external
ear canal� on the left side. The external and middle ear on the
right side was found to be entirely normal anatomically and
exhibited normal hearing. The CT scan contained 47 hori-
zontal slices, numbered from superior to inferior. The scan
had 0.187 mm pixels and a slice spacing of 0.625 mm. The

ear canal is present in slices 34–42. Figure 1 shows slices 11,
34, 37, 40, 42, and 47. The region surrounding the right ear
canal in Fig. 1 �slice 37� has been enlarged, segmented, and
labeled in Fig. 2. Figure 2 includes the ear canal itself, the
soft tissue surrounding the ear canal, the tympanic mem-
brane, the ossicles, the temporal bones, and the simulated
probe tip. Rather than including the entire head in the model,
the anterior, posterior, and medial surfaces were positioned
so as to include the temporal bone and a generous amount of
soft tissue. More details are given in Sec. III A.

In this study we used 37 slices, from slice 11 to slice 47.
From slice 11 to slice 33, every second slice was used; from
34 to 47, every slice was used. A locally developed program,
Fie, was used to segment the cross sections of the temporal
bone and soft tissue, as shown in Fig. 2. The contours were
imported into a three-dimensional surface-triangulation pro-
gram, Tr3, and the surface was generated by optimally con-
necting contours in adjacent slices. The surface model is
shown in Fig. 3. Both Fie and Tr3 are available at http://
audilab.bmed.mcgill.ca/~funnell/AudiLab/sw/. Figure 3�a� is

FIG. 1. X-ray CT data for 22-day newborn. Slices 11, 34, 37, 40, 42, and 47
are shown. Slices 34–42 include the ear canal. A is anterior; P is posterior;
R is right; L is left.

FIG. 2. Slice 37, showing segmented structures. TM is tympanic membrane.
The probe tip is positioned at 5 mm from the entrance of the ear canal. A is
anterior; P is posterior; R is right; L is left. Three different sizes of models
are shown; more details are given in Sec. III A.
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a posterior view of the ear canal and the temporal bone sur-
face. Figure 3�b� is an antero-lateral view. In order to better
display the relationships between the ear canal and the tem-
poral bone, the soft tissue is not shown in Fig. 3. It can be
seen that there is more temporal bone superior to the ear
canal. Figure 4 shows the enclosed ear-canal surface. The
ear-canal superior wall is much shorter than the inferior wall,
as seen in Fig. 4�a�. The tympanic membrane terminates the
canal wall in a very horizontal position. It may be considered
to form part of the ear canal wall for the innermost 8 mm or
so of canal length. As shown in Fig. 4�b�, the superior-
inferior diameter �D1� is larger than the anterior-posterior
diameter �D3�, which agrees with the observations of McLel-
lan and Webb �1957�. Table I provides a summary of ear-

canal and tympanic-membrane data from the literature for
the adult ear and the newborn ear, and the corresponding data
for the finite-element model.

A solid-element model with tetrahedral elements was
generated from the triangulated surface using Gmsh �http://
www.geuz.org/gmsh/� and imported into COMSOLTM ver-
sion 3.2 �http://www.comsol.com� for finite-element analy-
sis.

B. Material properties

There are three types of cartilage in the human body:
articular cartilage, elastic cartilage, and fibrocartilage �Fung,
1993�. Elastic cartilage is found in the wall of the external
auditory canal �McLellan and Webb, 1957�. Articular and
elastic cartilage have a similar structure, both containing type
II collagen, but elastic cartilage contains more elastic fibers
and is therefore more flexible than articular cartilage �Fung,
1993�. The Young’s modulus of elastic cartilage in adults is
between 100 kPa and 1 MPa �Zhang et al., 1997; Liu et al.,
2004�. The mechanical properties of cartilage are age depen-
dent. Williamson et al. �2001� found that the tensile Young’s
modulus of bovine articular cartilage increased by an average
of 275% from newborn to adult.

To the best of our knowledge, the stiffness of human
newborn elastic cartilage has never been measured. In this
study, we used three Young’s moduli: 30, 60, and 90 kPa.
The lowest value is close to the lowest stiffness of soft tissue
such as fat �4.8 kPa, Wellman et al., 1999� and gland
�17.5 kPa, Wellman et al., 1999� and 90 kPa is close to the
lowest stiffness of cartilage in adult humans.

The ear-canal soft tissue is assumed to be homogeneous,
isotropic, and nearly incompressible. The Poisson’s ratio of
elastic cartilage in newborns is taken to be 0.475. This value
has been widely used in soft-tissue modeling �Torres-Moreno
et al., 1999; Cheung et al., 2004; Chui et al., 2004�. The soft
tissue is also assumed to be hyperelastic, as discussed in Sec.
II D.

FIG. 3. Surface mesh of finite-element model. The ear canal and temporal
bone surface are displayed; the soft tissue is not shown. �a� Posterior view.
�b� Antero-lateral view. S is superior; I is inferior; R is right; L is left.

FIG. 4. Ear canal model. �a� Posterior view. �b� Inferior view. D1 �4.8 mm�
is the maximum diameter, in the superior-inferior direction; D2 �1.6 mm� is
the minimum diameter, in the superior-inferior direction; D3 �4.4 mm� is the
maximum diameter in the anterior-posterior direction. S is superior; I is
inferior; P is posterior; A is anterior; R is right; L is left.

TABLE I. Summary of adult and newborn ear canal and TM data.

Adult
New born

�Published Data�
Data in the

model

Ear Canal
Shape S shape Straight Straight
Roof length �mm� 25–30a,b 13–22.5c 16
Floor length �mm� 25–30a,b 17–22.5c 22.5
Diameter �mm� 10a 4.44d 1.6–4.8
Bone Inner 2/3a None None
Soft tissue Outer 1/3a Entire EAC Entire EAC
TM
Diameter along the
manubrium �mm�

8–10a Adult sizea 8.7

Diameter perpendicular
to the manubrium �mm�

7–9a Adult sizea 8.3

Surface area �mm2� 55–85a Adult sizea 67

aSaunders et al., 1983.
bStinson and Lawton, 1989.
c2-month old newborn measurement �McLellan and Webb, 1957�.
dAverage ear-canal diameter for 1-month-old newborn �Keefe et al., 1993�.
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C. Boundary conditions and load

In newborn tympanometric measurement, the volume
change caused by high static pressures has two sources. The
first is tympanic-membrane movement; the second is ear-
canal wall movement. The ear canal and the middle ear are
configured as a parallel acoustic system. The same uniform
static pressure is applied to the ear-canal wall and to the
tympanic membrane. The total volume change is equal to the
sum of the contributions of these two components. In this
study, we focus only on the contribution of ear-canal-wall
movement to volume change. We thus assume that the tym-
panic membrane is rigid and the ossicles, ligaments, etc., are
not taken into account. Given that the bones are also as-
sumed to be rigid in this model, only their surface represen-
tation is needed. The probe tip is also assumed to be rigid
and its position is taken to be 5 mm inside the ear canal
�Keefe et al., 1993�, as shown in Fig. 2. All other parts of the
model are free to move. Static pressure is applied to the
ear-canal wall from the inside of the canal.

D. Hyperelastic finite-element method

While undergoing tympanometry procedures, the new-
born ear-canal wall deforms significantly under the high
static pressures. Accordingly, linear elasticity with the
infinitesimal-deformation formulation is not appropriate to
formulate the finite-element model. As a result, we used a
hyperelastic finite-deformation formulation.

In finite-deformation theory, the deformation gradient
F=�x /�X is defined where X denotes a point in the refer-
ence configuration. The current position of the point is de-
noted by x=X+u where u is the displacement from the ref-
erence position to the current position. Using C=FTF, the
“strain invariants” are defined as

I1 = tr�C� �1�

and

I2 = 1
2 �I1

2 − tr�C · C�� , �2�

where tr is the trace operator.
Various strain-energy functions can be applied to soft

tissue, such as neo-Hooke, Mooney-Rivlin, Arruda-Boyce,
etc. In this study we focus on the polynomial method, which
is a generalization of the neo-Hooke and Mooney-Rivlin
methods and which has been widely used to simulate large
deformations in almost incompressible soft tissues such as
skin, brain tissue, breast tissue, and liver �e.g., Samani and
Plewes, 2004; Cheung et al., 2004�. A second-order polyno-
mial strain-energy function can be written as

W = C10�I1 − 3� + C01�I2 − 3� +
�

2
�J − 1�2, �3�

where W is the strain energy; C10 and C01 are material con-
stants; � is the bulk modulus; and J is the volume-change
ratio. J is defined as

J = det F , �4�

where det is the determinant operator.

Under small strains the Young’s modulus of the material,
E, may be written as

E = 6�C10 + C01� . �5�

Further details about the hyperelastic model can be
found elsewhere �e.g., Holzapfel, 2000�.

The ratio C10:C01 is here taken to be 1:1, which has
been widely used for biological soft tissue �e.g., Mendis et
al., 1995; Samani and Plewes, 2004�.

E. Volume calculation

The air volume between the probe tip and the tympanic
membrane can be calculated using the three-dimensional di-
vergence theorem:

���
M

div FdV =��
S

F · ndS , �6�

where M is a solid volume with a closed boundary surface,
S, whose unit normal vector is denoted by n. The divergence
of F defined as

div F =
�Fx

�x
+

�Fy

�y
+

�Fz

�z
. �7�

By choosing F such that div F=1, we can easily obtain the
ear-canal volume as

V =���
M

div FdV =��
S

F · ndA . �8�

There is an infinite number of choices for F that have
div F=1. In our study, we simply choose F= �x ,0 ,0�. The
air volume can therefore be computed by integration over
the deformed surface of the corresponding closed volume.
Further details can be found elsewhere �e.g., Matthews,
2000, p. 97�.

III. RESULTS

A. Convergence tests

Convergence tests are used to investigate how many el-
ements should be used in the model. The results of a finite-
element simulation depend in part on the resolution of the
finite-element mesh, that is, on the numbers and sizes of the
elements used. In general, the greater the number of elements
the more accurate the results, but also the longer the time
required for the computations. Nonlinear simulations in par-
ticular can be very time consuming.

In our convergence tests, the first step was to decide how
much of the scan to incorporate in the x direction �from
lateral to medial� and y direction �from posterior to anterior�.
The second step was to decide how many slices should be
used in the model. For both step 1 and step 2, the surface
models have a nominal mesh resolution of 18 elements per
diameter. The last step was to decide what mesh resolution to
use for the model. In the convergence tests the Young’s
modulus is 60 kPa and the Poisson’s ratio is 0.475.

As shown in Fig. 2, three different models are com-
pared. The first one �small model� has a lateral-medial size of
about 32 mm and an anterior-posterior size of about 28 mm.
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The second model �middle model� is about 36 mm by
39 mm. The third one �large model� is about 41 mm by
50 mm. All three models were generated based on slices 11–
47.

The three models were compared based on the absolute
values of the maximum displacements for both negative and
positive pressures of 3 kPa, and on the ear-canal volume
change for the same pressure. All three models have almost
the same maximum displacements. The volume changes for
model 1 were 6.7% larger than those of model 2 because
model 1 contains less bone to constrain the wall motion, but
models 2 and 3 differed by only about 1%. This implies that
the middle model provides enough accuracy and it is the one
used for the remaining simulations.

As mentioned earlier, the ear canal is present in slices
34–42. In order to investigate how many slices above and
below the canal should be incorporated into the model, five
different models were studied. Figure 5 illustrates the differ-
ent configurations. Model 1 was composed of 20 slices, from
slice 28 to slice 47. Model 2 included five more slices supe-
riorly; it contains 25 slices, from 23 to 47. Model 3 included
five more slices inferiorly. Since our CT scan did not include
any slices inferior to slice 47, we created five artificial slices
�numbered 48–52� by extrapolation and comparison with CT
scans for newborns of about 3 months of age. The artificial
slices included only soft tissue, the boundary conditions of
which were made the same as those of the other soft tissue in
the model. Model 3 was thus composed of 30 slices, from 23
to 52, slices 48–52 being artificial. Model 4 was based on
model 3, the only difference being the incorporation of an-
other five artificial slices inferiorly; the model thus contained
35 slices, from 23 to 57. Finally, model 5 was composed of
37 slices, from 11 to 47; no artificial slices were included in
model 5.

As before, the different models were compared based on
the absolute values of the maximum displacements and on
the ear-canal volume changes for both negative and positive
pressures of 3 kPa. The maximum displacements were al-
most the same; the differences were less than 2%. The vol-
ume changes for model 1 are up to 8.9% larger than those for
the other models, presumably because it has fewer con-
straints due to the temporal bone superior to the canal, but
the volume changes for models 2–5 are all within 1.3%.
These results imply that our 37-slice dataset is sufficient
even though there are not very many slices inferior to the ear
canal. For the remainder of this paper we use model 5.

In order to decide what mesh resolution should be used,
four different resolutions were compared. The initial surface
models have nominal numbers of elements per diameter of

12, 15, 18, and 22, respectively. The resulting solid models
have 9076, 12786, 19233, and 23674 tetrahedral elements,
respectively. As the mesh resolution increases, the maximum
displacement of the entire model increases monotonically.
The difference in maximum displacement between the 9076-
element model and the 12,786-element model was about 4%,
and the difference between the 12,786-element model and
the 19,233-element one was about 5%. The difference be-
tween the 19,233-element model and the 23,674-element
one, however, was less than 1%, and the location of the
maximum displacement changed by less than 1 mm. The
model with 19,233 elements was selected for further simula-
tions.

B. Sensitivity analysis

Sensitivity analysis is used to investigate the relative
importance of model parameters. In this study we focus on
the ear-canal volume change under high static pressures, and
therefore the effects of parameters on ear-canal volume
changes were investigated. Sensitivity was analyzed for
Young’s modulus, Poisson’s ratio, and the C10:C01 ratio. The
Young’s modulus was found to have the greatest impact on
the volume change. Figure 6 shows ear-canal volumes corre-
sponding to different Young’s moduli for static pressures
from −3 to +3 kPa. As Young’s modulus increases, the
model canal-wall volume changes decrease significantly.

Values from 0.45 to 0.499 have been used in the litera-
ture for Poisson’s ratio for soft tissue �Li et al., 2001; Samani
and Plewes, 2004�. A value of 0.5 corresponds to incom-
pressibility. Increasing Poisson’s ratio from 0.45 to 0.499,
with a Young’s modulus of 60 kPa, resulted in a 1.5% reduc-
tion in volume change at +3 kPa, and a change of only 1.1%
at −3 kPa. The model is thus insensitive to Poisson’s ratio,
which is consistent with previous modeling �Funnell and
Laszlo, 1978; Qi et al., 2004�.

FIG. 5. Slices used in test models 1–5. Slices 48–57 are artificial slices, as
discussed in the text. A is anterior; P is posterior; S is superior; I is inferior.

FIG. 6. Calculated ear-canal volume for three different Young’s moduli
�Y.m.�. When pressure is 0, ear-canal volume is 150 mm3.
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Three different ratios of C10 to C01 were studied,
namely, 1:0, 1:1, and 0:1. The sum of C10 and C01 is kept
constant at 10 kPa, corresponding to a small-strain Young’s
modulus of 60 kPa as given by Eq. �5�. The volume changes
occurring with the three combinations of C10 and C01 differ
by less than 3% at +3 kPa and by even less at −3 kPa. The
model is thus insensitive to the C10:C01 ratio when the sum
of C10 and C01 remains constant. This is consistent with the
results of Mendis �1995�, who used a three-dimensional
Mooney-Rivlin model for brain tissue and found that, when
the deformation is under 30%, the different combinations of
C10 and C01 had little effect on model displacements.

C. Model displacements and displacement patterns

The ear-canal wall of the model displays nonlinear elas-
tic behavior leading to an S-shaped pressure-displacement
relation under high static pressures, as shown in Fig. 7. The
displacement curves are very similar in shape to the volume
curves shown in Fig. 6. As the Young’s modulus increases,
the maximum displacement decreases in approximately in-
verse proportion.

The smaller the Young’s modulus is and the larger the
displacements are, the stronger the nonlinearity is. When
Young’s modulus is 90 kPa, the pressure-displacement rela-
tion becomes almost linear. When Young’s modulus is
30 kPa, the slopes of the curves decrease significantly as the
pressure becomes either more negative or more positive, but
the displacement curve does not reach a plateau by either
−3 kPa or +3 kPa.

The maximum displacement of the entire model occurs
on the medial inferior surface of the ear canal. The maximum
is quite localized. Figure 8 shows the displacement patterns
on the superior and inferior surfaces of the canal for a pres-
sure of +3 kPa, when Young’s modulus is 60 kPa. The dis-
placements of the inferior surface are bigger than those of the
superior surface. This is because there is temporal bone

around the top of the newborn ear canal but the bone around
the bottom has not completely developed, as shown in Fig. 3.

D. Comparisons with experimental data

In this section we shall compare our simulation results
with two sets of experimental data, maximum canal-wall dis-
placement measurements �Holte et al., 1990� and tympanom-
etry �Shahnaz, 2002; Polka et al., 2002�.

1. Displacement measurements

Holte et al. �1990� measured the maximum displace-
ments of ear-canal walls in newborns of different ages. Posi-
tive and negative pressures of 2.5–3 kPa were introduced by
a syringe system. Displacements of the ear-canal wall and
tympanic membrane were recorded by an otoscope with a
videocassette recorder. The videotapes were reviewed, and
ear-canal wall diameters at ambient pressure and at maxi-
mum static pressures were measured with a transparent ruler.
The relative change in ear-canal wall diameter under maxi-
mum static pressure was expressed as a percentage of the
resting diameter. For newborns aged from 11 to 22 days, the
diameter change was 7.9% ±11.1% for the positive pressure,
and −15.0% ±22.1% for the negative pressure.

The maximum displacement in our model takes place on
the medial inferior surface of the ear canal, which probably
corresponds to a location beyond that which Holte et al. were
able to observe. McLellan and Webb �1957� used an oto-
scope to examine 20 cleansed ear canals from ten healthy
full-term newborns. They concluded that the inferior wall
ascends from the tympanic membrane, and from the external
orifice of the canal, to a transverse ridge which divides the
inferior wall into inner and outer portions. Unlike the outer
portion, the inner portion of the inferior wall can hardly be
seen with an otoscope. Since Holte et al. also used an oto-
scope in their experiments, it would have been difficult for
them to observe the inner part of the inferior wall. We con-
clude, therefore, that their diameter-change measurements
were taken lateral to the ridge. As shown in Fig. 8, in our

FIG. 7. Maximum displacement of the entire model for three different
Young’s moduli.

FIG. 8. Displacement pattern of ear-canal wall for static pressure of +3 kPa.
�a� Ear-canal floor. Gray scale is from 0 to 0.921 mm. �b� Ear-canal roof.
Gray scale is from 0 to 0.183 mm. Max 1, the maximum displacement of the
entire model, is 0.921 mm. Max 2, the maximum displacement observable
from the probe tip, is 0.452 mm. Since the tympanic membrane �TM� and
the probe tip are assumed to be fixed, the corresponding displacements are
zero. A is anterior; P is posterior; R is right; L is left.
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model the displacements of the canal wall are larger at the
ridge than they are lateral to the ridge; we therefore assume
that Holte et al. measured the diameter changes at the ridge.
In our model the ridge is located 11 mm from the probe tip.
We use the model displacements at this point for comparison
with the measurements of Holte et al.

McLellan and Webb �1957� observed a sagittal cross
section at the ridge which appeared oval in shape in 16 ears,
with the longer diameter being anterior-posterior. In our
model, the resting diameters at the transverse ridge are
shown in Fig. 4. The narrowest diameter �D2� at 11 mm is
about 1.6 mm, and the widest diameter �D3� is about
4.4 mm. Since the resting diameters were not mentioned by
Holte et al., we do not know if the narrowest or the widest
diameter was applied when the ratio of ear-canal wall dis-
placements to resting diameters were calculated. Thus, for
our model, the ratio of displacement �at the 11 mm position�
to diameter was calculated for both resting diameters �1.6
and 4.4 mm�, and for both ±2.5 kPa and ±3 kPa. The results
are shown in Fig. 9 together with the experimental results of
Holte et al. For positive pressures, when the narrowest rest-
ing diameter �1.6 mm� is applied, the results for the model
with a Young’s modulus of 30 kPa are beyond the experi-
mental range; when Young’s modulus is 60 kPa, the simula-
tion results are partly within the experimental range; when
Young’s modulus is 90 kPa, they are totally within the ex-
perimental range. For negative pressures, the simulation re-
sults with a Young’s modulus of 30 kPa are partly within the
experimental range; for 60 and 90 kPa they are all within the
experimental range. When the widest resting diameter
�4.4 mm� is applied, all of the simulation results are within
the experimental range for both positive and negative pres-
sures.

2. Tympanometry

Polka et al. �2002� showed complete susceptance and
conductance tympanograms for two 3-week-old infants mea-

sured at 226, 600, 800, and 1000 Hz. Both infants had nor-
mal hearing as measured by automated auditory brainstem
response screening. Figure 10 shows one of the 226 Hz mea-
surements.

For frequencies up to about 1 kHz, the adult ear canal
can be modeled as a lumped acoustical element �e.g., Shanks
and Lilly, 1981�. This assumption is valid up to higher fre-
quencies in the newborn canal because it is smaller than the
adult canal. The susceptance measured at the probe tip in-
cludes the susceptance of the enclosed air volume �BV�, and
the susceptances due to the vibration of the ear-canal wall
�BW� and tympanic membrane �BTM� in response to the probe
tone. Thus, the susceptances at the extreme positive pressure
and negative pressure are given by

B+ = BV
+ + BW

+ + BTM
+ �9�

and

B− = BV
− + BW

− + BTM
− . �10�

The difference between the two is given by

�B = B+ − B− = �BV
+ − BV

−� + �BW
+ − BW

− � + �BTM
+ − BTM

− � .

�11�

Given the near symmetry of the nonlinear response pre-
dicted by the model, as shown in Fig. 7, it may be reasonable
to assume that the vibrations at the extreme positive and
negative pressures are similar. In that case their effects can-
cel and the susceptance change is mainly determined by the
actual volume change due to the static displacement of the
canal wall and tympanic membrane.

Table II shows the susceptance and conductance values
at the extreme static pressures �−275 and +250 daPa, i.e.,
−2.75 and +2.5 kPa�, and their differences, from the mea-
surements of Polka et al. �2002�. The fact that the conduc-
tance changes are very small for seven out of the eight mea-
surements supports the assumption that the vibrations are
similar at the extreme positive and negative pressures.

The table also includes the equivalent-volume changes
corresponding to the susceptance changes, computed using

FIG. 9. Comparison of experimental data �Holte et al., 1990� with simula-
tion results. Positive � experimental data for pressures of +2.5 to +3 kPa;
Negative � experimental data for pressures of −2.5 to −3 kPa. Triangles
represent simulation results for Young’s moduli of 30, 60, and 90 kPa, re-
spectively. Filled and open triangles indicate the use of 1.6 and 4.4 mm,
respectively, as the denominator when computing percentage changes.
Upward-pointing and downward-pointing triangles indicate the use of
±3 kPa and ±2.5 kPa, respectively, as the pressure for the simulation results.

FIG. 10. Susceptance and conductance tympanogram at 226 Hz for 3-week-
old newborn �based on Polka et al., 2002�.
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�Veq = �B�c2/2�f , �12�

where � is the air density �1.2 kg/m3�, c is the sound speed
�343 m/s�, and f is the frequency �cf. Shanks and Lilly,
1981�.

Figure 11 shows model volume changes obtained for
different Young’s moduli, compared with the experimentally
measured equivalent-volume changes from Table II. The vol-

ume changes obtained for the model are lower than those
observed experimentally, which is consistent with the fact
that the experimental equivalent-volume changes include
contributions not only from ear-canal wall movement but
also from tympanic-membrane movement.

IV. DISCUSSION AND CONCLUSIONS

A nonlinear hyperelastic model of the newborn ear canal
is presented and compared with available experimental data.

For static pressures from −3 kPa to +3 kPa, the canal-
wall displacements and volume changes are nonlinear, with
the degree of nonlinearity increasing as the Young’s modulus
decreases and the displacements increase. Our sensitivity
analysis indicates that the Young’s modulus of the tissue in
the ear-canal wall plays the most important role in determin-
ing volume changes. The effects of varying the Poisson’s
ratio and the C10:C01 ratio are found to be small.

In our simulations, the displacements of the ear-canal
wall are slightly larger under positive pressures than under
negative pressures. In the measurements of Holte et al., how-
ever, the mean diameter changes were much bigger for nega-
tive pressures than for positive pressures. In the measure-
ments, a large overlap exists between the percentage
displacement changes for the positive pressures and those for
the negative pressures, as shown in Fig. 9. Possible reasons
for the variability include individual differences between
ears, age-related changes from 11 to 22 days, and uncertainty
in the applied pressures. It is not clear whether the displace-
ments under the positive pressures and the negative pressures
are significantly different or not.

The cross section of the newborn ear canal is quite flat-
tened; in our model, for example, the horizontal and vertical
diameters are 1.6 and 4.4 mm, respectively, just lateral to the
tympanic membrane. We do not know which diameter was
used by Holte et al. in computing percentage changes. When
the narrowest diameter was applied to our model results, the
model with a Young’s modulus of 30 kPa produces diameter
changes far above the experimental range under positive
pressures. In Holte’s measurements, in a younger age group
�1–11 days� the diameter changes may be up to 70%. This
may indicate that Young’s modulus of the newborn ear canal
is 30 kPa for younger newborns, and between 60 and 90 kPa
for older newborns. However, for a better comparison with
the model, it would be desirable to be able to know where
their measurements were made in the canal, and to know
which diameter was used in the calculations.

In tympanometry a change of equivalent volume con-
sists of two components. One component is the actual air-
volume change caused by static pressures, which should be
independent of frequency. The actual volume change is
caused by the static displacement of both the ear-canal wall
and the tympanic membrane. The other component is due to
the vibration of the ear-canal wall and tympanic membrane
in response to the probe tone. Assuming that the vibrations
caused by the probe tone at the positive and negative ex-
treme pressures cancel each other out, as discussed above,
the difference between the experimental value and the simu-
lation value may be taken to be the volume change caused by

TABLE II. Tympanometry results for two 3-week-old infants.

Newborn 1

Frequency (Hz) 226 630 800 1000
B+ �mmho� 0.5 1 0.875 1
B− �mmho� 0.26 0.5 0.45 0.47
�B �mmho� 0.24 0.5 0.425 0.53
�V �mm3� 240 180 120 120
G+ �mmho� 0.05 0.5 0.8 1.1
G− �mmho� 0 0.6 0.7 0.6
�G �mmho� 0.05 −0.1 0.1 0.5

Newborn 2
Frequency (Hz) 226 630 800 1000
B+ �mmho� 0.3 1.01 1.45 1.8
B− �mmho� 0.25 0.5 0.8 1.1
�B �mmho� 0.05 0.51 0.65 0.7
�V �mm3� 50 183 183 158
G+ �mmho� 0.05 0.5 0.8 0.9
G−�mmho� 0.05 0.65 0.8 0.9
�G �mmho� 0 −0.15 0 0

Tympanometry data are from Polka et al. �2002�. B+, B−, G+, and G− are
susceptance and conductance measurements at extreme positive and nega-
tive pressures. �B is the susceptance difference between extreme positive
and negative pressures. �V is the equivalent-volume difference correspond-
ing to �B. �G is the conductance difference between extreme positive and
negative pressures.

FIG. 11. Comparison of simulation results with equivalent-volume changes
taken from tympanograms for two newborns. �, �, and � represent the
volume changes from the simulation results for three different Young’s
moduli. + and � represent the tympanogram-based equivalent-volume
changes for 226, 630, 800, and 1000 Hz.
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the static displacement of the newborn tympanic membrane.
The average equivalent-volume change across all four fre-
quencies in Table II and Fig. 11 is 154 mm3. The equivalent-
volume changes at 630, 800, and 1000 Hz seem to fit the
pattern of frequency independence quite well, but the values
at 226 Hz do not—one is too high and the other is too low. It
is not clear why this is so. Dropping these two values and
taking the average over the three higher frequencies yields an
equivalent-volume change of 157 mm3, very close to the
value obtained using all four frequencies. According to the
simulation results, when the Young’s modulus of the ear-
canal wall is 30, 60, and 90 kPa, the ear-canal volume
change is 101, 53, and 37 mm3, respectively, from −2.75 kPa
to 2.5 kPa. Subtracting these values from the average
equivalent-volume change of 157 mm3 yields predicted vol-
ume changes caused by tympanic-membrane displacement of
about 56, 104, and 120 mm3, respectively. No independent
measurements of newborn tympanic-membrane volume dis-
placements are available for comparison, and measurements
in adult ears �e.g., Shanks and Lilly, 1981; Dirckx and De-
craemer, 1992; Gaihede, 1999� may be quite different.

Shanks and Lilly �1981� measured adult ear-canal vol-
ume change over a static pressure range of ±4 kPa. They
found a mean ear-canal volume change of 113 mm3 caused
by the movement of the cartilaginous part of the wall of the
ear canal and the movement of the probe tip. Our simulated
volume changes for the newborn are mostly less than those
measured by Shanks and Lilly for adult ears. This is reason-
able because the diameter and length of the newborn ear
canal are much less than those of the adult ear canal. We also
do not take probe-tip and tympanic-membrane movements
into account and our pressure range is ±3 kPa rather than
±4 kPa. If we compare the ratio of volume change to the
original volume, the results of Shanks and Lilly �1981� cor-
respond to an average ratio of about 16% in the range
±4 kPa in adult, while the ratio in newborn is from 27% �for
a Young’s modulus of 90 kPa� to 75% �for a Young’s modu-
lus of 30 kPa� in the range of ±3 kPa based on our model
results.

The simulated ear-canal volume changes do not reach a
plateau when the pressure is varied between −3 kPa and
+3 kPa, which is consistent with the report by Shanks and
Lilly �1981� that even at ±4 kPa the adult ear canal is not
rigid if the probe tip is placed on the cartilaginous part of the
ear canal. The failure of the model to reach a plateau is also
consistent with the nonflat tails often found in susceptance
tympanograms in newborns �Paradise et al., 1976; Holte et
al., 1990�.

As a first step in modeling the newborn ear-canal wall,
we have taken into account only the hyperelastic properties
of the ear canal. Further work is required to incorporate in
the model the tympanic membrane and the middle ear, and
the probe tone itself. Modeling of the response to the probe
tone will require inclusion of inertial and damping effects
which are not in the current model. The addition of vis-
coelastic effects would permit simulation of the effects of the
timing and direction of the large quasi-static pressure
changes used in tympanometry �Osguthorpe and Lam, 1981�.
It will also be important to obtain a better idea of the types of

tissue present: X-ray data will need to be supplemented by
data obtained from sources such as MRI and histology.
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Laser interferometry measurements of middle ear fluid
and pressure effects on sound transmission
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An otitis media with effusion model in human temporal bones with two laser vibrometers was
created in this study. By measuring the displacement of the stapes from the medial side of the
footplate, the transfer function of the middle ear, which is defined as the displacement transmission
ratio �DTR� of the tympanic membrane to footplate, was derived under different middle ear pressure
and fluid in the cavity with a correction factor for cochlear load. The results suggest that the DTR
increases with increasing frequency up to 4k Hz when the middle ear pressure was changing from
0 to 20 or −20 cm H2O �e.g., ±196 daPa� and fluid level was increasing from 0 to a full middle ear
cavity. The positive and negative pressures show different effects on the DTR. The effect of fluid on
DTR varies between three frequency ranges: f �1k, between 1k and 4k, and f �4k Hz. These
findings show how the efficiency of the middle ear system for sound transmission changes during
the presence of fluid in the cavity and variations of middle ear pressure. © 2006 Acoustical Society
of America. �DOI: 10.1121/1.2372454�

PACS number�s�: 43.64.Ha, 43.64.Bt �BLM� Pages: 3799–3810

I. INTRODUCTION

Otitis media with effusion as a middle ear disease is
diagnosed with fluid in the middle ear cavity and commonly
has the middle ear pressure differing from atmospheric pres-
sure. These mechanical changes in the ear result in conduc-
tive hearing loss which can be characterized by a reduction
of the middle ear admittance at the tympanic membrane or
reduced movement of the tympanic membrane and ossicles.

Several clinical diagnostic and research tools have been
developed for use with patients, animals, and human tempo-
ral bones for measuring middle ear mechanical changes
caused by otitis media with effusion �Beery et al., 1975;
Lilly, 1984; Huttenbrink, 1988; Murakami et al., 1997;
Dirckx and Decraemer, 1992 and 2001; Rosowski et al.,
2003; Babb et al., 2004; Ravicz et al., 2004�. The impedance
changes of the middle ear induced by fluid in the cavity and
changes of middle ear pressure are routinely tested in pa-
tients using tympanometry, a measurement of combined
acoustic admittance of the ear canal and middle ear �Shakes
and Shelton, 1991; Dirks and Morgan, 2000; Gaihede et al.,
2005�. The tympanic membrane �TM� stiffness and shape
changes caused by otitis media with effusion �OME� were
observed in animal models using a moiré interferometer by
von Unge et al., �1993; 1997� and Larsson et al. �2003�. The
effect of positive and negative static pressure in the middle
ear on mobility of the TM was measured in gerbil ears by
Teoh et al. �1997�, Lee and Rosowski �2001�, and Rosowski
and Lee �2002�. The influence of static pressure variation
from −5 to 25 cm H2O on auditory threshold �the threshold

of auditory nerve-brainstem evoked response� was recently
reported on guinea pigs by Petrova et al. �2006�. The me-
chanics of the middle ear at static air pressure difference
across the TM was investigated in human cadaver temporal
bones by measuring the vibration of the umbo and stapes
head with a video measuring system by Murakami et al.
�1997�.

To detect the effect of fluid in the middle ear on TM
movement, Ravicz et al. �2004� reported their measurement
of umbo velocity in response to ear canal sound using a laser
Doppler vibrometer while saline or silicone fluid was intro-
duced into the middle ear in human temporal bones. Their
results indicated that the reduction in umbo velocity at low
frequencies was due to the decrease of air space with fluid in
the middle ear. The primary mechanism for reduction of
umbo velocity at high frequencies was an increasing mass of
the TM by entrained fluid. However, the effects of middle ear
fluid and pressure on ossicular movement, especially the
stapes footplate, have not been reported.

Questions are raised such as: Do the middle ear fluid and
air pressure have the same effect on stapes movement as that
on the TM? How does the middle ear transfer function �e.g.,
velocity or displacement ratio between the TM and stapes
footplate� change with middle ear pressure and fluid in the
cavity? The lack of information in the literature regarding the
effects of middle ear pressure and fluid on stapes footplate
motion is primarily due to experimental challenge. When the
middle ear cavity is filled with fluid, it is almost impossible
to measure the motion of the stapes footplate with a sealed
and intact middle ear and cochlea.

In this study, we report an alternative approach by mea-
suring the velocity or displacement of the stapes footplate
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from the medial side of the footplate with an opened cochlea.
Two laser interferometers �or vibrometers� were used on hu-
man temporal bones to simultaneously measure the TM and
stapes footplate vibrations under various fluid levels in the
cavity and different middle ear pressures. The transfer func-
tion of the middle ear with a correction factor for cochlear
load was derived. The results reported in this paper provide
new data on acoustic-mechanical transmission through the
middle ear and the effect of cochlear load on middle ear
function when fluid was present in the cavity and middle ear
pressure was varied from zero to positive or negative.

II. METHODS

A. Human temporal bone preparation

Eleven fresh or fresh-frozen cadaver temporal bones,
obtained through the University of Oklahoma Health Sci-
ences Center or Organ-Share Organization, Oklahoma City
were used in this study. The ages of individual donors ranged
from 50 to 93 with a mean of 71 years �seven females and
four males�. All bones were used within one week of acqui-
sition �Gan et al., 2001; 2004�.

Before acceptance into the study, each temporal bone
was visually inspected under an operating microscope to
confirm a normal ear canal and TM, and the absence of overt
pathology. There was also a postexperimental check on each
bone through a simple mastoidectomy to expose the middle
ear cavity. The results of 11 bones reported in this paper are
all without evidence of pathology in the middle ear after the
postexperimental check.

The Eustachian tube �ET� meatus was identified and a
silicone tube, outer diameter of 1 mm, was then advanced
through the ET into the middle ear and glued in place at the
skull base using cyanoacrylate gel glue. The silicone tube
was connected to a syringe for injecting fluid into the middle
ear cavity. The second silicone tube �2 mm outer diameter,
named the outflow tube� was placed through the hole drilled
on the top of the epitympanic tegmen. The tube was con-
nected to a syringe and a U-tube manometer through a three-
way stopcock as shown in Fig. 1. The manometer was used
to measure middle ear pressure.

All surgically opened areas were sealed air tight using
cyanoacrylate glue and silicone polymer. A leaking test was
then conducted in every bone with the following procedures:
the outflow tube was connected to the manometer and the
middle ear pressure was varied from zero to ±20 cm H2O
�1 cm H2O=98 Pa=9.8 daPa�. The pressure at 20 or −20 cm
H2O was maintained for 20 s to confirm the middle ear sys-
tem was sealed.

After the leaking test, a piece of laser reflective tape,
0.5 mm2, weighing 0.04 mg �3M Co., St. Paul, MN�, was
placed as a laser target on the lateral surface of the umbo.
The bone was wrapped in wet gauze �normal saline� to pre-
vent desiccation of the specimen during the experiment. Note
that before conducting any laser measurement on temporal
bones, we used a tympanometer �Zodiac 901, Madsen, GN
Otometrics, Denmark� to verify normal compliance of the
TM. Most bones used in this study showed normal tympano-
grams and only two bones displayed a flat pattern indicating
the possibility of fluid. For these bones, the middle ear was
suctioned through the ET catheter while the outflow tube
remained open to the atmosphere.

B. Temporal bone experimental setup with laser
vibrometers

Figure 1 is the schematic diagram of the temporal bone
experimental setup with two laser Doppler vibrometers to
measure the TM and stapes footplate movements. The co-
chlea was opened from the medial side of the bone. The laser
on the right side of the figure was aimed on the stapes foot-
plate and another laser on the left side was aimed on the TM
at the umbo. The experiment began with one laser only to
measure the TM displacement in bones with intact cochlea.

The full description of similiar setup is available else-
where �Gan et al., 2004�. Briefly, the temporal bone was
placed in a temporal bone holder and the temporal bone as-
sembly was set on a vibration isolation table. Pure tone
sound signals of 90 dB sound pressure level �SPL� from a
function generator �Model 193, Wavetek, San Diego, CA�
were delivered to the ear canal near the TM by an inserted
earphone �Model ER-2, Etymotic Research, Grove Village,
IL�. A probe microphone �Model ER-7, Etymotic Research�
used for monitoring the input SPL was positioned approxi-
mately 2 mm from the umbo.

A hearing laser vibrometer �HLV; Model HLV-1000;
Polytec PI, Tustin, CA� was used to measure the vibration of
the TM �umbo�. The helium–neon laser with an associated
positioner-aiming prism was coupled to an operating micro-
scope �Model OPMI-1FC, Zeiss� and the laser beam was
directed through the ear canal at the reflective tape on the
umbo �Fig. 1�. The spectral magnitude and phase information
from the laser vibrometer was obtained by a digitizing signal
analyzer �Model DSA 601, Tektronix, Beaverton, OR� and
recorded on a personal computer. Only data with a total har-
monic distortion of less than 10% of pure tone signals ac-
cording to the distortion index were accepted.

Currently, it is impossible to measure the movement of
stapes footplate from lateral approach in an OME model of
temporal bones with a sealed and intact middle ear and co-
chlea. Therefore, an alternative method from the medial ap-

FIG. 1. Schematic diagram of the experimental setup in human temporal
bones with two laser vibrometers for measurement of vibrations at the tym-
panic membrane �TM� and stapes footplate.
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proach to the footplate was proposed as follows. After the
completion of measurement on the umbo with one laser, the
medial surgical approach to the footplate was performed
through the internal auditory canal �IAC� to open the vesti-
bule. A reflective tape was then placed on the medial side in
the middle of the footplate as a laser target.

The second laser Doppler vibrometer �LDV; Model
OFV-501; Polytec PI, Tustin, CA� with a fiber optic cable
with Nikon 50 mm focusing lens was used to measure move-
ment of the footplate. The helium–neon laser was focused
onto the reflective tape on the medial side of the footplate
and perpendicular to the footplate. Velocity measures of the
LDV on the footplate were simultaneously acquired with that
measured by the HLV on the TM. The velocity data mea-
sured by both lasers were input into the digital signal ana-
lyzer �DSA 601, Tektronix� and finally converted as displace-
ment data.

C. Experimental protocols

The control study in which the middle ear pressure re-
mained at zero with no fluid in the cavity was performed
first, with either one or two lasers. The following two types
of experiments were performed in temporal bones after the
control data were acquired.

1. Experiment I—Change of middle ear pressure

The middle ear air pressure was increased stepwise from
0 to +20, then down to −20 cm H2O �1 cm H2O=98 Pa,
20 cm H2O=196 daPa�, and finally, back to zero using the
syringe attached to the ET catheter in 5 cm H2O increment.
At each step, the pressure was maintained for 30 s until the
measurement was completed. Displacement of the umbo and
footplate was measured at each middle ear pressure step
across frequencies of 200–8k Hz. Note that pressure unit cm
H2O was used in this study and the conversion factor is 1 cm
H2O equal to 98 Pa or 9.8 daPa.

2. Experiment II—Change of middle ear fluid

Normal saline solution was injected into the middle ear
cavity through the ET from zero to fully filling the middle
ear cavity with the outflow tube open to the atmosphere. The
fluid level was under control stepwise using a calibrated sy-
ringe filled with saline. The fully filled fluid level was iden-
tified by fluid appearance in the transparent outflow tube.
Displacements of the umbo and footplate were measured at
each fluid step �0.1 ml per step� across frequencies of 200–
8k Hz.

Velocity or displacement of the umbo was measured in
seven temporal bones �fresh-frozen bones� with an intact co-
chlea with one laser first. Next, the cochlea was opened and
both TM and footplate displacements were measured by two
lasers in every bone. For the remaining four bones �one fresh
bone�, the cochlea was opened at the beginning and two
lasers were employed to measure the TM and footplate vi-
brations simultaneously through the Control, Experiment I
�Exp. I�, and Experiment II �Exp. II�. No obvious difference
in experimental measurements was found between fresh and
fresh-frozen bones.

III. RESULTS

A. Effect of cochlear load on TM and stapes footplate
displacements „control study…

Figure 2�a� shows the mean spectral displacement of the
TM �umbo� measured from seven temporal bones with intact
cochlea at zero middle ear pressure and no fluid in the cavity
�solid line� in comparison with the TM data obtained from 11
bones with opened cochlea �dashed line�. The results show
that cochlear load mainly affects the TM movement around
frequency of 1k Hz. The increase of umbo displacement due
to the release of cochlear load changed from 2 dB at 200 Hz
to 6 dB at 1k Hz, and then reduced to 1 dB at 2k Hz. There
was a small decrease of umbo displacement after the cochlea
was opened around 4k and 5k Hz.

The mean control stapes footplate displacement obtained
from 11 bones with open cochlea is displayed in Fig. 2�b�
�broken line�. The mean footplate displacement measured
from 10 bones with intact cochlea �solid line� and from 6
bones with drained cochlea �dashed line� published by Gan
et al. �2004� are also presented in Fig. 2�b�. The results show
that cochlear load mainly affects the footplate movement at
high frequencies �f �1k Hz�, especially, around 4k Hz, con-
sistent with the published data obtained with drained cochlea
by Gan et al. �2004�. The difference between the opened

FIG. 2. Comparison of displacements measured at the TM and stapes foot-
plate in temporal bones with intact cochlea and open cochlea. �a� Mean TM
displacement curve measured in bones with intact cochlea �solid line� vs that
measured with open cochlea �dashed line�. �b� Mean footplate displacement
�FP� measured from bones with intact cochlea �solid line�, drained cochlea
�thick broken line�, and open cochlea �thin broken line�.
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cochlea and drained cochlea suggests that in the previous
study with drained cochlea, the cochlear bony wall was not
open and some fluid might still remain inside the cochlear
cavity. Therefore, the displacement curve obtained in this
study is higher than the curve obtained in previous study
with drained cochlea. The TM and footplate data presented
in Fig. 2 were used to estimate the effect of cochlear load on
transfer function of the middle ear in Sec. IV of this paper.

B. Effect of middle ear pressure on TM and stapes
footplate movements—Exp. I

Figure 3�a� shows the mean spectral displacement �mag-
nitude� of the TM �umbo� with standard error �S.E.� bars
measured from seven temporal bones with intact cochlea in
response to positive middle ear pressure from 0 to 20 cm
H2O. The 90 dB sound pressure was applied in the ear canal
near the umbo over the frequency range of 200–8k Hz. Fig-
ure 3�b� shows the mean phase angles of the umbo displace-
ment measured from five bones. The curves in Fig. 3�a�
clearly display that positive middle ear air pressure reduced
the umbo displacement at frequencies less than 1500 Hz.
Statistical analysis �P values� obtained from Student t test for
the data shown in Fig. 3�a� reveals that there were significant
differences between the control �zero pressure� and experi-
mental data at pressure steps of 10, 15, and 20 cm H2O at
frequencies less or equal to 1000 Hz �P value �0.05�. At
5 cm H2O, the significant difference was only observed at
750 Hz.

The effect of negative middle ear pressure from 0 to
−20 cm H2O on TM �umbo� displacement measured from
seven bones with intact cochlea are displayed in Fig. 4. The
mean magnitude data are shown in Fig. 4�a�. Figure 4�b�
displays the mean phase angle data measured from five
bones. Statistical analysis of the data in Fig. 4�a� shows that
there were significant differences between the control �zero
pressure� and experimental data of all pressure steps at less
or equal to 1000 Hz �P value �0.05�. Negative middle ear
pressure of −5 cm H2O resulted in a significant decrease of
the umbo displacement at frequencies �1000 Hz and the
positive 5 cm H2O pressure only resulted in significant dif-
ference of the umbo displacement at 750 Hz.

The mean displacements simultaneously measured at the
TM and stapes footplate using two laser vibrometers on 11
bones with opened cochlea are shown in Figs. 5 and 6 when
the middle ear positive pressure was varied from 0 to 20 cm
H2O. Figures 5�a� and 6�a� present the mean displacement
curves �magnitude� and Figs. 5�a� and 6�b� present the phase
angle data obtained from one bone. There was a lack of
statistical phase data measured from the bones with two la-
sers and we did not use mean ± S.E. data in Figs. 5�b� and
6�b�. The statistical results from the umbo and footplate dis-
placement magnitude data in Figs. 5�a� and 6�a� show that
there were significant differences between the control �zero
pressure� and experimental data for pressure steps of 10, 15,
and 20 cm H2O at frequencies �1000 Hz for both TM and
footplate displacements �P value �0.05�. At 5 cm H2O, the
significant difference was observed at frequencies �750 Hz.

The mean displacement curves simultaneously measured
at the TM �umbo� and footplate are shown in Figs. 7 and 8

when the middle ear pressure was changed from 0 to −20 cm
H2O. Figures 7�a� and 8�a� display the mean displacement
magnitude curves and Figs. 7�b� and 8�b� are the phase angle
data measured from one bone. The statistical results for dis-
placement magnitude show that displacement at the TM
changed significantly when middle ear air pressure was var-
ied from 0 to −5, −10, −15, and −20 cm H2O at frequencies
�1000 Hz �P value �0.05�. At 1500 Hz, the umbo displace-
ment had significant change only when pressure varied to
−20 cm H2O.

The displacement at the footplate had significant
changes when middle ear pressure was varied from 0 to −10,
−15, and −20 cm H2O for frequencies �1000 Hz. At
1500 Hz, there was no significant change of the footplate
movement for overall negative pressure changes. At −5 cm
H2O, the footplate displacement was affected significantly at
frequencies �750 Hz.

In summary, the statistical analysis �the details not
shown here� indicate that the positive and negative static
pressures in the middle ear generally affect the movement of
the TM and footplate at frequencies less than 1500 Hz.

C. Effect of fluid in middle ear cavity on TM and stapes
footplate movements—Exp. II

Figure 9 shows the effect of normal saline solution in
the middle ear cavity on displacement of the TM �umbo�

FIG. 3. Peak-to-peak displacement of the TM at the umbo �mean ± S.E.�
measured from 7 bones with intact cochlea. The middle ear pressure was
varied from 0 to +20 cm H2O �1 cm H2O=98 Pa�. �a� Magnitude; �b� phase
angle.
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obtained from seven bones with intact cochlea. Saline solu-
tion was injected into the middle ear cavity through the sy-
ringe attached to the ET catheter from 0 to 0.6 ml, fully
filling the cavity. Note that the maximum fill of 0.6 ml was
not measured in all bones due to individual bone variations.
Figure 9�a� displays the mean frequency response curves of
the TM displacement magnitude and Fig. 9�b� presents the
mean phase angles with S.E. obtained from five bones.

The curves in Fig. 9�a� demonstrate that fluid in the
middle ear cavity caused reduction of the TM displacement,
which was strongly dependent on frequency as well as the
amount of fluid in the cavity. Statistical analysis of the TM
displacement data in Fig. 9�a� reveals that the significant
differences between the control �no fluid in the middle ear�
and experimental data �with fluid in the middle ear� were
observed when as little as 0.3 ml of fluid was injected into
cavity at frequencies �1000 Hz. When the amount of fluid
in the middle ear was increased to 0.4 and 0.5 ml, the TM
displacement had significant reduction at frequencies
�500 Hz. As fluid volume was increased to 0.6 ml, the re-
duction of TM movement became significant at 300 Hz.
Therefore, as the amount of fluid in the middle ear was in-
creased, the beginning frequency for significant reduction of
the TM displacement moved to lower frequencies. There was
a critical volume of fluid in the cavity at which the umbo
velocity or displacement started decreasing significantly in
comparison with the normal, no fluid condition. This critical

value of 0.3 ml was identified from the experimental data in
Fig. 9�a�. The 0.3 ml is approximately equal to the fluid level
filled up to the umbo or about 50% of the middle ear cavity
volume.

The effects of fluid in the middle ear on displacement of
the TM and footplate are displayed in Figs. 10 and 11, re-
spectively. Figures 10�a� and 11�a� show the mean displace-
ments of the TM and footplate obtained from 11 bones with
opened cochlea. The reduction of the TM or footplate dis-
placement measured from these mean curves was 20 dB
across frequencies of 1k–6k Hz when the cavity was filled
by saline solution �0.6 ml�. Figures 10�b� and 11�b� present
the phase angle data obtained from one bone. The statistical
results from the umbo and footplate data in Figs. 10�a� and
11�a� show that there were significant reductions of both TM
and footplate displacements at frequencies �1000 Hz when
0.2 ml fluid was injected in the middle ear. As the amount of
fluid in the cavity reached 0.3 ml, the TM and footplate dis-
placements dropped significantly at frequencies �750 Hz.
With fluid volume reaching 0.4, 0.5, or 0.6 ml, the displace-
ment curves of the umbo and footplate became close to each
other. At frequencies �300 Hz, there were no significant dif-
ferences between the control �no fluid� and Exp. �with fluid�
on both TM and footplate displacements �detailed statistical
data not shown here�.

FIG. 4. Peak-to-peak displacement of the TM at umbo �mean ± S.E.� mea-
sured from seven bones with intact cochlea. The middle ear pressure was
varied from 0 to −20 cm H2O. �a� Magnitude; �b� phase angle.

FIG. 5. Peak-to-peak displacement of the TM at the umbo �mean ± S.E.�
measured from 11 bones with open cochlea. The middle ear pressure was
varied from 0 to +20 cm H2O. �a� Magnitude; �b� phase angle �one bone�.
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IV. DISCUSSION

A. Comparison with published data

1. Effect of middle ear pressure on TM movement

As can be seen in Figs. 3 and 4, there were significant
reductions of the TM �umbo� displacement at low frequen-
cies �f �1500 Hz� when the middle ear pressure was varied
from 0 to 20 cm H2O or from 0 to −20 cm H2O. There was
no effect on TM movement at high frequencies �f
�1500 Hz�. The reduction of TM displacement at 20 and
−20 cm H2O was about 8 dB and the rate of decrease in
displacement was about 2 dB per 5 cm H2O. This decreasing
rate remained almost unchanged for either positive or nega-
tive pressure cycles.

The effect of graded variations in middle ear pressure on
umbo movement in human temporal bones was reported by
Murakami et al. �1997�. They used a video measuring system
to detect the umbo displacement when a constant sound pres-
sure of 134 dB was delivered at the TM. The frequency
range for their data was between 200 and 3.5k Hz. Figures
12�a� and 12�b� show the comparison of our data obtained at
0 �control�, ±5, and ±20 cm H2O with Murakami et al.’s data
which were modified to 90 dB SPL. The umbo displace-
ments reported by Murakami et al. at control and 5 or −5 cm
H2O were higher than our data at frequencies below 1.5k Hz.
The displacements measured at 20 and −20 cm H2O were
close to our data. The umbo displacement had a significant

reduction at frequencies below 1.5k Hz when positive or
negative pressure was applied, which is similar to Murakami
et al.’s results except that they found the umbo displacement
decreased at frequencies less than 1.2k Hz.

Moreover, the different effect of positive and negative
pressure on umbo movement reported by Murakami et al. is
consistent with our results presented here. At positive middle
ear pressure �Figs. 3 and 12�a��, there was almost no differ-
entiation between the umbo displacements measured at dif-
ferent pressure steps at high frequencies �f �2k Hz�. When
negative pressure steps were applied, there were obvious
variations of the displacement at frequencies �2k Hz �see
Figs. 4 and 12�b��. Murakami et al. reported the umbo dis-
placement value was higher than the control data at frequen-
cies of 1.4k to 3k Hz �see Fig. 12�b��.

The difference between our data and that reported by
Murakami et al. was mainly due to different techniques for
measuring vibration and a different experimental setup with
temporal bones and input sound pressure levels. In our study,
the middle ear pressure was monitored precisely and directly
by a manometer instead of the tympanometer used by Mu-
rakami et al. The input sound pressure in our study was
maintained at 90 dB which is considered to be in the linear
response range of the middle ear. The sound pressure of
134 dB used by Murakami et al. may reach the nonlinear
response range of the middle ear system �Bourgeade and

FIG. 6. Peak-to-peak displacement of the stapes footplate �FP, mean ± S.E.�
measured from the medial side of the footplate in 11 bones with open co-
chlea. The middle ear pressure was varied from 0 to +20 cm H2O. �a�
Magnitude; �b� phase angle �one bone�.

FIG. 7. Peak-to-peak displacement of the TM at the umbo �mean ± S.E.�
measured from 11 bones with open cochlea. The middle ear pressure was
varied from 0 to −20 cm H2O. �a� Magnitude; �b� phase angle �one bone�.
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Pascal, 1998�. However, the results published by Murakami
et al. are generally consistent with the work we reported
here.

A comparison between our data and other published data
on TM displacement or velocity normalized with maximum
value as middle ear pressure sweeps at 1k Hz is shown in
Fig. 12�c�. Lee and Rosowski’s �2001� data were measured
from gerbil ears at two locations on the TM, umbo �HU� and
pars flaccida �HPF�. Murakami et al.’s �1997� data were mea-
sured from cadaver temporal bones at the umbo. The mea-
surements of HU and HPF from gerbil ears show an asymmet-
ric response for middle ear pressure sweeps from negative to
positive. Negative pressure caused a larger, reduction in
umbo and pars flaccida velocity than positive pressure did. In
human cadaver ears, both our and Murakami et al.’s data
show that the umbo displacement data were almost symmet-
ric and the absolute reduction value of the TM movement
caused by positive and negative pressure is similar at 1k Hz.

2. Effect of fluid in middle ear on TM movement

The results in Fig. 9 show that significant reductions of
TM �umbo� displacement were measured over almost all fre-
quencies, particularly, the frequencies greater than 300 Hz
and that TM displacement was strongly related to fluid vol-
ume in the cavity. TM displacement was decreased by 6 and
10.5 dB at frequencies of 1k and 6k Hz, respectively, when

0.3 ml saline solution was injected into the cavity. When the
fluid level reached 0.6 ml �full�, a 20 dB reduction of dis-
placement was measured at the TM between 1k and 6k Hz.

The umbo displacement values with different fluid levels
�Fig. 9� were compared with the data reported by Ravicz et
al. �2004� in Fig. 13. The curves measured by Ravicz et al.
on one bone �Fig. 4 of their paper� with no saline �control�,
saline on 50% of TM, and the middle ear cavity filled with
saline �100% middle ear cavity� were compared to the curves
measured at control �no fluid�, 0.3 ml �fluid to umbo�, and
0.6 ml �cavity full� in the present study. The frequency range
covered by Ravicz et al. was up to 3k Hz and that conducted
in this study was up to 8k Hz. As can be seen in Fig. 13,
there were some variations between our data and Ravicz et
al.’s results, but the measurements reported here generally
agree with the data obtained by Ravicz et al.

The difference between our and Ravicz et al.’s data may
be related to different bone experimental setup. In the present
study, the temporal bone and entire middle ear system were
maintained intact. Thus, the injected fluid may not com-
pletely fill the middle ear cavity or mastoid additus. How-
ever, in temporal bone experimental setup by Ravicz et al.,
the mastoid air cells were removed, a facial recess approach
was conducted, and the mastoid segment of the facial nerve
was removed. Therefore, air trapped in the sinus tympani
may respond differently and may affect TM movement.

FIG. 8. Peak-to-peak displacement of the stapes footplate �FP, mean ± S.E.�
measured from the medial side of the footplate in 11 bones with open co-
chlea. The middle ear pressure was varied from 0 to −20 cm H2O. �a�
Magnitude; �b� phase angle �one bone�.

FIG. 9. Peak-to-peak displacement of the TM at the umbo �mean ± S.E.�
measured from seven temporal bones with intact cochlea when saline solu-
tion was introduced into the middle ear cavity from 0 to 0.6 ml �filled the
cavity�. The middle ear pressure was maintained at zero. �a� Magnitude; �b�
phase angle.
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B. Estimation of cochlear load effect

An alternative approach by measuring displacement of
the stapes footplate from the medial side with an opened
cochlea was performed in 11 bones with two lasers, one laser
aiming on the umbo and another aiming on the medial site of
the footplate. With the displacement data measured at the
umbo and footplate, the transfer function of the middle ear
for sound transmission can be described as the displacement
transmission ratio of the TM to footplate �DTR�. However,
cochlear impedance, which is characterized by the mass and
viscosity of cochlear fluid and stiffness of cochlear parti-
tions, was removed when the cochlea was opened in those
bone experiments. To estimate the effect of cochlear load on
experimental data obtained in this study, we first compared
the TM displacements measured from the bones with intact
cochlea and that with open cochlea �Fig. 2�a��. A maximum
of 6 dB enhancement of the TM displacement due to the
release of cochlear load was observed at 1k Hz. For stapes
footplate displacement, we used published data measured in
bones with intact cochlea �Gan et al., 2004� and compared
these data with the footplate displacement data obtained in
bones with open cochlea in the present study �Fig. 2�b��. The
comparison of the TM and footplate movements under con-
trol condition, that is, zero middle ear pressure and no fluid
in the cavity �Fig. 2�, provides the base line for estimating

the cochlear load effect on experimental data obtained in
Exp. I and Exp. II or under middle ear pressure and fluid in
the middle ear cavity.

Figure 14�a� shows the ratio of the TM displacement
magnitude measured from 11 bones with open cochlea �mean
value� to the mean displacement data measured from seven
bones with intact cochlea when positive pressure was ap-
plied. Figure 14�b� displays the TM displacement ratio in
response to negative pressure steps and Fig. 14�c� shows the
TM displacement ratio when fluid in the middle ear was
increased. As shown in Fig. 14�a�, the peak value, or the
maximum enhancement of the TM displacement by remov-
ing cochlear load, had a slight decrease �less than 1.6 dB�
when the pressure was increased from 0 to 20 cm H2O.
When negative pressure was applied and varied from 0 to
−20 cm H2O �Fig. 14�b��, the peak value remained almost
the same after an initial 0.8 dB increase in response to −5 cm
H2O pressure change. It is also observed that there is a peak
frequency shift from 1k Hz to a higher frequency between 1
and 1.5k Hz in both positive and negative pressure situa-
tions. Note that the peak frequency change can be detected
from the results in Figs. 3 and 5 for positive pressure and
Figs. 4 and 6 for negative pressure as well.

These observations from experimental results on the ef-
fect of middle ear pressure on TM movement reveal that
removing of cochlear load results in a maximum enhance-

FIG. 10. Peak-to-peak displacement of the TM �mean ± S.E.� from 11 bones
with open cochlea when saline was introduced into the middle ear cavity
from 0 to 0.6 ml �filled middle ear cavity�. The middle ear pressure was
maintained at zero. �a� Magnitude; �b� phase angle �one bone�.

FIG. 11. Peak-to-peak displacement of the stapes footplate �FP, mean ±
S.E.� from the medial side of the footplate in 11 bones with open cochlea
when saline was introduced into the middle ear cavity from 0 to 0.6 ml
�filled the cavity�. The middle ear pressure was maintained at zero. �a�
Magnitude; �b� phase angle �one bone�.
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ment of the TM displacement of 6 dB at frequencies between
1 and 1.5k Hz in either control �zero pressure� or positive or
negative middle ear pressure conditions. This finding sug-
gests that the mechanical behavior of the middle ear system,
which includes the stiffness and damping of the TM, os-
sicles, ossicular joints, and suspensory ligaments may not be
affected by the cochlear load �or fluid inside cochlea� when
the middle ear air pressure was changed.

When fluid in the middle ear cavity was increased from
0 to 0.3 ml, the peak enhancement of the TM displacement
due to removal of cochlear load was decreased from 6 to
2.4 dB as shown in Fig. 14�c�. The peak frequency was
shifted to a low frequency between 600 and 1k Hz. When
fluid volume reached 0.4 ml, the peak value did not change
much from the control, but the peak frequency moved to a
lower frequency about 300 Hz. A fluid volume of 0.4 ml was
considered to reach the stapes in this study. The high jumps

of the curves at 0.5 and 0.6 ml shown in Fig. 14�c� are con-
sidered not realistic, which may be caused by experimental
errors when filling the cavity. The middle ear cavity might
not be completely filled by the same maximum volume of
fluid in the experiments with open cochlea as that with intact
cochlea. There were also some effects from the anatomy
variation of individual middle ear cavity and possible air
bubbles trapped in with fluid.

In summary, the absolute value of the maximum in-
crease of TM displacement reflects the effect of removing
cochlear load. The peak frequency shift under middle ear
pressure and fluid volume variations is mainly induced by
middle ear pressure and fluid in the cavity.

C. Transfer function of middle ear

1. Transfer function of middle ear directly measured
from bones with opened cochlea

There are three definitions of middle ear transfer func-
tion for the study of middle ear mechanics �Gan et al. 2004�.
In this paper, the DTR, displacement transmission ratio of
the TM to footplate, was used to describe the middle ear
transfer function. Figures 15�a�–15�c� show the DTR values
calculated from the TM and footplate displacements �mean
magnitude� in Figs. 5 and 6 �positive pressure�, Figs. 7 and 8
�negative pressure�, and Figs. 10 and 11 �middle ear fluid�,
respectively. These three figures present the transfer function
of middle ear directly measured from 11 bones with open
cochlea. As can be seen in Fig. 15�a�, the DTR was increas-
ing as positive middle ear pressure varied from 0 to 20 cm
H2O at frequencies from 200 to 2k Hz. At 4–8k Hz, the
DTR decreased slightly as middle ear pressure increased,
which is opposite to that observed at frequencies below
2k Hz. There was a transition frequency range of 2–4k Hz in
which the DTR was across the control line as the pressure
varied. The results in Fig. 15�a� indicate that the efficiency of
sound transmission from the TM to footplate was decreased
as middle ear positive pressure increased over the frequency
range of 200 to 2k Hz.

The transfer function of middle ear shows different be-
havior in Fig. 15�b�. The DTR decreased from the control

FIG. 12. �Color online� Comparison of our TM displacement data measured
from seven bones with intact cochlea with previously published data. �a�
Mean displacement of the TM obtained at positive middle ear pressure in
this study compared with Murakami et al.’s �1997� results; �b� mean dis-
placement of the TM obtained at negative middle ear pressure in this study
compared with Murakami et al.’s �1997� results; �c� comparison of our TM
displacement data obtained as middle ear pressure sweeps at 1000 Hz with
Lee and Rosowski’s �2001� and Murakami et al.’s �1997� results.

FIG. 13. �Color online� Comparison of our TM displacement measurements
�mean� in seven bones with intact cochlea with Ravicz et al.’s �2004� data
when saline was introduced to the middle ear cavity. There are three fluid
levels for comparison: Control �no fluid�, fluid level to umbo, and fluid filled
cavity.

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Gan et al.: Middle ear fluid and pressure functions 3807



line when middle ear pressure became negative at 200 to
4k Hz and there was no differentiation of the DTR when
pressure was varying from −5 to −10,−15, and −20 cm H2O.
At higher frequencies �4–8k Hz�, the DTR increased as the
pressure became more negative �from −5 to −20 cm H2O�.
The results in Fig. 15�b� suggest that the efficiency of vibra-
tion transmission from the umbo to footplate had a slight
drop when −5 cm H2O appeared in the middle ear, but this

change was not sensitive to further decreases in pressure
from −5 to −20 cm H2O.

When fluid was introduced into the middle ear with a
volume less than 0.3 ml, the effect on transfer function was
very limited at frequencies below 1k Hz as shown in Fig.
15�c�. The change of impedance and damping of middle ear
system was not affected very much by a small amount of
fluid at low frequencies. As the fluid increased to 0.4, 0.5,
and 0.6 ml, the effect of fluid on DTR became obvious at
three frequency ranges. The DTR was increased at f
�800 Hz and f �4k Hz and decreased at 1–4k Hz.

FIG. 14. Ratio of the TM displacement at the umbo �dTM� between the dTM

measured in bones with open cochlea and that measured in bones with intact
cochlea in three experimental situations: �a� Positive middle ear pressure
increased from 0 �control� to 5, 10, 15, and 20 cm H2O; �b� negative middle
ear pressure decreased from 0 to −5, −10, −15, and −20 cm H2O; �c� fluid
volume in the cavity varied from 0 to 0.6 ml �a full middle ear cavity�.

FIG. 15. Transfer function of the middle ear, or DTR, directly measured
from 11 bones with open cochlea: �a� Positive middle ear pressure increased
from 0 �control� to 5, 10, 15, and 20 cm H2O; �b� negative middle ear
pressure decreased from 0 to −5, −10, −15, and −20 cm H2O; �c� fluid
volume in the cavity varied from 0 to 0.6 ml.
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2. Transfer function of middle ear derived with
cochlear load correction function

The transfer function of the middle ear, DTR, shown in
Fig. 15 represents the “isolated” middle ear system in re-
sponse to physical state changes in the middle ear for
acoustic-mechanical transmission. There was no cochlear
impedance applied on the medial side of the stapes footplate.
To derive the transfer function of middle ear in normal ca-
daver bones, we generated a spectral correction factor to in-
clude the cochlear load effect on DTR as shown in Fig. 16.
Of the two curves in Fig. 16�a�, one was from published data
with intact cochlea �Gan et al., 2004� and another curve was
obtained from the present study with open cochlea. Both
curves were measured in temporal bones at zero middle ear
pressure and no fluid in the cavity. The DTR difference be-
tween these two curves across the entire frequency range
provides the correction factor for cochlear load shown in Fig.
16�b�. The peak of the correction function at 4k Hz repre-
sents that cochlea has maximum effect on displacement
transmission from the TM to footplate around 4k Hz.

Using the correction function we modified the data in
Fig. 15 and derived the transfer function of middle ear under
various middle ear pressure and fluid conditions. The calcu-
lation was based on the assumption that the middle ear is a

linear system. The mechanical properties of the middle ear
system are not affected by cochlear load when the middle ear
pressure and fluid variations were applied.

Figures 17�a� and 17�b� display the transfer function
�DTR� when positive or negative middle ear pressure was
applied stepwise, and Fig. 17�c� shows the DTR when fluid
volume was varied in the middle ear cavity. These three fig-
ures reveal that: �1� The DTR increases with frequency in-
creasing up to 4k Hz in all three experimental conditions,
which indicates that the efficiency of the middle ear for
sound transmission from the TM to footplate decreases as
frequency increases to 4k Hz. At frequencies over 4k Hz, the

FIG. 16. DTR correction factor for cochlear load derived from this study
and previously published data. �A� The DTR spectral curves obtained in
bones with open cochlea in this study vs the curves obtained in bones with
intact cochlea by Gan et al. �2004�; �B� the DTR correction function for
cochlear load calculated from part �A�.

FIG. 17. DTR obtained in an otitis media with effusion model in human
temporal bones with three mechanical changes in the ear: �a� Positive
middle ear pressure increased from 0 �control� to 5, 10, 15, and 20 cm H2O;
�b� negative middle ear pressure decreased from 0 to −5, −10, −15, and
−20 cm H2O; �c� fluid in the cavity varied from 0 to 0.6 ml �a full middle
ear cavity�.
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efficiency increases. �2� Middle ear pressure has different
effects on middle ear transfer function. With positive pres-
sure, the DTR increases with the pressure value increases.
With negative pressure, there is no much change of the DTR
in response to pressure variation �e.g., from −5 to −20 cm
H2O�. �3� There are three frequency ranges in which the
DTRs show different responses to fluid level variations in the
middle ear. At frequencies below 1k Hz, a small increase of
the DTR is observed as the fluid level increases. At frequen-
cies between 1 and 4k Hz, the DTR is less than the control
value as the fluid increases. At higher frequencies �f
�4k Hz�, the opposite effect is observed.

It is important to clarify that the middle ear transfer
function reported here represents the combined effect of the
TM and stapes footplate movements in response to middle
ear pressure and fluid variations. The DTR is more compli-
cated than the umbo or footplate displacement. Therefore,
the TM or footplate displacement curves may not reveal
middle ear function completely.

The middle ear system consists of the tympanic mem-
brane, middle ear ligaments, ossicles, and cavity. The stiff-
ness or mechanical properties of the system change with the
stress state which is dependent on the structure, and the air or
fluid in the cavity. Mechanical analysis of the middle ear
system under different air pressure and fluid volumes needs
to be investigated further based on the biomechanics of
middle ear tissues and the whole organ �Gan et al., 2006�. To
fully understand the structure-function relationship with fluid
and air in the middle ear, we are currently conducting multi-
field coupled finite element analysis on the established 3D
model of the human ear.

V. CONCLUSION

A well-designed otitis media with effusion model in hu-
man temporal bones was created. By measuring the velocity
or displacement of the stapes footplate from the medial side
of the footplate, an alternative measurement approach was
described. Two laser vibrometers were used to simulta-
neously measure the TM and footplate vibrations under vari-
ous fluid levels in the cavity and different middle ear pres-
sures. The transfer function of the middle ear, or the
displacement transmission ratio of the TM to footplate
�DTR�, was derived under positive and negative middle ear
pressure and fluid volume variation in the cavity with a cor-
rection factor for cochlear load. The results suggest that �1�
the DTR increases with frequency increasing up to 4k Hz
when the middle ear pressure was changed from 0 to 20 cm
H2O or from 0 to −20 cm H2O and fluid level from 0 to a
full middle ear cavity; �2� positive and negative middle ear
pressures have shown different effects on the transfer func-
tion; and �3� the effect of fluid in the cavity on middle ear
transfer function is different between three frequency ranges:
f �1k, between 1 and 4k, and f �4k Hz. The data reported
in this paper provide new knowledge on acoustic-mechanical
transmission through the middle ear and the effect of co-
chlear load on middle ear function with fluid in the cavity
and variations of middle ear pressure.
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A piezoelectric �PZE� vibrator was used to mechanically drive the columella footplate and stimulate
the cochlea of chicken embryos and hatchlings. Our objectives were to characterize the motion of
the PZE driver and determine the relationship between columella footplate motion �displacement/
velocity� and the cochlear microphonic recorded from the recessus scala tympani �CMrst�. At each
frequency, displacement of the PZE driver probe tip was linearly related to the applied voltage over
a wide range of attenuation levels �−60 to −20 dBre:50 Vp-p�. The mean displacement across
frequencies �100–4000 Hz� was 0.221±0.042 �mp-p for a constant applied voltage level of
−20 dBre:50 Vp-p. Displacement was within 1.5 dB of the mean for this stimulus level at all
frequencies except for 4000 Hz, where it was �3 dB higher �p�0.01�. CMrst amplitudes in
hatchlings were larger than amplitudes in embryos �p=0.003�. For a given frequency, CM was
linearly related to footplate displacement and velocity at both ages. The transform ratio of CMrst /A
�CM amplitude/displacement� increased at �6 dB/octave at frequencies between 100 and 1000 Hz
in hatchlings suggesting that cochlear impedance �Zc� was resistive at these frequencies. In a large
fraction of the embryos, Zc exhibited reactive behavior. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2359236�

PACS number�s�: 43.64.Ha, 43.64.Nf, 43.64.Yp, 43.80.Lb �BLM� Pages: 3811–3821

I. INTRODUCTION

During normal hearing, sound is conducted from air to
the inner ear primarily by the middle ear �ME�. The principal
conducting elements of the middle ear are the tympanic
membrane �TM� and ossicular chain. The ossicular chain is
terminated by the stapes footplate in mammals and the col-
umella footplate in birds. The footplate is inserted into the
oval window and attached to the wall of the cochlea by the
flexible annular ligament. Vibrations of the footplate and the
corresponding pressures drive the displacement of the basilar
membrane and lead to the transduction process in mechan-
oreceptive hair cells.

Understanding the transfer of sound vibration to the co-
chlea through the middle ear is essential for determining the
relationship between sound pressures at the TM and the re-
sponse of the cochlear sensor. This is especially true in de-

veloping animals where we cannot assume an effective trans-
fer of sound in an immature middle ear and cochlea.
Investigation of sound transfer requires the study of sound
pressures or very small vibrations within the conduction sys-
tem. Several approaches have been used to measure directly
the displacement, velocity, and phase of motion at the tym-
panic membrane, columella footplate, as well as the resulting
motion of the basilar membrane in the cochlea. For example,
direct measurements have included the use of capacitive
probes �Moller, 1963; Wilson and Johnstone, 1975; Relkin
and Saunders, 1980�, the Mössbauer technique �Gilad, Sh-
trikman et al., 1967; Saunders and Johnstone, 1972; Manley,
1972a; Manley, 1972b; Manley and Johnstone, 1974; Sellick,
Patuzzi et al., 1982; Lynch, III, Nedzelnitsky et al., 1982;
Gummer, Smolders et al., 1986; Gummer, Smolders et al.,
1987; Gummer, Smolders et al., 1988�, stroboscopic micro-
scope �Guinan and Peake, 1967�, time-averaged holography
with laser interferometry �Khanna and Tonndorf, 1972� and
laser vibrometers �interferometry� �Saunders, 1985; Cohen,
Rubin et al., 1992; Voss, Rosowski et al., 2000; Overstreet,
Temchin et al., 2002��.
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Most direct measurements of footplate velocity have
been made in relatively mature animals and at relatively high
sound levels. Use of direct methods to study the transfer
characteristics of the embryonic middle ear has not been re-
ported. This may be the case in part because direct measure-
ments are not easily achieved in embryonic or early neonatal
animals. An alternative approach for estimating the conduc-
tive status of the middle ear during development involves
measuring the cochlear response �Cr� to airborne sound pre-
sented at the tympanic membrane �Cr / Ptm� and then deter-
mining the footplate velocity required to achieve the same
cochlear response �Cr /v fp�. With these quantities, the trans-
fer ratio v fp / Ptm can be calculated. This provides an estimate
of the velocity-pressure transform ratio for the middle ear; a
value that reflects the effectiveness of the middle ear transfer
function. The purpose of the research in this paper is to �1�
develop a means to mechanically drive the footplate directly
at known amplitudes and �2� to identify a cochlear response
metric that is proportional to the amplitude of footplate mo-
tion. The cochlear microphonic has been used as a reliable
indirect measure of footplate or basilar membrane motion by
several investigators in mammals �Dallos, 1970; e.g., Rug-
gero, Robles et al., 1986� and the CM response to direct
stimulation of the stapes in neonates has been reported
�Woolf and Ryan, 1988�. Here we examine the cochlear mi-
crophonic as a cochlear response and an accurate measure of
footplate motion in the chicken. The chicken was chosen
since it is one of the most important and widely used devel-
opmental models available for the comparative study of the
ontogeny of hearing.

II. METHODS

A. A piezoelectric motor as the columella footplate
driver

A piezoelectric �PZE� driver �Burleigh PZL-007-20� was
used to produce displacements of the columella footplate in
the chicken �homolog for stapes footplate in mammals�.
Similar devices have been used by a number of investigators
to produce relatively large displacements �up to 50 �mp-p�
�Dickman, Reder et al., 1988; Rabbitt, Boyle et al., 1995�,
and such drivers have been employed principally for stimu-
lation at low frequencies. A PZE device has been used to
drive the footplate directly in the mammal �Woolf and Ryan,
1988�.

The PZL-007-20 PZE driver was a high output imped-
ance pusher with a specified output mechanical stiffness of
16�109 dyne/cm and a maximum mechanical force output
of 5.88�107 dynes �Burleigh Instruments�. The driver was
operated in a strictly compressional mode. The transfer func-
tion for the PZL-007-20 has not been described, and here we
report the relationship between displacement, frequency, and
applied voltage for small displacements on the order of
0.6–300 nmp-p. The PZE driver was powered by a voltage
amplifier �Burleigh PZ-150�. A commercial signal generator
provided a sine wave input to the amplifier. The level of
voltage applied to the amplifier was controlled using an at-
tenuator �TDT PA4�. At 0 dB, the output of the voltage am-
plifier was adjusted to produce 50 Vp-p. In turn, the amplifier

output was applied to the PZE crystal. Frequencies from 100
to 5000 Hz were evaluated. Voltages applied to the crystal
ranged from −60 to 0 dBre:50 Vpp.

B. Calibration of driver probe tip motion

For moderate to high levels of stimulation ��48–0
dBre:50 Vpp�, interferometry was used to measure PZE
driver probe tip displacement and velocity as a function of
the voltage applied to the crystal. Linearity of the PZE
driver was also evaluated at lower stimulus levels �−60 to
−20 dBre:50 Vpp� by measuring the pressures developed
in a calibration volume using a microphone.

1. Laser interferometers

Measurements of PZE probe tip velocity were made us-
ing laser interferometry. Two interferometers were used. One
was fabricated in the laboratory and the second was a Poly-
tech, HLV1000 hearing laser vibrometer. Several PZE driver
configurations were tested using both interferometers. Cali-
bration values for the different PZE driver configurations and
different interferometers were not significantly different.
Therefore, these data were combined for the purpose of this
report. The PZE driver shown in Fig. 1 represents a configu-
ration used here and elsewhere �Kim, 2002; Jones, Jones,
and Paggett, 2006�. Interferometer measurements were per-
formed at 12 frequencies from 100 to 5000 Hz. For each
frequency the velocity was measured at voltages ranging
from −48 to 0 dBre:50 Vp-p and executed in increments of
6 dB. In addition, PZE probe tip velocity was measured at a
constant applied voltage of 5.0 Vp-p�−20 dBre:50 Vp-p� for
frequencies from 100 to 4000 Hz These studies, along with
those made using the microphone, provided a basis to evalu-
ate the linearity of the PZE driver as a function of frequency
and applied voltage.

Spectral analysis �fast Fourier transform, �FFT�� was
used to determine the velocity levels that produced sine wave
distortion. Time domain velocity waveforms were digitized
�2048 points, 65 536 samples/s� and expressed in the fre-
quency domain using the FFT �spectra: 1024 points,
32 Hz/point,�. The amplitude of harmonic components was
determined in relation to that of the fundamental frequency.
Distortion harmonics were negligible for all stimulus levels
below approximately −20 dBre:50 Vp-p for all frequencies. Ap-
preciable distortion �i.e., harmonics having amplitudes ap-
proaching within −25 dB of the amplitude of the fundamen-
tal� occurred at various levels above −20 dBre:50 Vp-p. These

FIG. 1. Standard PZE driver and probe configuration. Key components of
the assembly include the piezo driver, the driver rod �aluminum�, and probe
�stainless steel�. The probe was a hollow tube having a length of �45 mm.
Not to scale.
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levels were documented across frequencies and the values
were used to define an upper voltage boundary for distortion-
free operation of the PZE driver. Data presented here and
elsewhere �Kim, 2002; Jones, Jones, and Paggett, 2006� were
obtained at stimulus levels below this distortion boundary.

2. Microphone measurements

The microphone coupler is shown schematically in Fig.
2. The PZE driver rod assembly was configured as a piston
forming the major portion of one wall of a cylindrical cali-
bration chamber �Fig. 2�. Pressure changes induced by the
PZE piston motion in the calibration cylinder were moni-
tored using a calibrated microphone �Brüel and Kjær’s model
4231�.

Pressure �in Pa� in the test volume �5.0�10−7 m3, “Cyl-
inder” of Fig. 2� was calculated based on the microphone
output sensitivity �1.460 or 1.417 mV/Pa�. Peak displace-
ment �particle displacement, Ap in �m� and peak velocity
�particle velocity, vp in mm/s� were calculated from pressure
values using Eqs. �1� and �2�, assuming the acoustic input
impedance of the microphone was considerably larger than
air and conditions of standard temperature �20 °C� and at-
mospheric pressure �760 mmHg� as follows:

Ap =

Pp sin� �

c0
L�

c0�0�
, �1a�

=

2�2 � 10−5 � 10SPL/20 sin� �

c0
L�

c0�0�
, �1b�

vp = �Ap, �2�

where L=length of the cylinder �0.01 m�, Pp=peak pres-
sure �in Pascals, Pa�, �=angular velocity �2�f�, f
=frequency in Hz, c0=sound speed in the air �343 m/s�,
�0=density of air �1.21 kg/m3� and SPL=sound pressure
level, where SPL=20 log�Prms/0.000 02 Pa� �dB��Malecki,
1969; Seto, 1971; Temkin, 1981; Merhaut, 1981; Kreyzig,
1983; Ziomeck, 1995�.

Microphone output was amplified �31.6 mV/Pa or
3.16 V/Pa, B&K NEXUS 2691 amplifier� and digitized us-
ing a 12 or 16 bit A/D converter and averaged to reduce
random noise. Displacement ��mp-p� and velocity �mm/sp-p�
of the piston were determined as a function of frequency and
voltage applied to the PZE crystal. Frequencies tested in the
calibration volume ranged from 100 to 4000 Hz whereas
the voltage applied to the crystal ranged from −60 to −20
dBre:50 Vp-p.

C. Driving the columella footplate
and electrophysiological recordings

1. General surgical preparation

Embryos incubated for 19 days and 14 to 15 day old
chickens �Gallus domesticus� were used for this study. Each
hatchling was anesthetized with EquiThesin �0.003 cc/g, in-
tramuscular injection�, a mixture of Na-pentobarbital
�0.972 g�, chloral hydrate �4.251 g�, magnesium sulfate
�2.125 g�, ethanol �12.5 ml�, and propylene glycol �42.6 ml�,
in distilled water to a total volume of 100 ml �Burkard, Jones
et al., 1994; Jones, Jones et al., 1997�. The columella of the
right ear was removed and the trachea was cannulated to
provide an open airway during experiments. The head was
immobilized in plaster on a surgical platform and the tissue
over the left ear canal was removed to visualize the TM and
the movement of the PZE driver tip. The head was tilted so
that the driver probe and the TM were approximately perpen-
dicular. Core temperature of the chicken was maintained at a
mean of 37.8±0.7 °C �mean±standard deviation �SD� unless
otherwise stated� during recordings. A thermocouple was
used to monitor temperature.

Mean beak �5.02±0.21 mm� and toe �18.1±0.42 mm�
lengths of embryos corresponded to developmental stages of
44 to 45 �Hamburger and Hamilton, 1951�. Each embryo’s
head was removed from the eggshell through a small open-
ing and was secured in a customized plastic head holder.
Embryos were given an intramuscular injection of
EquiThesin: Saline �0.10 ml; 1:4 ratio�. Surface electrodes
were used to monitor electrocardiographic �ECG� activity.
The egg was placed on a heated platform in a sound attenu-
ating booth and egg temperature was monitored with a cali-
brated thermistor inserted into amniotic fluids. A brain ther-
mistor inserted into the neostriatum was utilized to monitor
and maintain brain temperature at 37.1±2.1 °C.

2. Placement of PZE driver probe

Most of the surgical procedures outlined below were
performed with the aid of a surgical microscope. The exter-
nal auditory meatus �EAM� was dilated and widely exposed.
A stainless steel hollow tube served as the PZE driver probe.
It was secured to the end of the PZE driver rod as shown in
the configuration of Fig. 1. The driver probe tube was rigidly
coupled to the end of the central rod. The probe tube was
�45 mm long and the outside diameters 0.64 mm. An inci-
sion was made in the TM to visualize the base of the col-
umella. In embryos, all middle ear fluid was carefully re-
moved from the area of the footplate to ensure clear direct
view of the footplate and columella. The columella was sev-

FIG. 2. Schematic of the sealed calibration cylinder, L: Length of the cham-
ber �L=10 mm�, Ap-p: Peak to peak piston displacement. The microphone
�Mic� was inserted to form the major portion of one wall of the calibration
chamber. The probe of the PZE diver was replaced by a cylindrical piston
and the piston end was inserted into the calibration chamber to a position of
length L from the microphone. Peak-to-peak displacements �Ap-p� were pro-
duced by the PZE driver. Displacement amplitude was calculated based
upon pressure changes measured by the microphone in the cylinder chamber
�cylinder diameter=8.03 mm, piston diameter=4.77 mm, cylinder volume
=5.0�10−7 m3, piston area=17.85�10−6 m2�.
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ered near the footplate, leaving a short columellar stub at-
tached to the footplate. Care was taken to avoid damaging
the round window �RW� membrane during the process since
the RW is very near the columella at the point of separation.
Placement of the PZE driver probe tube was made using a
10 �m precision micromanipulator. The remnant stump of
the columella attached to the footplate was inserted into the
lumen of the driver probe as the PZE probe tip was advanced
�Fig. 3�. Once the probe tip contacted the outer surface of the
footplate, the driver tip and footplate were advanced slightly
to induce a restoring force in the elastic elements of the
annular ligament. The restoring force served to clamp the
surface of the footplate to the driver tip. This ensured a snug
and reliable mechanical coupling between the probe tip and
the footplate such that the two moved in unison. The largest
displacements possible with the PZE driver under voltage
control were on the order of 2 micronsp-p.

3. Expressing driver vibrations in units of kinetic
equivalent dB SPL „dB keSPL…

We have found it useful in our physiological studies to
express the levels of stimulation associated with direct foot-
plate driving in a way that relates to hearing in the normal
animal. This may be done by expressing the vibration ampli-
tudes in terms of a kinetic equivalent dB SPL �dB keSPL�.
We define dB keSPL simply as the dB SPL that would result
in a plane wave in air at standard temperature and pressure
�20 °C and 760 mmHg atmospheric pressure� in association
with a particle velocity equivalent to that of the PZE driver
probe tip. It is defined quantitatively in Eq. �3�

X dB keSPL = 20 � Log� vrms � Zair

0.000 02 Pa
� , �3�

where vrms is the root mean squared �rms� velocity of the
driver probe tip �in mm/s� and Zair is the specific acoustic
impedance of air �0.4145 Pa·s /mm at 20 °C and

760 mmHg�. Stimulus levels expressed in dB keSPL pro-
vide a means to appreciate the sound pressure levels in air
that would produce air particle velocities identical to those
of the corresponding footplate vibration.

4. Recording CMrst responses

A tacit assumption in the present study is that displace-
ment and velocity of the footplate itself are equal to the
displacement and velocity of the calibrated driver probe tip.
Based on this premise, footplate motion was determined and
used to resolve the relationship between footplate motion
and the amplitude of the cochlear microphonic recorded
from the recessus scala tympani �CMrst�. The cochlea was
accessed for recording the CMrst and for administering drugs
to the scala tympani via a posterolateral approach through
the skull as reported elsewhere �Schermuly and Klinke,
1985; Manley, Gleich et al., 1985; Klinke, Muller et al.,
1994; Jones and Jones, 1995a; Jones and Jones, 1995b;
Jones, Jones, and Paggett, 2006�. A small fenestration was
made in the wall of the cochlea overlying the recessus scala
tympani. A single silver electrode �0.762 mm in diameter�
was placed in the scala tympani and used to record the CMrst.
The reference and ground electrodes were placed subcutane-
ously over the neck. Sine wave stimuli were used to elicit
CMrst responses and the function generator synchronization
pulse was used to trigger the analog to digital �A/D� con-
verter. CMrst responses from the scala tympani were ampli-
fied �TDT DB4, gain: 20 000� filtered �10–10 kHz, band
pass� and led to the input of an A/D converter �16 bit,
20 �s /point, 1024 points�. Primary CMrst responses were av-
eraged �1024 sweeps� and the amplitudes of the averaged
responses were determined. Experiments were conducted in
a sound-attenuating booth. The neural action potential was
eliminated from the cochlear response to stimuli by adding
tetrodotoxin �TTX, Sigma 0.05 mg in 1.0 ml of 16% polyvi-
nyl alcohol� �Narahashi, Moore et al., 1964; Jones, 1992;
Jones and Jones, 1996� or 50 mM kainic acid to the cochlear
perilymph �scala tympani� �Zheng, Wang et al., 1996; Shero,
Salvi et al., 1998; Sun, Salvi et al., 2000; Sun, Hashino et
al., 2001; Irons-Brown and Jones, 2004�. Recordings were
made before and after drug application to confirm the effec-
tiveness of neural blockade.

Statistical evaluation of CMrst amplitudes as a function
of age and frequency was completed using repeated mea-
sures, two factor ANOVA. Missing values were replaced
with means.

III. RESULTS

A. Probe frequency response and linearity

Probe tip displacement ��mp-p� is plotted as a function
of frequency in Fig. 4. Results for both interferometry �filled
circles� and microphone measurements �unfilled triangles�
are shown. The mean displacement across frequencies
�100–4000 Hz� based on interferometry was 0.221±
0.042 �mp-p for a constant applied voltage level of −20
dBre:50 Vp-p. Displacement was within 1.5 dB of the mean
for this stimulus level at all frequencies except for 4000 Hz,
where it was significantly higher �on average about 3 dB

FIG. 3. Schematic diagram of coupling along the sound conduction path
between the driver probe tip, columella footplate �FP�, scala vestibuli �SV�,
scala media �SM�, cochlear partition, recessus scala tympani �RST�, and the
round window �RW�. OW�oval window. The probe tip was slipped over the
columella stump and advanced until seated against the outer face of the
footplate. Schematic represents the bony cochlear wall and membranous
partitions showing the entrance of sound via the stapes footplate into the
scala vestibuli. Pressure �Psv� is developed in the scala vestibuli by the
vibration of the footplate �footplate velocity, v fp, footplate area, afp, volume
velocity, Ufp� causing sound to be conducted across the cochlear partition
along the cochlear impedance �Zc� path to the round window �RW�. Not to
scale.
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higher, one-way ANOVA, p�0.001, post hoc tests: Bonfer-
roni, p�0.01�. Similar estimates of displacement were ob-
tained from microphone measurements at the same voltage
level �−20 dBre:50 Vp-p� and for calibrations of probe tip
displacement over a range of attenuation levels
�−20 to −60 dBre:50 Vp-p�. It is clear that displacement was
linearly related to the attenuation level over the 40 dB range
shown, thus representing displacements from �0.221 mi-
crons at −20 dBre:50 Vp-p to �2 nmp-p at −60 dBre:Vp-p. Table
I summarizes interferometry findings at −20 dBre:50 Vp-p

across frequencies including numerical values for displace-
ment, velocity and dB keSPL level.

Figure 5 illustrates seven representative velocity input-
output curves of the twelve frequencies tested. The data re-
flect the linear relationship between the velocity of the probe
tip as a function of the applied voltage. Similar curves were
obtained at all 12 frequencies tested. Regressions for each
frequency relating log�velocity� to dBre: 50 Vp-p were sig-
nificant �p�0.002� with R2 values exceeding 0.995. More-
over, no significant difference in slopes was found across
frequency. The mean slope across 12 frequencies was
0.05±0.002 log�mm/s� /dB. A slope of 0.05 �1 decade/
20 dB� in these plots indicates that a direct linear relation-
ship exists between applied voltage and the probe tip veloc-
ity at each frequency.

The mean particle velocities of the probe tip at
−20 dBre:50 Vp-p for each frequency from Table I are also
plotted in Fig. 5. The velocity regression curves from the
interferometry data predict values at −20 dB attenuation that
are comparable to those of the means from Table I. Indeed,
the values for the single calibration series shown in Fig. 5 are
within approximately 2 dB of the mean values at −20 dB
attenuation for each frequency given in Table I. The mean
values thus may be used as calibration bench marks for ve-
locity at the respective frequencies. Velocities at any given
level of attenuation may be specified relative to the mean
values at −20 dBre:50 Vp-p.

B. Columella motion and CMrst

Representative examples of CMrst waveforms generated
in response to vibrations imposed on the columella footplate
by the PZE driver are shown in Fig. 6. Waveforms produced
in response to a 2000 Hz stimulus using displacements from
�20 to 2 nmp-p �−40 to −60 dBre:50 Vp-p� are illustrated for
a hatchling and embryo. CM waveforms for both age groups
were well formed at moderate stimulus levels and amplitudes

FIG. 4. PZE displacement ��mp-p� of the PZE driver probe tip as a function
of attenuation level and frequency �Hz�. Displacement was measured using
laser interferometry �filled circles� and pressure measurements �open tri-
angles� in a calibration volume at −20 dB re: 50 Vp-p. Pressure measure-
ments were also made at −30, −40 and −60 dB re:50 Vp-p. The dotted line
represents the overall mean of interferometry measurements across frequen-
cies of 0.221±0.042 �mp-p at −20 dB attenuation. * Indicates that the mean
for 4 KHz was significantly higher �p�0.01� than the mean value across
frequencies. Interferometry values for −20 dB re:50 Vp-p are summarized in
Table I.

TABLE I. Displacement ��mp-p�, velocity �mm/sec� and dB keSPL values at −20 dB re: 50 Vp-p. Mean and
standard deviation �SD� values are based on results from all laser interferometry measurements.

Frequency
�Hz� 100 200 500 1000 1500 2000 3000 4000

Displacement
��mp-p�

0.2193 0.1991 0.1958 0.2072 0.2008 0.1911 0.2325 0.3202

SD 0.0180 0.0317 0.0325 0.0376 0.0252 0.0125 0.0357 0.0636
Velocityp-p

�mm/s�
0.1378 0.2502 0.6152 1.3017 1.8929 2.4014 4.3824 8.0464

dB keSPL 60.1 65.3 73.1 79.6 82.8 84.9 90.1 95.4

FIG. 5. Tip velocity �log scale �mm/s�� vs dB attenuation �dB re:50 Vp-p� as
measured using a laser vibrometer. These are seven representative examples
of 12 interferometry calibration sequences for stimulus levels between −18
and −48 dB attenuation. Measurements were made in 6 dB steps. Regres-
sion lines were calculated for each of 12 frequencies. In the interest of
clarity we show only the regression line for 1000 Hz. All slopes were �0.05
�log�velocity�/dB� and hence linear �equivalent to 1 decade/20 dB�. Here we
present seven of the twelve frequencies studied. The data for −20 dB attenu-
ation are values from Table I, and values calculated using calibration regres-
sion lines for the respective individual frequencies “Regress.” Here the
Table I values may be contrasted with values at −20 dB re:50 Vp-p predicted
by the regression line for each frequency �“Regress,” filled circles�.
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varied systematically with footplate displacement. The
preparation at both ages was quite stable permitting continu-
ous recording over many hours. Table II summarizes mean
values for embryos and hatchlings for footplate displacement
of �20 nmp-p. As can be discerned from Table II and from
Fig. 6, CMrst amplitudes were considerably smaller in em-
bryos at any given level of displacement �p=0.003, repeated
measures, two factor ANOVA�.

The CMrst response to footplate motion at 2000 Hz as a
function of footplate displacement, velocity and dB keSPL is
illustrated in Fig. 7. As was the case generally, CMrst ampli-
tudes at 2000 Hz increased in direct relation to increases in
displacement amplitudes over attenuation levels from less
than −70 to −40 dBre:50 Vp-p, which correspond to displace-
ments from �0.5 to 200 nm.

Figure 8 provides summary illustrations of representa-
tive response curves for a selection of the various frequen-
cies studied. As noted, when frequency was held constant,
the CMrst was systematically related to footplate motion
�Figs. 6–8�. The figure also provides a basis to contrast the
response character across individuals for both embryos and
hatchlings. Deviations from linearity at low stimulus levels
appeared to be related to low signal-to-noise ratios in the
primary CMrst responses. Owing to smaller amplitudes gen-
erally, CMrst responses in embryos had reduced signal-to-
noise ratios compared to hatchlings. This contributed to an
overall greater random variability in response curves of em-
bryos when compared to hatchlings �e.g., compare Figs. 6
and 8�. Robust linear response segments could be found in
all curves at moderate stimulus levels in both embryos and
hatchlings across frequencies. Generally across all animals

the range of footplate displacement from �0.5 to 200 nm
was effective in producing well-resolved response magni-
tudes.

For each frequency, CMrst amplitude was adequately de-
scribed as a power function of displacement and was given
by CMrst=b0 ·Ap-p

b1 . The CMrst amplitude curves were best fit
by regression using the following equation Log�CMrst�=	0

+	1 ·Log�Ap-p�, where Ap-p is the footplate displacement in
�mp-p and CMrst is the CM amplitude in �Vp-p. A regression
slope of 	1=1 indicated a linear relationship. The mean
slope values across animals for each frequency ranged from
0.6 to 1.1 although most were close to 1.0 as summarized in
Table III.

In Fig. 9, CMrst is plotted as a function of frequency at
two different displacement amplitudes. The results from two
representative individuals �1 hatchling and 1 embryo� are
presented. One can see from the figure that when footplate
displacement was held constant and footplate velocity varied
by changing stimulus frequency, the change in amplitude of
CMrst differed markedly from that obtained when velocity
was increased and frequency held constant �e.g., compare
CMrst versus velocity in Fig. 7�. The overall CMrst amplitude
response pattern with increasing frequency was similar for
the two different stimulus displacement levels illustrated but
the amplitude function itself was often nonlinear and non
monotonic. That is, with increasing footplate velocity �fre-
quency�, CMrst amplitudes remained constant, increased or

FIG. 6. Representative CMrst recordings at three attenuation levels from one
embryo �left� and hatchling �right�. Calibration bars reflect scales for ampli-
tude �V vertically, and time �ms� horizontally.

TABLE II. Mean CM amplitude ��Vp-p� at −40 dB re: 50 Vp-p �displacement �20 nmp-p�. CM amplitudes for
embryos were significantly less than those for hatchlings �p=0.003�.

A. Hatchlings 100 Hz 200 Hz 500 Hz 1000 Hz 1500 Hz 2000 Hz 3000 Hz 4000 Hz

mean 2.8 4.5 11.6 21.1 22.3 22.6 55.2 49.4
sd 1.0 1.2 7.9 14.8 10.1 20.8 45.5 49.7
n 5 5 5 5 5 5 5 5
B. Embryos 100 Hz 200 Hz 500 Hz 1000 Hz 1500 Hz 2000 Hz 3000 Hz 4000 Hz

mean 0.68 0.95 1.43 2.45 4.19 2.53 3.22 1.67
sd 0.35 0.81 1.21 2.07 3.49 2.52 3.62 2.14
n 5 7 8 7 8 8 8 8

FIG. 7. Hatchling �PH� cochlear microphonic amplitude �CMrst, �Vp-p� plot-
ted against displacement for a 2000 Hz stimulus applied directly to the
columella footplate. Curves for five hatchlings are shown. Horizontal axes
show displacement ��mp-p�, particle velocity �mm/s� and dB keSPL.

3816 J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Kim et al.: Footplate motion and the cochlear microphonic



even decreased. The response pattern was systematic and
was repeated for each displacement level although shifted to
the right or left thus reflecting the corresponding alternative
set of velocities for each frequency. Similar findings were
obtained in all animals. These response patterns were in
striking contrast to those found with increasing footplate par-
ticle velocity when frequency was held constant.

C. Estimating cochlear input impedance

As argued and demonstrated persuasively by others
�Dallos, 1970; Dallos, 1973; Ruggero, Robles, and Rich,
1986�, the amplitude of the cochlear microphonic �CMrst� is
thought to be proportional to the displacement of the basilar
membrane �xbm�, which in turn depends on the acoustic pres-
sure gradient across the cochlear partition �e.g., see sche-
matic of anatomical compartments in Fig. 3�. Under normal

circumstances, this pressure gradient is determined primarily
by the pressure in the scala vestibuli near the insertion point
of the stapes footplate �Nedzelnitsky, 1980�. In the steady
state, acoustic pressures at this insertion point may be de-
scribed by the equation Psv=UfpZc, where Psv is the pressure
in the scala vestibuli, Ufp is the volume velocity associated
with the footplate particle velocity �v fp�, and Zc is the acous-
tic impedance presented by the cochlear sound conduction
path. If the cochlear impedance �Zc� to sound conduction
remains relatively constant at low frequencies, then the equa-
tion predicts that Psv, and hence basilar membrane displace-
ment and CM amplitude, will be proportional to footplate
particle velocity at low frequencies. Under conditions where
displacement is held constant �xfp=A� and Zc remains un-
changed, the equation predicts that the CMrst will be directly
proportional to frequency as follows:

CMrst 
 xbm 
 Psv = UfpZc = v fpafpZc ,

and substituting from Eq. �2�

CMrst = j�AafpZc ,

where j introduces a 90 deg phase advance re: displace-
ment, A is displacement �constant�, and afp is the area of
the footplate.

Rewriting and simplifying

CMrst 
 kf fpAZc , �4�

where k=2�afp �k is constant for each animal� and f fp is the
frequency of stimulation. Dividing by displacement, we ob-
tain the transform ratio CMrst /A which varies in proportion
only to frequency and Zc.

Figure 10 illustrates the transform ratio for hatchling
data as a function of frequency. Generally for all hatchlings,
the CMrst /A ratio increases in parallel with the 6 dB/octave
line �dashed� at least up to frequencies of about 1000 Hz.
Above 1000 Hz the transform ratio plateaus for most ani-
mals. This suggests that Zc is essentially constant at frequen-
cies of 1000 Hz and below in hatchlings.

In embryos, the resulting curves were complex and more
variable than those of hatchlings. In one case the ratio ap-
peared to be independent of frequency and generally consid-
erably lower in magnitude than ratios in other animals �Fig.
10, bottom, mef 43�. In four animals �Fig. 10, middle, mef:
46, 47, 49, and 50�, the curves closely paralleled those of the
hatchlings by increasing at 6 dB/octave up to �1000 Hz.
The remaining three embryos �Fig. 10, bottom, mef: 45, 51,
and 48� exhibited intermediate behaviors. These results sug-
gest that Zc may not be constant in all embryos at low fre-
quencies.

IV. DISCUSSION

Our principle objectives in the current work were �1� to
characterize displacement and velocity of the PZE driver
probe tip as a function of the applied voltage and frequency
and �2� to examine the relationship between footplate motion
and the corresponding CMrst response and test the hypothesis
that the CMrst is a faithful indicator of footplate velocity and

FIG. 8. Representative cochlear microphonic amplitudes �CMrst ,�Vp-p� are
plotted as a function of footplate displacement ��mp-p�. Each curve repre-
sents results for one animal. CMrst amplitudes were recorded in response to
direct footplate stimulation at four different frequencies. Left panel illus-
trates data for hatchings �PH�. Right panel illustrates data for embryos
�Emb�. Dotted line represents a linear relation of slope=1.
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displacement in the chicken embryo and hatchling. In addi-
tion, the measurements so obtained provided an opportunity
to examine the nature of cochlear input impedance �Zc� at
low frequencies in the developing and mature chicken as we
discuss below.

1. PZE driver response

The results of the present study demonstrated that the
applied voltage controls displacement of the PZE driver
probe tip and that this is true over the entire frequency range
studied here. Probe tip velocity is therefore a function of
both the applied voltage and of the driving frequency. This
accounts for the range of dB keSPL levels across frequencies
in Table I, since dB SPL is directly proportional to velocity.
This is different than many acoustic drivers, wherein the ap-
plied voltage controls transducer particle velocity across a
wide range of frequencies. In this latter case, the output pres-
sure is proportional to the applied voltage and in practice
more or less independent of the frequency. Obviously, this
feature of the PZE driver must be taken into consideration
when generating stimuli.

The present study provided bench mark displacement
values for the PZE driver probe tip at eight frequencies as
given in Table I. Moreover, the results indicated that the PZE
driver operates linearly over a wide range of voltage levels

�−60 to −20 dBre; 50 Vp-p� thus allowing linear control of
displacements at least down to nanometer levels as has been
shown for other piezoelectric drivers �Corey and Hudspeth,
1980; Woolf and Ryan, 1988�. At a stimulus level of −20 dB
re; 50 Vp-p, displacement amplitude remained within
±1.5 dB of the mean value 0.221 �mp-p across all frequen-
cies except at 4000 Hz where displacement was on average
3 dB higher. The importance of the small deviation at
4000 Hz to studies employing the PZE driver depends on the
nature of the study. Comparable error magnitudes for low
frequencies of 100–4000 Hz were evident in the calibration
data reported by Woolf and Ryan, 1988.

2. General features of the CMrst

CMrst amplitudes in E19 embryos were robust, suggest-
ing that the cochlea is sufficiently mature to produce a sub-
stantial CMrst that, at a given frequency, is linearly related to
stapes displacement or velocity. At a given stimulus level,
CMrst amplitudes were significantly less in embryos com-
pared to hatchlings, a finding that cannot be due to immatu-
rities in the middle ear apparatus because the columella foot-
plate was driven directly by the PZE driver. The reduced
amplitudes therefore must reflect immaturities in the cochlea
itself at these ages.

The CM response to direct footplate stimulation has

TABLE III. Log-Log regression line of CM vs PZE displacement plot for hatchling chicken. Units: 	1=
� log �Vp-p / log �mp-p and 	0= � log �Vp-p across hatchlings �A� and embryos �B�.

A. Hatchlings: Hz 100 200 500 1000 1500 2000 3000 4000

Log scale slope �	1� 0.976 0.964 0.919 0.861 0.929 0.957 0.744 0.635
SD 0.213 0.067 0.043 0.084 0.042 0.114 0.102 0.066

Scale factor �	0� 2.069 2.307 2.544 2.694 2.881 2.992 2.895 2.557
SD 0.416 0.130 0.268 0.232 0.238 0.385 0.259 0.471

B. Embryos: Hz 100 200 500 1000 1500 2000 3000 4000

Log scale slope �	1� 1.121 0.974 0.895 0.861 0.749 0.864 0.861 0.931
SD 0.178 0.110 0.065 0.078 0.105 0.105 0.106 0.117

Scale factor �	0� 1.247 1.374 1.476 1.537 1.681 1.612 1.600 1.358
SD 0.451 0.487 0.460 0.545 0.659 0.597 0.629 0.592

FIG. 9. Hatchling �PH� and embryo
�Emb� cochlear microphonic response
�CM�� ,�Vp-p� to direct footplate
stimulation. CMrst amplitude is shown
as a function of footplate particle ve-
locity �mm/s� with displacement held
constant. Two displacement levels are
shown �Dotted lines −40 dB; solid
lines −50 or −60 dB as shown�. Fre-
quency was increased in eight steps
from 100 to 4000 Hz in order to intro-
duce the corresponding stepped in-
creases in footplate velocity. The leg-
end identifies each symbol and
frequency given in Hz.
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been described in the mammal by others �Woolf and Ryan,
1988�. Inspection of Fig. 2 suggests similar input-output
functions �i.e., stimulus-response functions� to those pre-
sented here. We have employed a narrower range of stimulus
levels to suit our objectives. Under the best conditions, CM
amplitudes are linearly dependent on the applied pressure
levels at the TM over a wide range of pressure levels �Dallos,
1973�. When pressure levels are sufficiently high, the CM

becomes distorted and input-output functions deviate signifi-
cantly from linearity and the slope of the curve decreases.
For the most part in the present study, the levels of stimula-
tion achieved using direct footplate driving stayed within the
linear range of CM functions. At the highest frequencies, we
may have encroached slightly on the nonlinear segment of
the CM input-output function since the slopes were slightly
less than 1.0 for hatchlings �but not embryos�. The slight
compression of slopes may also be a consequence of the
nondifferential method of recording the CMrst. It is not
likely, however, that a remotely recorded neural action po-
tential contaminated the CMrst in the present study since the
nerve was blocked during all recordings. The shallow slopes
are probably not due to factors related to the PZE driver,
since we would expect to see such effects in both hatchlings
and embryos and we did not. Due to the high output imped-
ance of the PZE pusher, it is not probable that changes in
stapes and cochlear impedance formed the basis for shallow
slopes. A key attribute of CMrst recordings in any case was
that, when frequency was held constant, all curves were sys-
tematic, monotonic and approached linearity.

3. The CMrst as a metric for footplate motion

One of our objectives was to evaluate the CMrst as an
effective indicator of footplate motion. Our ultimate aim was
to use the CMrst for estimating middle ear transfer character-
istics. Although we did not endeavor to relate TM pressures
to footplate motion in the present study, we have completed
such studies recently �Kim, 2002�. We noted in the Introduc-
tion that one may express middle ear transfer characteristics
in the form of the transform ratio v fp / Ptm. If we choose the
CMrst as our cochlear response metric, then we may deter-
mine the TM sound pressure �Ptm� required to produce a
specific cochlear response, Cr=CMrst and in turn calculate
the transform Cr / Ptm. Similarly, using the PZE driver and
probe, we can adjust the footplate velocity �v fp� to that re-
quired to produce an identical cochlear response �i.e.,
CMrst=Cr� and in turn calculate the transform ratio Cr /v fp.
The middle ear transform ratio then is simply v fp / Ptm

= �Cr / Ptm� / �Cr /v fp�. This relationship holds only if the CMrst

is a reliable metric, which accurately follows the cochlear
response to footplate motion. The results of the present study
support this hypothesis. It has long been appreciated that the
CMrst is proportional to the pressure applied to the TM dur-
ing airborne sound stimulation �Dallos, 1970�. Woolf and
Ryan, 1988 have shown in the mammal and we have shown
here in the bird, that for any given frequency, a range of
stimulus levels may be chosen such that the CMrst is propor-
tional to footplate displacement. Based on these facts, it is
reasonable to conclude that the CMrst can meet the principal
requirements for use in such sound transfer studies.

Our results clearly also demonstrate that there are some
circumstances wherein the CMrst does not faithfully and sys-
tematically follow footplate motion. There are sources of
measurement error that can be identified and minimized if
not eliminated. The variation of CMrst response curves across
individuals can be seen in Figs. 7 and 8. The variation re-
minds us that, although slopes may be similar across indi-
viduals, the curves nonetheless are not identical. This source

FIG. 10. Transform ratio of CMrst /A plotted in dB re: 100 �V/�m as a
function of frequency for hatchlings �top� and embryos �middle and bottom�.
Dotted line shows 6 dB/octave slope.
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of variation can be eliminated if the use of the CMrst versus
displacement curve is restricted to the animal from which it
was obtained. In other words, the CMrst must be calibrated in
each animal to minimize error. It is also clear for a given
animal, that a CMrst versus displacement curve for a particu-
lar frequency does not necessarily describe the magnitude of
footplate motion at frequencies other than that used to estab-
lish the curve. This is clear from Figs. 8 and 9. The basis for
this stems primarily from the fact that the CMrst is a com-
pound response that is produced at each frequency by a
unique combination of generator sites in the cochlea. As il-
lustrated in Fig. 9, CMrst amplitude therefore may also be
unique at each frequency despite identical displacement and
velocity. Therefore, the CMrst must be calibrated for each
frequency used, a strategy that effectively eliminates this
source of variability.

4. The relationship between footplate motion, CM
and cochlear impedance„Zc…

Estimates of cochlear input impedance were also made
using direct footplate driving in the present study. The
CMrst /A transform ratio for hatchlings increased in direct
proportion to frequency from 100 to 1000 Hz in all
hatchlings. A slope of 6 dB/octave is predicted for the ratio
by Eq. �4� only if Zc is constant over these frequencies.
Assuming that the contribution of Zc is not negligible, these
results thus suggest that Zc is virtually constant at low fre-
quencies between 100 and 1000 Hz and hence that cochlear
input impedance is in essence resistive in the mature chicken
at these frequencies. A resistive Zc has been reported for
several mature mammals at frequencies ranging below
1000 Hz and extending variously as low as 500–100 Hz de-
pending on species �Dallos, 1970; Lynch, III, Nedzelnitsky,
and Peake, 1982; Kringlebotn, 2000� and for the human
�Aibara, Welsh et al., 2001�. A resistive Zc at low frequen-
cies is also suggested by the results of Gummer and col-
leagues �Gummer, Smolders, and Klinke, 1988� who showed
in the pigeon that although the entire region of the curve
from 100 to 1000 Hz shifted downward, the general shape of
ME transfer characteristic �v fp / Ptm� at these frequencies was
minimally altered by removing the basilar papilla and co-
chlear fluids. In contrast, cochlear manipulation clearly al-
tered distinct features of the transfer profile at frequencies
above 1000 Hz, thus revealing major reactive transfer char-
acteristics imposed by the cochlea on the ME at higher fre-
quencies.

The embryos studied here presented much more com-
plex transfer characteristics than hatchlings, as reflected in
the CMrst /A curves of Fig. 10. Clearly for 4 of the 8 em-
bryos, the CMrst /A ratio could not be explained simply on
the basis of increasing frequency. If Eq. �4� holds in the
embryo, then Zc must not be constant at low frequencies in
these cases. We therefore hypothesize that there is a signifi-
cant reactive component to Zc in a proportion of late em-
bryos at low frequencies and this contrasts markedly with the
mature animal. It is also clear that among this small sample
of embryos the basic nature of the cochlear impedance was
highly variable. The variability is not likely based in the
CMrst itself since the CMrst was clearly shown in each animal

to reliably reflect footplate motion at each frequency over a
wide range of stimulus levels. It may be the case that in our
random sample of late embryos, we caught individual ani-
mals at different stages in transition to a mature cochlear
status. Although the embryos were all of similar chronologi-
cal age, the actual status of the developing ear can vary con-
siderably. In the present study, it was not possible to reliably
document phase characteristics of the stimulus/response
waveforms. In future studies we intend to use phase infor-
mation to evaluate the nature of the reactive components of
Zc that may be present in the embryo.

V. SUMMARY

PZE driver tip displacement was linearly related to the
applied voltage. Displacement at a given voltage was rela-
tively constant across frequencies from 100 to 4000 Hz with
notable exceptions and had a mean value of 0.221 �mp-p

with an applied voltage of 5 Vp-p. CMrst recorded in response
to direct footplate driving was linearly related to footplate
displacement and velocity over a wide range of stimulus lev-
els when frequency was held constant. In the hatchling
chicken, the magnitude of the transfer ratio of CMrst /A in-
creased at �6 dB/octave with increasing frequency suggest-
ing that cochlear impedance �Zc� was resistive and constant
at frequencies between 100 and 1000 Hz. This also holds for
a portion of the embryos studied. However, a large fraction
of embryos evidenced changes in impedance at low frequen-
cies suggesting that Zc may exhibit important reactive com-
ponents in the late embryo. In general, the present results
indicated that the relationship between CMrst amplitude and
footplate displacement must be determined for each fre-
quency and for each individual under study if the CMrst is to
provide an accurate quantitative indication of the amplitude
of footplate motion. These findings may be used to facilitate
measurements of middle ear sound transfer.
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The tympanal organ of the moth Empyreuma affinis emits physiologically vulnerable
distortion-product otoacoustic emissions. To assess the nature of underlying mechanical
nonlinearities, we measured L1,L2 maps by varying both stimulus levels. Two types of maps were
found: �1� Maps containing dominant islands centered at the L1�L2 diagonal as it is typical for
saturating nonlinearities that can be described by Boltzmann functions. In contrast to maps
published for mammals and frogs, the shape of such islands includes sharp ridges at L1 or L2 levels
close to 70 dB sound pressure level. This could be produced by a strongly asymmetric operating
point of the respective transfer functions, consistent with the fact that the auditory sensory cells are
not hair cells but primary mechanoreceptors with a single cilium. The saturating map components
could be selectively reduced by acoustic suppression. �2� Maps where separated islands were less
conspicuous but in which the dominant feature consisted of contour lines which were orthogonal to
the L1=2L2 diagonal and could be generated by an expansive nonlinearity. Maps showing strong
islands were found for f2 frequencies between 26.7 and 45 kHz, maps without strong islands for f2
between 42 and 57.5 kHz. This suggests a frequency-dependent change regarding the involved
mechanical nonlinearities. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2363934�

PACS number�s�: 43.64.Jb, 43.64.Kc �BLM� Pages: 3822–3831

I. INTRODUCTION

Auditory organs of insects exploit either a sound-
velocity driven deflection of antennae as in the Johnston’s
organ of mosquitoes and flies or sound-level dependent dis-
placement of a tympanum as it is found in grasshoppers and
moths �Michelsen, 2003�. The auditory sensory cells in both
types of organs are quite similar and arranged in so-called
scolopidia, in which auxiliary cells enclose each sensory
neuron �Field, 2005�. The receptor neuron is a primary
mechanoreceptor with an axon and a dendrite that contains a
single cilium �Gray, 1960�. The main functional difference
between the two types of organs is their working frequency
range. Johnston’s organs are sensitive to frequencies below
1 kHz, tympanal organs respond to higher frequencies of up
to 100 kHz in some moth species.

The hearing range of our present animal model, the noc-
tuoid moth Empyreuma affinis, is between 10 and 60 kHz,
with the lowest auditory threshold of about 25 dB sound
pressure level �SPL� at 35 kHz �Coro and Pérez, 1993�. Each
tympanal organ of E. affinis contains only two auditory re-
ceptor neurons �Coro and Pérez, 1987� whose dendrites are
embedded in one cap cell that is attached to the tympanum
�Coro and Trujillo, unpublished results�. One of the neurons,
the A1 cell, is about 25–30 dB more sensitive than the other

one �Coro and Pérez, 1984�. This simple design makes the
ear of E. affinis a suitable model to study general principles
of high frequency sound processing in insects. Similar to
vertebrate ears, the tympanal organs of insects emit distor-
tion product otoacoustic emissions �DPOAEs� that are most
sensitive in the best hearing range of the species �Kössl and
Boyan, 1998�. In E. affinis, large DPOAEs that are vulner-
able to anaesthesia can be measured between 15 and 60 kHz
�Coro and Kössl, 1998, 2001�. This may indicate the involve-
ment of active mechanical feedback in producing high audi-
tory sensitivity, similar to mechanisms in the vertebrate co-
chlea. In the case of Johnston’s organs of mosquitoes and
flies, it has been shown that they can spontaneously vibrate
�Göpfert and Robert, 2001� and thus produce mechanical en-
ergy �Göpfert et al., 2005�. In the tympanal organs of insects,
however, there are only a few functional data available to
assess the micromechanics of auditory sensory transduction
due to difficulties in measuring receptor currents in the den-
drites of the sensory neurons.

DPOAE measurements can be used as a noninvasive
method to derive mechanical characteristics of sensory trans-
duction in hearing organs. In particular, the level dependence
of DPOAEs, plotted in the form of L1,L2 maps provides
clues about the type of nonlinearity involved. The character-
istic map features in mammals �Mills et al., 1994; Whitehead
et al., 1995a,b; Kummer et al., 2000; Pibal et al., 2002� are
consistent with transfer characteristics as they are described
by Boltzmann functions. In addition, frequency-selective

a�Author to whom correspondence should be addressed; electronic mail:
koessl@zoology.uni-frankfurt.de

3822 J. Acoust. Soc. Am. 120 �6�, December 2006 © 2006 Acoustical Society of America0001-4966/2006/120�6�/3822/10/$22.50



compression on the basilar membrane of mammals may fur-
ther shape L1,L2 maps �Whitehead et al., 1995b; Kummer et
al., 2000�. In a detailed study on a frog species, Meenderink
and van Dijk �2005� showed that L1,L2 maps have two com-
ponents that can be modeled by a saturating, Boltzmann-type
of nonlinearity at low levels and an expansive nonlinearity at
high levels. In the frog, the two types of mechanical trans-
duction characteristics seem to be represented in different
auditory papillae �Meenderink and van Dijk, 2005�. In the
present study, we aim to derive mechanical transfer charac-
teristics from the tympanal organ of the moth E. affinis by
applying L1,L2 mapping techniques. In addition, for our
L1,L2 map measurements we test if the nonlinear mecha-
nism responsible for sensitive DPOAEs is suppressible by a
third tone �f3� as it is the case with vertebrate DPOAEs �e.g.,
Brown and Kemp, 1984; Martin et al., 1987�.

II. MATERIALS

Recordings were made from 13 moths �seven females
and six males� of Empyreuma. affinis ��pugiòne� �Lepi-
doptera, Arctiidae, Ctenuchinae� in Frankfurt am Main in
April-May. Of these moths, six were brought from Havana as
adults �four females, two males�; the other seven �three fe-
males, four males� arrived in Germany as last-instars larvae,
where they pupated and hatched. DPOAEs were measured
more than three days after hatching, because we have shown
previously that newly emerged moths do not produce
DPOAEs �Coro and Kössl, 1998�. The moths were fed with a
saturated-sucrose solution.

For recordings, the wings and legs were cut off and the
bulla amplificatrix, a structure that externally covers the tym-
panal organ of ctenuchinae moths �Kiriakoff, 1948�, was also
removed. In this way there was direct access to the tympanal
membrane with an acoustic coupler for DPOAE recordings
without displacement of body segments. The body was
pinned dorsal side up to a cork platform atop a metal post. To
avoid potential noxious effects of anaesthetics none were
used in our experiments. The physiological state of the moths
was assessed by the spontaneous movements of the antennae
or by those evoked in response to light touch of one of the
antennae.

To record DPOAEs, an acoustic coupler was positioned
0.5–1 mm from the tympanal membrane. The coupler has an
overall tip diameter similar to that of the tympanal mem-
brane and consists of two adjacent conical tubes for stimula-
tion and recording. The tympanal organ was stimulated with
two pure tones of different frequency, f1� f2, to obtain
DPOAEs. One coupler channel was connected to a 1/4 in.
Brüel & Kjaer 4135 microphone, and two 1 in. Microtech
Gefell MK 103.1 microphone capsules served as speakers
connected to the other coupler channel. The suppression tone
f3 had a frequency in between f1 and f2, and was emitted by
a 1/2 in. Brüel & Kjaer 4133 microphone capsule used as a
speaker and connected to the stimulation tube of the coupler.

A Pentium PC with a Microstar DAP 840 Microstar
board �sampling rates at 250 kHz� was used for generating
the f1 and f2 frequencies and for controlling a Stanford Re-
search Systems DS 335 synthesizer to produce the f3 fre-

quency and three programmable attenuators �Tucker Davis
Technologies System 3� to adjust stimulus levels. The Mi-
crostar board was also used for the fast Fourier transform
�FFT� analysis of the microphone signal. A total of 100 re-
cordings �recording time of 3.28 s� were averaged before
FFT analysis. The f1 and f2 stimuli had a constant phase
relation. The recording system was calibrated in situ for con-
stant sound pressure level �SPL� at the microphone mem-
brane using white noise, which was generated by addition of
sinusoids of constant phase relation. We only used stimulus
levels of up to 80 dB SPL since at levels above this value
there were small setup-generated 2f1-f2 distortions just
above the noise level of the system of −13 to −19 dB SPL at
certain stimulus frequencies. For a detailed description of the
measuring procedures see Kössl et al. �1999�.

The initial experimental procedures consisted in first ob-
taining a so-called DPOAE audiogram �see Coro and Kössl,
1998� at a fixed f2/ f1 frequency ratio of 1.09 and levels of
the two stimuli at 55/45 or 60/50 dB SPL. This DPOAE
audiogram allowed the selection of f2 frequencies at which
the specimen produced large levels of 2f1-f2 distortion. At
these selected f2 frequencies and using stimulus level com-
binations of L1=L2+10 dB, the optimum frequency ratio
f2/ f1 was determined that produces maximum emission
level at low to medium L1 levels of 50–60 dB SPL within
the range of tested frequency ratios f2/f1 between 1.01 and
1.45. The values of f2 ranged from 27.5 to 57.5 kHz, and the
optimum frequency ratio values varied between 1.03 and
1.35, with most of the optimum ratios �11 of 18� between
1.07 and 1.11. The optimum ratios of 1.03 and 1.35 that are
outside the mammalian-typical range of values are for in-
sects still well within the range to evoke large DPOAEs, in
particular since a reduction of DPOAE amplitude for small
ratios as it is found in mammals does not occur in insects
�Kössl and Boyan, 1998; Coro and Kössl, 1998�. Using this
procedure, the DPOAE levels that were measured at the op-
timum ratio were between 0 and 10 dB SPL. To obtain
L1,L2 maps the f2 frequency was chosen as one that pro-
duced a maximum in the DPOAE audiogram and the
f1frequency was adjusted according the optimum frequency
ratio. We optimized the frequency ratio for the map measure-
ments to obtain comparable DPOAE amplitudes for different
f2 frequencies. For such an f1, f2 combination, the L1 level
was increased stepwise by 2.5 dB while maintaining a con-
stant L2 level. The L2 level was then increased by 2.5 dB
and the procedure was repeated. Both stimulus levels were
varied within the same range of intensities, which produced a
square L1,L2 matrix containing from 400 to 729 data points
for each stimulus frequency combination. The stimulus lev-
els used varied between 10 and 82.5 dB SPL. For most maps
�14 out of 18� the maximum stimulus level was at 75 or
77.5 dB SPL. Statistical analysis included the calculation of
the mean, standard deviation �SD�, and standard error of the
mean. All data samples passed the normality test
�Kolmogoroff-Smirnoff test� and comparison between two
samples was done using an unpaired t test.
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III. RESULTS

In all ears tested we recorded DPOAEs, and those with
the highest values at the lowest stimulus intensities were
always at the 2f1-f2 frequency. DPOAE audiograms ob-
tained with the two stimuli set at intermediate levels �L1, L2
at 60,50 dB SPL� and at a constant frequency ratio f2/ f1 of
1.09 reveal that maximum 2f1-f2 amplitudes can be mea-
sured in an f2 frequency range from 20 to 60 kHz �Fig. 1�.
Depending on the specimen, either an f2-stimulus range of

20–40 kHz or of 40–57 kHz yields large DPOAEs. In some
specimens both frequency ranges are efficient in evoking
DPOAEs �Fig. 1�.

We obtained 18 L1,L2 maps of the 2f1-f2 DPOAE from
13 different specimens of Empyreuma affinis. An example of
a map obtained with stimulus frequencies of 27 and 30 kHz
is given in Fig. 2�a� where DPOAE levels above −10 dB
SPL ��noise level+1 SD� are coded with gray shadings and
consecutive contour lines. In this specimen, 2f1-f2 levels
were largest along the diagonal L1=L2, and a triangular-
shaped island encloses maximum DPOAE levels for L1 lev-
els between 50 and 70 dB SPL and L2 levels between 25 and
70 dB SPL. At the local DPOAE maximum within this is-
land, the 2f1-f2 level was 32.2 dB SPL at the combination
of L1=67.5 and L2=65 dB SPL. For higher stimulus levels,
a conspicuous dip is evident at the combination of L1=70
and L2=67.5 dB SPL with values below 0 dB SPL. The
DPOAEs shift in phase by approximately 180° for stimulus
levels just above the horizontal and vertical limits of the
triangular-shaped island, at L1 or L2 between 72.5 and
75 dB SPL. A stimulus level increase by 2–7 dB is sufficient
to induce this phase shift. At the highest stimulus levels used,
close to 80 dB SPL, DPOAE levels reach a second maxi-
mum. L1,L2 maps obtained for the 2f2-f1 DPOAE �not
shown� displayed islands and wedges that are perpendicular
to those in the corresponding 2f1-f2 map from the same
preparation and the contour shapes are mirrored at the L1
=L2 diagonal.

The recordings shown in Fig. 2�a� were made immedi-
ately after the insect was prepared for the measurement �see
methods�. Afterwards, the animal was kept in place in the

FIG. 1. DPOAE audiograms at a fixed f2/ f1 frequency ratio of 1.09 and
levels of the two stimuli at 60/50 dB SPL from three different E. affinis
specimens, two females and one male. The horizontal dashed line represents
the highest value of the mean plus 1 SD of noise level from these three
experiments. In all three specimens there is a peak of 2f1-f2 level close to
30 kHz, in two specimens there are peaks at 45 kHz.

FIG. 2. Amplitude and phase of the 2f1-f2 DPOAE as function of stimulus levels L1 and L2 from a living Empyreuma affinis �a� and from the same animal
after 18 h had elapsed from the first recordings �b� with f2=30.0 kHz and f2/ f1=1.11. The DPOAE amplitude is represented by shades of gray coding the
range between −10 and 50 dB SPL �see scale bar at the right side� and by contour lines that are separated by 5 dB, starting at −5 dB SPL. Each L1/L2
combination tested is indicated by a dot. The arrows centered at the dots give the phase of the DPOAE. Phase data are only displayed if the DPOAE level is
above −10 dB SPL. The phase is relative to that at L1=L2=82.5 dB SPL in this specimen �uppermost right data point�. During the recordings shown in �a�,
the insect was moving its antennae spontaneously. The L1, L2 map shows a prominent triangular island at L1 levels between 50 and 70 dB SPL. During the
recordings shown in �b� the insect did not move its antennae, and did not show any sign of being alive. The level of 2f1-f2 is only above 0 dB SPL when the
levels of both stimuli are larger than 55 dB SPL, and even at the highest L1 and L2 levels used there are no 2f1-f2 responses above 10 dB SPL.
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recording chamber without changing the position of the cou-
pler and the measurements were repeated 18 h later as shown
in Fig. 2�b�. At this time the animal did not show any signs
of being alive and there was no antennae movement. The
level of 2f1-f2 was significantly reduced and even at the
highest L1 and L2 levels there were no 2f1-f2 responses
above 10 dB SPL. In addition, the island-like shape has dis-
appeared.

A. Frequency dependence of the shapes of L1, L2
maps

In living animals with spontaneous antennae movement
two types of L1,L2 maps could be recorded. The character-
istic feature of the first type of map is the triangular-shaped
island of maximum DPOAE level at intermediate stimulus
levels �Fig. 2�a��. Within the range of stimulus levels used,
the absolute maximum of DPOAE level is either within the
limits of the island or at higher levels �Fig. 2�a��. The second
type of map is dominated by a larger region of parallel con-
tour lines approximately orthogonal to the L1=2L2 diagonal
at the highest stimulus levels used �Fig. 3�. Such maps can
also contain less conspicuous islands or ridges along the
L1=L2 diagonal, e.g., close to L1=50 and L2=42.5 dB SPL
�Fig. 3�. In maps not showing strong islands, the DPOAE
phase can shift by up to 180° when increasing the stimulus
levels from the most sensitive region of the map towards
higher levels. In contrast to maps with a strong island, a
larger level increase of 20 dB or more is required to induce
such a phase shift. Is has to be pointed out that the classifi-
cation in two types of maps depending on the dominance of
islands of course is limited for the range of used stimulus
levels of up to 80 dB SPL and by the noise level of the
recordings of −13 to −19 dB SPL.

When L1,L2 maps were recorded at different stimulus
frequency combinations in the same specimen, maps with

strong islands were always recorded for the lower stimulus
frequencies and maps not showing strong islands for the
higher frequencies �Fig. 4�. In the two examples shown, the
lower f2 frequencies of 27.5 and 45 kHz produced either a
single triangular island �Fig. 4�c�� or a similarly shaped is-
land flanked by two smaller additional DPOAE maxima
along the L1-L2 diagonal �Fig. 4�a��. In both cases �Figs.
4�b� and 4�d��, the higher f2 frequencies of 45.5 and
57.5 kHz, respectively, resulted in maps without strong is-
lands and with dominant parallel contour lines at the highest
stimulus levels used. Of course, outside our stimulus range
such contours could form convex island-like shapes as it may
occur in Fig. 4�b�.

From 18 recorded maps, 16 were obtained from sensi-
tive animals and were classified as maps with or as maps
without dominant islands �Table I�. The six maps that had
islands as their dominating feature were measured using f2
frequencies between 27.5 and 45 kHz, while the ten maps
without pronounced islands were obtained with f2 between
42.5 and 57.5 kHz. The other two maps were of an interme-
diate type and were obtained with f2 at 37.5 kHz. The aver-
age f1, f2 frequencies for the maps with strong islands were
at 30.7, 34.1 kHz and at 44.9, 48.5 kHz for the maps without
strong islands. This indicates that the two map types are
associated with the low and the high frequency amplitude
maxima of 2f1-f2 DPOAE audiograms �see Fig. 1�. To ob-
tain the most sensitive DPOAE measurements that are com-
parable in DPOAE level we measured the maps at the opti-
mum frequency ratio that was determined for each specimen
and f2 frequency individually. This procedure introduces the
frequency ratio as additional parameter �Table I�, however
there was no significant correlation between the map type or
the used f2 frequency and the optimum frequency ratio �see
legend of Table I�. From the maps, the slope of DPOAE-
amplitude growth along the L1=L2 diagonal was measured
close to threshold, for a 7.5 dB increase of stimulus levels,
starting at the first DPOAE-amplitude data point above
−6.5 dB SPL. In the case of the maps with dominating is-
lands, the slope was 3.14+0.57 dB/dB�n=6�, for maps with-
out strong islands the slope was at 2.82+0.65 dB/dB�n=6�.
The similarity of the slopes in both types of map may be due
to the fact in most maps where islands were not the dominant
feature �e.g., in Fig. 3 or Fig. 4�d��, nonetheless, small
island-like shapes could appear at threshold just above the
noise level.

B. DPOAE growth functions

To verify that the classification in two map types based
on the shape of contour areas reflects quantitative differences
in the change of DPOAE level with stimulus levels, we ana-
lyzed the individual relations between the 2f1-f2 DPOAE
value and the level of the f1 tone for a given value of L2,
which will be called from now on, DPOAE growth func-
tions. Of the 344 growth functions analyzed, 61.6% �212�
show a local maximum of the 2f1-f2 level at intermediate
L1 levels �Fig. 5�a��. The 2f1-f2 decrease for L1 levels be-
yond the maximum is associated with an abrupt change of
the 2f1-f2 phase �Fig. 5�a��. In 16% �55� of the growth func-

FIG. 3. Amplitude and phase of the 2f1-f2 DPOAE as function of stimulus
levels L1 and L2. These data were recorded from a specimen of E. affinis
different than that shown in Fig. 2 and the stimuli used were f2
=45.0 kHz and f2/ f1=1.07. This map is dominated by parallel contour
lines that are perpendicular to the L1=L2 diagonal.
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tions, their shape is characterized by a “kneepoint,” follow-
ing the definition given by Meenderink et al. �2005�, which
indicates that at a certain L1,L2 stimulus combination below
maximal intensity applied, there is a small decrease or flex-
ion, but no dip as in the growth functions with a local maxi-
mum, and a further increase of the 2f1-f2 DP value at higher
intensities �result not shown�. The rest of the growth func-
tions, 22.4% �77� consists of a monotonous increase of
DPOAE level over the whole stimulus intensity range used
�Fig. 5�b��.

The percentage of the types of growth functions present
in each map type differs significantly �unpaired t test, p
�0.05�. For this analysis we considered 16 maps, six that
had a strong island and ten without strong island. We ex-
cluded the two maps that could be classified as intermediate

type. Maps with a strong island have a greater percentage of
growth functions with a local maximum �86.3%�, than the
maps without strong island �46.1%� and show fewer mono-
tonic growth functions �7.7%� and functions with a knee-
point �6.0%�, than the maps without strong island �31.6%
and 22.4%, respectively�. The two types of maps also differ
in the features of the growth functions with local maxima. In
maps with strong islands, the value of the local maximum is
significantly higher, �36.6±2.8 dB SPL, mean and standard
error of the mean�, than in the other type of map
�16.3±1.7 dB SPL�. In none of the maps without a strong
island was the local maximum above 30 dB SPL, while five
of the six maps that showed a dominant island had local
maxima above this value.

FIG. 4. Amplitude and phase of the 2f1-f2 DPOAE as function of stimulus levels L1 and L2 in two moths �specimen 1: a,b specimen 2: c,d� for different
stimulus frequencies. In both cases the lower frequency stimulus pairs evoked prominent triangular-shaped islands at intermediate stimulus levels in the map,
whereas the higher frequency stimulus pairs produced parallel contours at the highest stimulus levels tested. In the latter cases, ridges or islands at intermediate
stimulus levels are less prominent or absent.
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C. Effects of an f 3 suppression tone

In seven specimens we obtained L1,L2 maps while ap-
plying an f3 suppression tone, which was chosen to be be-
tween 0.6 and 1.6 kHz below f2 with the level of the sup-
pressor between 52.5 and 70 dB SPL. The suppressor affects
the shape of the 2f1-f2 L1,L2 maps, since it reduces the
DPOAE level at lower stimulus intensities, in particular
close to the L1=L2 diagonal. There is a clear change in the
convex contours and the identifiable wedges �Fig. 6�. At
higher stimulus levels, at and above 70 dB SPL, changes are
absent or less conspicuous. Individual growth functions also
reflect these changes. In Fig. 7 an example of a nonmono-
tonic DPOAE growth function is given, measured at an L2
level of 57.5 dB SPL. A suppression tone of 52.5 dB SPL
preferentially affects the first component of the growth func-
tion �Fig. 7: open triangles�. An increase in suppressor level
to 62.5 dB SPL �Fig. 7: filled circles� leads to complete abol-
ishment of the first component of the nonmonotonic growth
function. Comparable changes during the presence of sup-
pression tones were seen in the other five specimens tested.

IV. DISCUSSION

A. General properties of DPOAEs in E. affinis

The noctuoid moth E. affinis uses ultrasound for in-
traspecific communication during mating behavior �Sander-
ford et al., 1998�, and auditory nerve recordings show its ear
is maximally sensitive at 30–35 kHz, a range where its own
sound emissions have the highest intensity �Coro and Pérez,
1993�. DPOAE audiograms recorded at low stimulus levels
reach maximum amplitude in this frequency range �Coro and
Kössl, 1998�. At medium sound pressure levels of 60/50 dB

SPL �Fig. 1� the frequency range that induces large DPOAE
can extend up to about 50 kHz �Fig. 1; and Coro and Kössl,
1998�. In the most sensitive preparations, the maximum am-
plitude of the 2f1-f2 DPOAE is only about 15–20 dB below
that of the f1 stimulus �Fig. 5�. This indicates strongly non-
linear mechanical properties of the hearing organ. In addi-
tion, it also may reflect the fact that, by directly recording at
the tympanal organ where the receptor cells are situated, any
sound attenuation by auxiliary auditory structures is absent.
Accordingly, when sound transmission to the tympanal organ
involves an auxiliary conduction apparatus, like the acoustic
trachea in another insect species such as the bushcricket
Mecopoda elongata, the DPOAE amplitudes are reduced
�Baumgarten, 2005�.

Sensitive DPOAEs are only recorded when the moths
are in good physiological condition. However, it is quite dif-
ficult to assess the physiological state of insects. Therefore,
in the present study, we took spontaneous antennae move-
ment of the nonanaesthetized animal as an indicator that the
animal is alive �see also Coro and Kössl, 2001�. Kept for
more than 12 h in the recording chamber without sustaining
it artificially, the moth did not show antennae movements or
any other sign of being alive. The fact that at this time the
DPOAEs had strongly deteriorated, of course, does not nec-

TABLE I. The f2 frequencies and frequency ratios f2/ f1 of the two types
of L1,L2 maps. The maps with dominant island shapes were obtained from
five specimens, the maps without dominant islands from nine specimens.
The respective optimum frequency ratios that were used for the map mea-
surement follow normality but differ significantly in their SD �Barlett test
p�0.05�. Therefore, a Welch t test was used which shows that the optimum
ratios of both types of maps do not differ significantly �t Welch=0.74, p
=0.49�. This indicates that the type of the map does not depend on the used
frequency ratio. In addition, there is no significant correlation between f2
and the corresponding f2/ f1 ratio for maps with dominant islands, for maps
without dominant islands, and for all maps grouped together �P=0.68, p
=0.73, and p=0.65, respectively�

Maps with dominant
island �n=6�

Maps without dominant
island �n=10�

f2 f2 / f1 f2 f2 / f1
30 1.11 57.5 1.09
45 1.07 45 1.07
35 1.03 42.5 1.09

27.5 1.03 57.5 1.05
30 1.11 42.5 1.09

37.5 1.35 42.5 1.09
47.5 1.09
45 1.05

47.5 1.09
57.5 1.09

Mean 34.1 1.12 48.5 1.08
SD 6.45 0.12 6.47 0.02

FIG. 5. Level of the 2f1-f2 distortion product �solid circles� and 2f1-f2
phase �open circles� as a function of L1 at a fixed L2 level of 62.5 dB SPL
for �a� f1=34 kHz and f2=35 kHz and �b� f1=54.7 kHz and f2
=57.5 kHz. The horizontal dashed lines represent the mean value of the
noise plus one SD. The graph in �a� shows a local maximum of 39 dB SPL
for the 2f1-f2 DPOAE at an L1 level of 67.5 dB SPL, and a pronounced
decrease of DPOAE level for higher L1 levels associated with a change of
the 2f1-f2 phase. The graph in �b� shows a monotonous growth of the
2f1-f2 level with increasing values of L1 starting at around 45 dB SPL.
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essarily prove that, e.g., metabolically active receptor cells or
supporting cells are involved, since additional factors like
dehydration could have changed general mechanical proper-
ties of the tympanum. But at this stage, the triangular-shaped
map contours, which we take as an indicator of a compres-
sive nonlinearity associated with transduction �see below�,
had disappeared. In addition, DPOAEs within these contours
are strongly affected by acoustic suppression. This indicates
that the most sensitive DPOAEs indeed reflect properties of
the transduction apparatus in this species. Further evidence
that sensitive DPOAEs in insects depend on active metabo-
lism comes from studies where those DPOAEs were reduced
during hypoxia or by using anaesthetics �Kössl and Boyan,
1998; Coro and Kössl, 2001�.

B. Level maps and types of nonlinearities in the ear
of E. affinis

To be able to discuss the implications from the shape of
L1,L2 maps for mechanical nonlinearities involved in audi-
tory transduction in the hearing organ of E. affinis, a graphi-
cal illustration of the consequences of different nonlinearities
on map contours is given in Fig. 8 �see also Meenderink and
van Dijk, 2005�. This simulation does not take into account
mechanical frequency filtering prior to sensory transduction
and is independent of the input frequencies. The intention of
this simulation is to show that specific properties seen in the
data could be produced by certain transfer functions.

Expansive nonlinearities like a cubic function �Fig. 8�a��
result in parallel contour lines with a slope of L2=−2L1 for
the 2f1-f2 distortion. In the maps from E. affinis such fea-
tures are prominent in the maps without strong island with
high frequency stimulation �Figs. 3, 4�b�, and 4�d��. In con-
trast, convex contours that run parallel to the L1=L2 diago-
nal are a characteristic of compressive or clipping nonlineari-
ties as they are given by Boltzmann functions �Fig. 8�b��. In
E. affinis the island-dominated maps had maximum ampli-
tudes close to the L1=L2 diagonal. The shape of the contour
lines, however, was clearly different from that of a Boltz-
mann function with its operating point at a symmetric posi-
tion �Fig. 8�b��. The most characteristic features of island-
dominated maps in E. affinis are triangular-shaped convex
contours with quite an abrupt change of DPOAE level at a
constant L1 or L2 level close to 70 dB SPL. Such abrupt
level changes at a constant L1 or L2 level can be produced if
the operating point of a Boltzmann function is asymmetric
�Figs. 8�c� and 8�d�; Lukashkin and Russell, 1999� and either
minima or maxima at a constant L1 or L2 are the prominent
features of such maps. Operating point shifts in both direc-
tions produce triangular-shaped contours at low to interme-

FIG. 6. Amplitude and phase of the 2f1-f2 DPOAE as function of stimulus levels L1 and L2 in the absence �a� and the presence �b� of an f3 suppression tone.
The stimuli used were f1=27.8 kHz and f2=37.5 kHz in �a�, together with f3=36.5 kHz at 70 dB SPL in �b�. The stimuli were applied alternatively with and
without the suppression tone for each L1, L2 combination.

FIG. 7. Influence of an f3 suppression tone on a DPOAE growth function
measured at an L2 level of 57.5 dB SPL. DPOAE levels without suppressor
�open circles� are compared to values obtained during suppression with
52.5 dB SPL �open triangles� or 62.5 dB SPL �filled circles�. The stimulus
frequencies were f1=34.4 kHz, f2=37.5 kHz, and f3=36.0 kHz.
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diate L1 and L2 levels that are reminiscent of the islands in
the respective maps from the moth �Figs. 2�a�, 4�a�, and
4�c��. Distinct convex contours and separation of an island

shape also can be produced if a symmetric Boltzmann func-
tion is combined with a cubic nonlinearity �Fig. 8�e��; the
form of the corresponding island, however, is different to the

FIG. 8. Graphic illustration of L1,L2 maps for the 2f1-f2 distortion derived from different types of nonlinear functions. The contour lines were calculated at
5 dB intervals. Insets show the respective nonlinear functions with a vertical line indicating the position of the operating point. �a� Cubic nonlinearity y
=x3 �b� Boltzmann function y= �1+exp�a� �xa−x��� �1+exp�b� �xb−x���−1 similar to those that describe three state models of mechanoelectrical transduction
in vertebrate hair cells �Corey and Hudspeth, 1983; Crawford et al., 1989; Kros et al., 1992� with a=4, b=10, xa=xb=−0.054. The function was optimized
to obtain maximum overall symmetry, �c� Boltzmann function with operating point shifted to xa=xb=0.225, �d� Boltzmann function with operating point
shifted xa=xb=−0.785, �e� symmetric Boltzmann function �operating point at xa=xb=0.0015� and cubic nonlinearity added �weighting factor 0.01�, �f�
Boltzmann function with shifted operating point �xa=xb=−0.542� and cubic nonlinearity added �weighting factor 0.01�.
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typical triangle island shape in the moth data. Multiple sepa-
rated areas of maximum distortion levels arise if cubic and
asymmetric Boltzmann functions are combined �Fig. 8�f��. In
E. affinis, comparable phenomena are observed in some of
the island-dominated maps �Fig. 4�a��.

The magnitude range of 2f1-f2 levels produced by the
Boltzmann functions in Figs. 8�b�–8�d� is about 60 dB for an
L1=L2 input increase of 20 dB. This is comparable to an
increase of DPOAE level in the maps with most pronounced
islands �e.g., Fig. 4� from about −16 dB SPL �noise level� to
maximum values of close to 40 dB SPL for a L1=L2 in-
crease from 50 to about 70 dB SPL. It is important to note
that the Boltzmann functions that are not combined with an
expansive nonlinearity clip the input already at intermediate
levels of about 60 dB and cause a saturation over most of the
cycle of the output wave form. This would severely restrict
the dynamic range of the system. From auditory nerve re-
cordings in E. affinis it is known that spike responses of the
sensory cells saturate about 20–30 dB above threshold �Coro
and Perez 1984�. A comparable restriction of dynamic range
is found in other tympanal organs �Roeder, 1974; Imiazumi
and Pollack, 2001� and could be due to a mechanical satura-
tion, as seen in the Boltzmann functions, or/and to electro-
physiological adaptation mechanisms in the cell membrane.

The comparison of L1,L2 maps of E. affinis with the
properties of different nonlinear functions suggests, that at
the moth’s most sensitive frequency, close to 30 kHz, a com-
pressive Boltzmann-like mechanical nonlinearity is involved,
similar to those that are used to describe mechanical trans-
duction in vertebrates. The initial slope of the respective
L1,L2 maps along their diagonal of 3.14 dB/dB is close to
the value of 3 dB/dB of a typical Boltzmann function. At
higher frequencies, different nonlinear properties emerge,
possibly described by an expansive nonlinearity. At present it
is open if these are two mechanical processing modes of the
same morphological substrate, most possibly the mechanical
transduction apparatus, or if different components of the
tympanal organ are involved. The observation that acoustic
suppression with a third tone preferentially affects the trian-
gular islands and the low level components of respective
growth functions could indicate the presence of two sources
of DPOAE generation.

The Boltzmann-like nonlinearity seems to be character-
ized by a strongly asymmetric operating point and thus the
shape of the maps differs significantly from that seen in ver-
tebrates �Mills et al., 1994; Whitehead et al., 1995a, b; Kum-
mer et al., 2000; Pibal et al., 2002; Meenderink and van
Dijk, 2005�. A single compressive nonlinearity may be suf-
ficient to explain the properties of maps with strong islands
in accordance with models for DPOAE generation in mam-
mals where a single localized Boltzmann nonlinearity, to-
gether with dynamic adjustment of the operating point, can
account for level dependence of DPOAE �Lukashkin and
Russell, 1998, 1999, 2005; Lukashkin et al., 2002�. Of
course, in the moth, with its two sensory cells that are at-
tached at the same point at the tympanum and the lack of
tonotopicity, models that employ spatial separation of distrib-
uted nonlinear elements, as they could be provided by outer

hair cells along the basilar membrane �Mills, 1997�, would
not work to explain the amplitude and phase behavior of
nonmonotonic DPOAE growth functions.

C. Auditory transduction in tympanal organs

Auditory tympanal organs in insects contain primary
sensory neurons with a single cilium. A dendritic sheet
around the tip of the cilium is enclosed by an extracellular
structure, the so-called cap that is embedded in attachment
cells connected to the tympanum �Gray, 1960; Field, 2005�.
The sensory dendrites of insect auditory receptor neurons are
not structurally polarized like vertebrate hair cells and may
respond to mechanical pressure from any direction perpen-
dicular to their length axis. Intracellular measurement of re-
ceptor potentials from the auditory receptors of locusts �Hill,
1983a, b� reveals that the cells only show depolarizing re-
sponses to sound and no hyperpolarization. Therefore it can
be assumed that the operating point of mechanoelectrical
transduction is shifted strongly towards a saturating region of
the transduction transfer function, in contrast to the situation
in vertebrates, where the structural polarity of the hair bundle
and of the tip links produces either hyper- or depolarizing
receptor currents. If, as in vertebrates, auditory receptor po-
tentials trigger reverse electromechanical force generation in
insects, the transfer characteristics of force generation would
also be dominated by an asymmetric operating point as the
triangular-shaped convex contours of sensitive L1,L2 maps
at around 30 kHz indicate �Fig. 8�.

Recently is has been shown that auditory transduction in
the Johnston’s organ of Drosophila most likely involves
mechanosensitive channels of the TRP �Transient Receptor
Potential� channel family �Kim et al., 2003; Eberl et al.,
2000�, similar to the situation in vertebrate hair cells �Sidi et
al., 2003; Corey et al., 2004�. In Drosophila mutants with
defective putative channel proteins, or defective proteins that
are responsible either for attachment of the cilia tip to the
caps or important for the structural integrity of the cilium,
spontaneous vibrations of the antennae of the Johnston’s or-
gan are absent or reduced �Göpfert and Robert, 2003;
Göpfert et al., 2005�. The altered mechanical vibration char-
acteristic in mutants gives strong evidence for an active me-
chanical amplification mechanism working at frequencies of
a few hundred Hz �Göpfert et al., 2005�. In tympanal organs
of moths, the sensory cells and their supporting cells are
structurally similar to those of Drosophila; their working fre-
quency range, however, is much higher and it remains to be
tested if a possible mechanical amplifier based on proteins
associated with forward transduction can be functional at
such high frequencies.
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Distortion product otoacoustic emission �DPOAE� measures of cochlear function, including
DPOAE suppression tuning curves and input/output �I/O� functions, are not adultlike in human
infants. These findings suggest the cochlear amplifier might be functionally immature in newborns.
However, many noncochlear factors influence DPOAEs and must be considered. This study
examines whether age differences in DPOAE I/O functions recorded from infant and adult ears
reflect maturation of ear-canal/middle-ear function or cochlear mechanics. A model based on linear
middle-ear transmission and nonlinear cochlear generation was developed to fit the adult DPOAE
I/O data. By varying only those model parameters related to middle-ear transmission �and holding
cochlear parameters at adult values�, the model successfully fitted I/O data from infants at birth
through age 6 months. This suggests that cochlear mechanics are mature at birth. The model
predicted an attenuation of stimulus energy through the immature ear canal and middle ear, and
evaluated whether immaturities in forward transmission could explain the differences consistently
observed between infant and adult DPOAE suppression. Results show that once the immaturity was
compensated for by providing infants with a relative increase in primary tone level, DPOAE
suppression tuning at f2=6000 Hz was similar in adults and infants. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2359237�

PACS number�s�: 43.64.Jb, 43.64.Kc, 43.64.Ha �BLM� Pages: 3832–3842

I. INTRODUCTION

Distortion product otoacoustic emissions �DPOAEs� of-
fer a noninvasive probe of cochlear function in humans.
DPOAEs are generated when two stimulus tones �f1 , f2� are
presented simultaneously to the ear at sound pressure levels
L1 and L2, respectively. The cochlea produces intermodula-
tion distortion at frequencies mathematically related to the
stimulus frequencies. The most robust of these distortion
products is at 2f1− f2. DPOAEs provide a window into hu-
man cochlear function and maturation, although they can be
strongly affected by noncochlear factors.

A decade of work has shown that various features of the
2f1− f2 DPOAE are not completely adultlike in human in-
fants �Abdala, 1998, 2001, 2004; Brown et al., 1995; Lasky,
1998�. At f2=6000 Hz, and to a lesser extent at 1500 Hz,
DPOAE suppression tuning curves �STCs� are excessively
narrow and sharp, and the low-frequency flank is steep in
human infants relative to adults. These age differences have
been observed in very premature infants, at term birth, and
during the first 6 months of postnatal life �Abdala et al.,
2006�. Additionally, the growth of suppression, which is
measured by estimating a slope value from the DPOAE am-
plitude � suppressor level function, is more shallow for sup-

pressor tones lower than f2. The immaturities in suppression
growth are restricted to the lowest frequency suppressor
tones presented �3047–4559 Hz� nearly an octave below the
f2 frequency of 6000 Hz. In this range, suppression threshold
�suppressor level required to just initiate DPOAE amplitude
reduction� is elevated in infants. All of these nonadultlike
characteristics are restricted to the STC at frequencies sig-
nificantly lower than the f2 frequency.

DPOAE input/output �I/O� functions at f2=6000 Hz
�f2 / f1=1.2� are not adultlike in infants either. Adult I/O
functions show growing DPOAE amplitude as stimulus level
is increased from low to moderate levels, followed by satu-
ration at moderate-high levels �Abdala, 2000�. Although the
specific configuration of the I/O function varies with fre-
quency and subject to some extent, DPOAE amplitude
growth generally follows this pattern in normal-hearing
adults. The majority of infant DPOAE I/Os at f2=6000 Hz
also show amplitude growth with increasing level and satu-
ration; however, up to 43% can show monotonic, nonsaturat-
ing functions �Abdala, 2000�. When present, amplitude satu-
ration is observed at elevated stimulus levels �mean
=77–79 dB SPL� relative to adults. Abdala �2000� hypoth-
esized that this age difference in the saturation characteristics
of the I/O function arose from immaturities in operational
range of cochlear amplifier function.

Lasky �1998� also studied the DPOAE I/O function in
adults and neonates and found, in both groups, that the I/O

a�A preliminary report of this research was presented at the March 2006
meeting of the American Auditory Society in Scottsdale, AZ.

b�Electronic mail: cabdala@hei.org

3832 J. Acoust. Soc. Am. 120 �6�, December 2006 © 2006 Acoustical Society of America0001-4966/2006/120�6�/3832/11/$22.50



function was generally similar in slope with the initial por-
tion showing unity gain. In contrast to Abdala �2000�, Lasky
found adult I/O functions to be more linear with less evi-
dence of saturation. One explanation for these seemingly dis-
crepant results is that Lasky recorded DPOAEs using pri-
mary tone levels up to 65 dB SPL only, whereas Abdala and
colleagues recorded I/O function with levels up to 85 dB
SPL. Both investigators hypothesized a possible immaturity
in cochlear amplifier function as the basis for the age differ-
ences observed, but cautioned that immature outer and
middle ear function may have influenced the results.

Reports of cochlear immaturity in human infants, as
measured with OAE methodology, have been mixed. Brown
and colleagues reported immature cochlear filtering in new-
borns at 4000 Hz as measured by DPOAE f2 / f1 ratio func-
tions �Brown et al., 1995�. In contrast, Bargones and Burns
�1988� recorded suppression tuning curves from spontaneous
OAEs in 2–3-week-old newborns and found the tuning char-
acteristics to be adultlike. Similarly, Eggermont et al. �1996�
reported adultlike cochlear travel times calculated from
DPOAE latency for term and preterm neonates. Clearly, re-
ports about functional development of the human cochlea are
equivocal. However, several studies �Abdala, 1998, 2001,
2004; Brown et al., 1995; Lasky, 1998� have reported age
differences between adults and infants using OAE methodol-
ogy, known to be an assay of cochlear function.

The source of the DPOAE immaturity in infants has
been scrutinized to a limited extent. A simple model produc-
ing reversible outer hair cell �OHC� dysfunction in human
adults taking therapeutic doses of aspirin did not support the
OHC as a source of DPOAE immaturity �Abdala, 2005�.
When the OHC motility was disabled in normal-hearing
adult subjects taking aspirin, the resulting DPOAE STCs did
not resemble infant tuning curves. Additionally, anatomical
data indicate that OHCs are morphologically mature very
early in gestation �Lavigne-Rebillard et al., 1987�. It is not
known if the physical properties of the basilar membrane are
immature in human newborns. It is possible that passive
stiffness and mass characteristics of the basilar membrane
are not adultlike, thus affecting the vibratory motion; how-
ever, this factor is difficult if not impossible to explore in
human infants.

It is also possible that the nonadultlike DPOAE results
observed in infants are due to a noncochlear immaturity.
DPOAEs are evoked by pure tones that must travel though
the outer and middle ear before reaching the cochlea to pro-
duce a response, thus they will be greatly affected by the
forward transmission characteristics of the middle ear. Con-
versely, the OAE must travel from its points of origin on the
basilar membrane, back out through the middle and outer ear,
before being recorded by a probe microphone in the ear ca-
nal. The impact that an immature but healthy middle/outer
ear system might have on OAEs recorded from human in-
fants has not been well studied, although it has been shown
that wideband acoustic transfer functions of the ear canal and
middle ear are immature in infants �Keefe et al., 1993, 2002�
and remain nonadultlike until 11 years of age �Okabe et al.,
1988�.

The anatomy of the human ear canal changes signifi-
cantly during early childhood. The ear canal is relatively
straight and short in infants and has a curved axis in adults
�Northern and Downs, 1984�. The ear-canal wall in infants
has no bony portion and consists of a thin layer of cartilage
that is highly compliant �Anson and Donaldson, 1981�. The
ear canal continues to mature up through age 9 years. The
diameter and length of the ear-canal increase significantly
from birth through 6 months of age �Keefe et al., 1993�.

Findings obtained in human temporal bones show how
the anatomy of the human middle ear changes during child-
hood. The plane of the tympanic membrane relative to the
ear canal axis is more horizontal in the term infant and is
adultlike by age 3 years �Ikui et al., 1997�. The middle-ear
ossicles are completely formed and ossified, and the middle-
ear muscles are fully developed prior to birth �Saunders et
al., 1983�. However, the middle-ear cavity volume increases
postnatally until the late teenage years �Eby and Nadol,
1986� and may influence the ossicular orientation. The
middle-ear cavity volume is 640 mm3 in adults and 452 mm3

in infants of age less than 1 year �Ikui et al., 2000�. The
distance between the stapes footplate and the TM is larger in
adults than in infants of postnatal age up through 6 months
�Eby and Nadol, 1986�. These postnatal changes in the hu-
man ear-canal and middle-ear structure are the likely source
of changes in ear-canal and middle-ear functioning.

The DPOAE contains information on both cochlear and
middle-ear functioning. Because middle-ear transmission is
linear and cochlear generation is nonlinear, it is possible un-
der some conditions to separate the effects of middle-ear and
cochlear mechanics. DPOAE I/O functions have been used
to indirectly estimate the effect of middle-ear transmission
on the shapes of forward and reverse middle-ear transfer
functions �Keefe, 2002�. This model was based on an as-
sumption that the distortion characteristics of the basilar
membrane are uniform across a broad portion of its length,
including the tonotopic region extending from 0.5 to 8 kHz.
If this model is correct, the DPOAE I/O function should have
an approximately invariant shape across frequency within
this scaling region, with frequency-dependent changes due
only to forward and reverse transmission through the middle
ear. With respect to a reference DPOAE I/O function at
1 kHz, Keefe proposed that a translation of the I/O function
along its stimulus-level dimension �L2� represented differ-
ences in forward middle-ear transmission across frequency,
while translations in DPOAE level represented differences
across frequency in reverse middle-ear transmission. These
translations were visually represented as a horizontal shift of
the DPOAE I/O function on its stimulus axis and a vertical
shift along its response axis.

Shera and Miller �2002� proposed an improved model
that assumed distortion invariance on the composite L1−L2

stimulus dimensions of DPOAE responses rather than on the
L2 dimension assumed by Keefe �2002�. Shera and Miller
predicted relatively small bias errors in the Keefe �2002�
method to estimate forward transmission, but larger bias er-
rors in reverse transmission, especially at the highest f2. The
predicted bias errors were less than the variability found in
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human temporal-bone measurements �Puria et al., 2003� for
f2 up to 4000 Hz and were slightly larger at f2=6000 Hz
�Keefe, 2006�.

In the present study, we examine whether age differ-
ences between DPOAE I/O functions, from infants at birth
and through 6 months of age and from adults, reflect matu-
ration of cochlear or middle-ear mechanics. A model was
generated to fit DPOAE I/O function data. It is based on the
linearity of middle-ear transmission �below the threshold of
the middle-ear muscle reflex� and the nonlinearity of the
cochlear-generation process. Only data at a single f2 fre-
quency are used to test the model. Thus, no assumption con-
cerning distortion invariance across frequency is required. If
the cochlear mechanics in the model is assumed to be mature
at all ages, then the only remaining difference should be how
middle-ear transmission varies with age.

If the model is unsuccessful at fitting DPOAE I/O func-
tions measured in infants from birth to 6 months, by holding
the cochlear-related parameters constant and varying only
the middle-ear transmission parameters, then this would sup-
port the hypothesis that immaturities in DPOAE responses
are at least partly due to immaturities in their cochlear me-
chanics. If the model is successful at fitting the data in this
manner, then this would support the hypothesis that immatu-
rities in DPOAE responses are due to immaturities in ear-
canal and middle-ear functioning. In the latter case, it would
also be possible to estimate the maturational shifts in forward
and reverse transmission through the ear canal and middle
ear in infants relative to adults. The main goal of this study is
to address whether such immaturities in middle-ear transmis-
sion can explain the nonadultlike DPOAE suppression tuning
results consistently observed at f2=6000 Hz.

II. METHODS

A. Subjects

Twenty-seven normal-hearing adults and 35 healthy in-
fants participated as subjects in this study. The 27 adults had
a mean age of 27.8 years �range=18–35 years� and audio-
metric thresholds �15 dB HL for frequencies from
250 to 8000 Hz. Eleven right and 16 left ears were tested.
Eighteen subjects were female and nine were male. All adult
subjects had negative histories of hearing loss and otologic
pathology.

Of the 35 infant subjects, 21 were term born and 14
were infants born prematurely �mean age at birth=35 post-
conceptional weeks� but tested after they reached termlike
status, i.e., 37–41 weeks postconceptional age �PCA�. In-
fants had a mean birth weight of 2920 g �range
=1470–3955 grams� and mean one and five minute Apgar
scores of 7.7 and 8.7 �range=5–10�. There were 16 females
and 19 male infants, 17 right and 18 left ears. Other than
premature birth, none of the infants had high-risk factors for
hearing loss and all infant subjects passed a hearing screen-
ing at 35 dB HL with a click-evoked auditory brainstem re-
sponse �ABR� and a DP-gram �f2 frequencies ranging from
1500 to 8000 Hz�.

B. Instrumentation and signal processing

A custom-designed DPOAE acquisition system �Sup-
prDP� was used to generate stimuli and acquire data under
the control of custom software using a 48 000-Hz sampling
rate. The data acquisition hardware was based on an Audio
Processor developed by House Ear Institute Engineering De-
partment. The hardware includes two-channel D/A, two-
channel A/D, and a DSP processor �all 24-bit� as well as an
analog high-pass filter �12 dB/oct; 700 Hz high-pass cutoff�.
The data acquisition system was connected to an Etymotic
Research ER-10C probe microphone. The ER-10C probe
contains two output transducers and a low-noise microphone.
The two primary tones and suppressor tone were generated
by the DSP processor. The primary tone at f1 was generated
by one D/A converter and delivered via one transducer. The
primary tone at f2 and the suppressor tone were produced by
the second D/A converter and output through the second
transducer. The microphone signal was high-pass filtered be-
fore being sampled by the A/D converter.

C. Data acceptance criteria

Twenty sweeps of the microphone signal were averaged
by the DSP processor and comprised one block of data.
Sweeps were accepted into a block only when the estimated
root mean-squared level in that sweep did not exceed a user-
controlled artifact rejection threshold. To ensure adequate
subject state, a block of data was rejected whenever the ac-
ceptance criteria described below were not met. A minimum
of 6 and a maximum of 12 acceptable blocks of data were
averaged to compute the final DPOAE amplitude or the
DPOAE grand average.

A DPOAE response was accepted if �1� the noise mea-
surements for three frequency bins �11.7 Hz wide� on either
side of the 2f1− f2 frequency were �0 dB SPL and �2� the
measured DPOAE level was at least 5 dB above the average
noise measured in the six bins around 2f1− f2. If the maxi-
mum number of blocks were collected �12 blocks or 240
sweeps� without meeting these criteria, no DPOAE response
was accepted and the program moved on to the next test
condition.

D. Calibration

Intermodulation distortion produced by the recording
system at 2f1− f2 was measured with the probe in a Zwis-
locki coupler for all test conditions. The mean level of dis-
tortion was −25 dB SPL. The recording system noise floor
was determined using a similar method with no tones
present. The level of system noise floor ranged between −23
and −30 dB SPL.

An in situ calibration procedure was conducted on both
output transducers before each subject was tested. A chirp
tone �swept-frequency signal from 10 to 10 000 Hz� with
fixed voltage was presented to the transducer and the result-
ing SPL of the tone recorded in the ear canal. Based on this
information, an equalization of output levels was performed
for each subject to achieve target stimulus levels across test
frequencies.
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E. Procedure

All DPOAE testing was conducted at f2=6000 Hz only.
The most marked age effects for DPOAE suppression have
been previously observed at f2=6000 Hz. For this reason,
6000 Hz was chosen as the test frequency to enhance the
probability of detecting age effects. Attempts were also made
to collect low-frequency data. Thirty-eight newborns were
tested at f2=1500 Hz. However, noise in this frequency
range was excessive at the older ages �3–6 months� and pre-
cluded successful completion of the protocol.

Adult subjects were tested within an IAC sound-
attenuated booth at the House Ear Institute while sitting com-
fortably in a padded easy chair, reading or resting. One
1.5–2 h session was required for each adult. DPOAE I/O
functions were generated with primary tones ranging from
30 to 85 dB SPL �L1� in 5-dB steps and a 10-dB level sepa-
ration �L1�L2�. Such a L1−L2 difference may not result in
maximizing the DPOAE SPL at each L2 �Kummer et al.,
1998�, but the relevant issue in the current developmental
study is that L1−L2 be the same for infants and adults. Two
I/O functions were collected per subject. The mean of these
two functions was used in subsequent analyses.

DPOAE suppression tuning was recorded at three stimu-
lus levels in adults: ten adults were tested at 65–55 dB SPL,
ten at 55–45 dB SPL, and seven at 50–40 dB SPL. To gen-
erate a suppression tuning curve �STC�, 15 different suppres-
sor tones were presented at frequencies around f2 ranging
from 3047 to 7239 Hz. The suppressor tone was presented
ipsilaterally with the primary tones and increased in 5-dB
intervals from 30 to 85 dB SPL. Unsuppressed DPOAE am-
plitude was measured at the start of data collection and prior
to the presentation of each new suppressor frequency. Sup-
pression tuning curves were generated with two suppression
criteria: 2 and 6 dB. To generate STCs, the suppressor levels
producing criterion suppression were calculated for each
suppressor tone and plotted as a function of suppressor fre-
quency.

Infant subjects were tested initially at 37–40 weeks
postconceptional age. DPOAE I/O functions and DPOAE
suppression tuning curves at f2=6000 Hz were recorded at
this initial test as described for adult subjects above. DPOAE
STCs were only recorded at one primary tone level in in-
fants: 65–55 dB SPL. Sixteen of the 35 infants were then
followed for 6 months after birth and a DPOAE I/O function
was recorded at ages 3 months �mean=85.4 days�, 4 months
�mean=117.4 days�, 5 months �mean=148.7 days� and
6 months �mean=182.9 days�. Infant testing took place at
the Infant Auditory Research Laboratory, University of
Southern California, Los Angeles County �USC+LAC�,
Women and Children’s Hospital, in a quiet room away from
the normal nursery and neonatal intensive care unit. Infants
were tested in their hospital isolettes whenever possible, or
occasionally tested while held in the parent’s arms or, at
older ages, while seated in a car seat. All infants were tested
during natural sleep and a test session was typically
2 to 2.5 h in duration.

F. Analysis: DPOAE STCs

DPOAE STCs generated with 2- and 6-dB suppression
criteria were recorded in adults and infants and analyzed in
the following manner: �1� the STC width was measured
10 dB above the tip, and the tip frequency was divided by
this width to obtain a Q10 measure; �2� the slope of the low-
and high-frequency flank of the STC was quantified by fit-
ting regression lines from the tip of the STC to end points on
the low- and high-frequency flanks; �3� the tip-to-tail level
was measured by subtracting the suppressor level at the tip
of the STC from the level at the lowest suppressor frequency
�3047 Hz�; and �4� the STC tip frequency and the suppressor
level at the tip frequency were measured.

G. Model to fit DPOAE I/O functions across age

The DPOAE I/O function data were fitted using a model
based on the hypothesis that the cochlear mechanics is ma-
ture at birth, as described in the Introduction. If this hypoth-
esis is correct, then all observed differences in the postnatal
maturation of DPOAE I/O functions should be due to matu-
rational differences in ear canal and middle-ear functioning.
This hypothesis was tested by assessing the ability of the
model to fit the measured I/O functions across age, based on
the form of the cochlear nonlinearity observed in the I/O
functions in adults. The model is further described in the
Appendix.

III. RESULTS

A. Forward and reverse transmission effects from
DPOAE I/O functions

The mean DPOAE I/O functions at f2=6000 Hz for
adults and infants at five ages are shown in Fig. 1. Clearly,
the shape and configuration of the I/O functions vary with

FIG. 1. Mean DPOAE levels are plotted vs L2 at each age. Term infants and
adults are plotted with thickest lines to facilitate comparison; otherwise, line
thickness increases with increasing age. At birth, the number of observations
comprising the mean ranged from n=12 to n=41. At 3 months through
6 months, observations ranged from n=6 to n=16. Reduced n always oc-
curred at the lowest stimulus levels.
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age. The mean adult function shows increasing DPOAE am-
plitude to moderate stimulus levels and an amplitude plateau
typically beginning around 60–65 dB SPL. In contrast, term
infants show amplitude increasing for stimulus levels
through 80 dB SPL and saturation beyond this level. The
intermediate ages �3, 4, 5, and 6 months of age� show am-
plitude saturation at varying stimulus levels, but always at
elevated levels relative to the adult function. Another adult-
infant difference in I/O function is present on the vertical
dimension, where it is evident that DPOAE amplitude is al-
ways larger in the infants than adults. At some stimulus lev-
els, the mean DPOAE amplitude was 17 dB larger in term
infants than adults.

A nonlinear cochlear-generator model G was con-
structed to fit the adult DPOAE I/O function in Fig. 1. In
terms of the root-mean squared pressure amplitude of P0

=0.000 02 Pa, which defines 0 dB SPL, the mean DPOAE
SPL �LDP� in the adult group is fitted as a function of stimu-
lus level L2 by

LDP�L2� = 20 log10
G�P010L2/20�

P0
. �1�

This model implicitly includes ear-canal, middle-ear, and co-
chlear effects in the transformation from stimulus level to
DPOAE level, but the important considerations are that �1�
the function G is nonlinear and �2� the goal is to evaluate the
changes in ear-canal and middle-ear transmission in infants
relative to the corresponding transmission in adults. The
mathematical form of the function G is described in the Ap-
pendix �see Eq. �A5��.

Figure 2 compares the model fit �solid line� to the mean
DPOAE I/O function in adults �circle symbols and replotted
from Fig. 1�, in which the error bars denote ±1 standard error
�SE� of the mean adult I/O function. The I/O function was
approximately linear at low L2, had a peak at moderate L2

�65 dB SPL�, and had a slight rolloff at higher L2. The model
and data agree to within ±1 SE of the data.

Once the cochlear-model parameters were fixed by the
particular form of G shown in Fig. 2, the infant I/O functions
were modeled by calculating the relative change in forward
transmission level �LF and the relative change in reverse
transmission level �LR that provided the best fit between the
model and the mean DPOAE I/O function for each infant
group. This infant-group model is

LDP�L2� = �LR + 20 log10
G�P010�L2+�LF�/20�

P0
, �2�

in which the unknown parameters are �LF and �LR. This
model agrees with the adult model of Eq. �1� when �LF

=�LR=0, and is further described in the Appendix. A con-
ceptual interpretation of this model is as follows. Different
values of �LF and �LR simply translate the model over the
two-dimensional surface of each mean I/O function in in-
fants relative to the mean I/O function for adults. A horizon-
tal translation of the curve corresponds to changes in the
forward ear-canal and middle-ear transmission, with larger
forward attenuation shifting the curve to the right. A vertical
translation of the curve corresponds to changes in reverse
ear-canal and middle-ear transmission, with smaller reverse
attenuation shifting the curve downward.

As shown in Fig. 3, the overall agreement between the
model and data is adequate at every age. The model results
support the hypothesis that maturational differences in the
DPOAE I/O functions of adults and infants are controlled by
maturational differences in ear-canal and middle-ear trans-

FIG. 2. The measured mean �circle symbol� DPOAE I/O function ±1 SE of
the mean �error bar� are plotted along with the predicted DPOAE I/O func-
tion �line� from the model.

FIG. 3. Each panel shows results for one infant age group as labeled. Re-
sults include the measured mean �circle symbol� DPOAE I/O function and
±1 SE of the mean �error bar� along with the predicted DPOAE I/O function
�line� from the model. The dashed lines show the mean noise SPL for each
group.
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mission, not cochlear mechanics. The largest discrepancies in
Fig. 3 occurred at low L2 in the 5- and 6-month age groups.

Concerning forward transmission, the resulting �LF at
f2 is plotted in Fig. 4 as a function of age, in which 0 dB is
the adult baseline value. These predictions suggest that
middle-ear forward transmission was 15 dB less in term in-
fants than adults for the same L2 in the ear canal. The mag-
nitude of �LF decreased with age towards adult values. Con-
cerning reverse transmission, the resulting �LR at fDP is
plotted in Fig. 5 as a function of age. The reverse middle-ear
forward transmission was 13 dB larger in term infants than
adults for the same L2 in the ear canal, and �LR decreased
with age towards adult values. In the oldest infant group
�6 months�, the loss in forward transmission was approxi-
mately 3 dB while the gain in reverse transmission was
7 dB.

These forward and reverse levels were calculated based
on the mean DPOAE I/O function in each age group. The
actual set of DPOAE I/O functions in each age group varied
within the group, as is apparent from the standard errors
�SEs� of the mean plotted in Figs. 2 and 3. This variability
contributed variability to �LF and �LR. An added difficulty
was that the inclusion criterion for the DPOAE assumed a
9 dB SNR, and this criterion level might be achieved in a
given test ear at some L2 values, but not at others, so that the
number of observations varied with both age group and L2.
The effects of these sources of variability on the accuracy of
�LF and �LR were assessed by use of the bootstrap method
�Efron and Tibshirani, 1986�, which enabled calculation of a
�bootstrap� SE for �LF and �LR.

The bootstrap method analyzed 1000 synthetic data sets
�using the Matlab Statistics Toolbox�, in which each syn-
thetic data set was created by randomly sampling N observa-
tions at a time with replacement from the actual N observa-
tions in each data set. A data set comprised the set of
DPOAE SPLs in each ear for each age group at each L2. For
each synthetic data set, the mean DPOAE I/O function was
calculated across the age groups, the adult I/O function was
fitted using the cochlear model of Eq. �1�, and the infant I/O
function was fitted using the middle-ear model of Eq. �2� to
provide an estimate of �LF and �LR. The SE of �LF was
calculated as the standard deviation of the 1000 estimates of
�LF across the synthetic data sets, and similarly for the SE of
�LR.

The SEs for �LF �plotted as error bars in Fig. 4� were
2–3 dB for the full-term, 3-, and 4-month groups, 4 dB for
the 5-month group, and 5 dB for the 6-month group. As a
control, �LF for adults had a mean of 0 dB, as expected for
a transfer function level defined relative to adults, but its SE
was 2 dB. Thus, 2 dB of the variability was due to variability
in the adult group and, otherwise, the variability in infants
increased with age. This may be due to the fact that the
number of infants in each age group decreased with increas-
ing age.

The SEs for �LR �plotted as error bars in Fig. 5� varied
from 1 dB for the full-term, 3-, 4-, and 5-month groups, and
2 dB for the 6-month group. As a control, �LR for adults had
a SE of 0.25 dB. Thus, the inaccuracies were greater in as-
sessing relative forward-transmission effects than for
reverse-transmission effects.

B. Forward transmission and DPOAE STCs

A further test of the hypothesis of cochlear maturity in
newborn infants is whether the forward middle-ear transmis-
sion predictions in Fig. 4 can account for differences in
DPOAE STCs recorded from infants and adults. The predic-
tion of greater attenuation in forward middle-ear transmis-
sion for infants was applied to an analysis of DPOAE STC
data collected in newborns �at term birth or equivalent for
prematurely born infants� and adult subjects. In order to
compensate for reduced stimulus levels reaching the infant
cochlea �due to loss during forward transmission through the
middle ear�, STCs were recorded at the following stimulus
levels �L1 ,L2�: �1� infant and adult: 65–55 dB SPL; �2� in-

FIG. 4. The forward middle-ear level difference ��LF� relative to adults is
plotted as a function of age. The error bars show ±1 SE in the estimate of
�LF.

FIG. 5. The reverse middle-ear level difference ��LR� relative to adults is
plotted as a function of age. The error bars show ±1 SE in the estimate of
�LR.
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fant 65–55 dB SPL vs adult 55–45 dB SPL, and �3� infant
65–55 dB SPL vs adult 50–40 dB SPL. These comparisons
would account for �LF differences of 0, −10, and −15 dB,
respectively �see Fig. 4�. In addition to recording the adult
STC with lower-level stimuli as detailed above, the mean
adult tuning curves were scaled upward by adding 10 or
15 dB to each data point comprising the tuning curve.

Figure 6�a� shows the conventional comparison, in
which infants and adults received the same ear-canal stimu-
lus levels of 65–55 dB SPL. The age differences that have
been reported consistently in the literature were present as
expected in STCs recorded with both 2- and 6-dB suppres-
sion criteria. Only 6 dB STCs are shown in Fig. 6 although
adult-infant comparisons were similar with both suppression
criteria: narrower width for newborns �mean Q10=3.20 for
infants and 1.94 for adults�, steeper low-frequency flank

�mean tip-to-tail levels of 27.2 dB in infants and 15.3 dB in
adults�, and a lower tip level �mean tip levels of 55.6 dB for
infants and 59.3 dB for adults�.

Figure 6�b� shows the first adjusted STC comparison in
which infants have stimulus levels presented +10 dB relative
to adults. Such a comparison would compensate for a for-
ward middle-ear attenuation of 10 dB in infants. The STCs
were more similar: mean Q10=3.20 for infants and 3.19 for
adults. The mean tip-to-tail level was 27.2 dB for infants and
22.8 dB for adults; tip frequency and level showed increased
similarity between adults and infants as well. However, there
were still some marked age differences on the low-frequency
flank, near the low-frequency outer boundaries of the tuning
curve. The infant slope was still steeper, as evidenced by
larger tip-to-tail levels, and tuning curve width was narrower
away from the tip region.

Figure 6�c� shows mean STCs from infants that have
received stimulus levels presented +15 dB relative to the
adult levels. Such a comparison would compensate for a for-
ward middle-ear attenuation of 15 dB in infants relative to
adults, as predicted in Fig. 4. The curves are tightly super-
imposed and are difficult to distinguish for either suppression
criteria. The adult-infant Q10 values �Q10 of 3.20 for infants
and 2.76 for adults�, tip-to-tail levels �27.2 dB for infants and
26.3 dB for adults�, and tip levels �55.7 dB SPL for infants
and 57.1 dB SPL for adults� were similar and adult and in-
fant STCs were essentially superimposed throughout the
range of suppressor frequencies presented, even at the outer-
most boundaries of the curve. These data suggest that, once
the forward transmission is compensated for by providing
infants with a relative increase of 15 dB in stimulus level,
DPOAE suppression tuning at f2=6000 Hz was similar be-
tween adults and infants.

IV. DISCUSSION

A. Ear-canal and middle-ear transmission effects on
DPOAEs

Significant differences were observed between DPOAE
I/O functions in infants and adults �see Fig. 1� measured
using f2=6000 Hz and fDP=4000 Hz. The assumption that
cochlear functioning is adultlike in term infants implies that
such differences are due only to differences in ear-canal and
middle-ear functioning. The adult mean DPOAE I/O func-
tions were fitted using a nonlinear model of cochlear func-
tioning �see Fig. 2�. The infant mean I/O functions were
fitted with a model that was altered only from the adult
model by varying the forward and reverse transfer-function
levels relative to that of the adults. The adequate fit between
the model and measured data in the infant DPOAE I/O func-
tions �see Fig. 3� supports the hypothesis that cochlear func-
tioning is adultlike in newborns.

The resulting predictions of forward transmission show
increased attenuation produced by the infant ear canal and
middle ear relative to the adult ear canal and middle ear �Fig.
4�. Although the present measurements were performed only
at a single frequency, it is likely that forward transmission is
attenuated at lower frequencies as well in infants. If so, such
differences could degrade the transmission of speech and

FIG. 6. Mean DPOAE STCs recorded at f2=6000 Hz with a suppression
criteria of 6 dB in a group of adults and newborns: �a� STCs recorded in
both adults and infants with primary tone levels of 65–55 dB SPL; �b� STCs
recorded with primary tone levels +10 dB for infants; and �c� STCs recorded
with primary tone levels +15 dB in infants
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other acoustic communication signals. Results over a range
of frequencies would be helpful in better understanding for-
ward and reverse ear-canal and middle-ear transmission dif-
ferences between infants and adults across the audible fre-
quency range.

The resulting predictions for reverse transmission show
an increased level gain by as much as 13 dB in the ear canal
and middle ear of infants relative to adults �Fig. 5�. This
added gain is evident from I/O functions presented in Fig. 1
where infant DPOAEs are always larger than adult re-
sponses. This observation is also consistent with multiple
reports, summarized in Gorga et al. �2000�, that DPOAE
amplitude in the pediatric population is significantly larger
than amplitude in adults. The results of experiments investi-
gating maturation of the ABR in human infants show an
influence of ear-canal length and volume on SPL measured
in the ear canal. Sininger et al. �1997� measured ear-canal
SPL in infants and adults by threading an ER-7 probe micro-
phone tube into the ear canal while recording ABR thresh-
olds to clicks and tonebursts. These investigators found, with
a fixed voltage stimulus to the insert earphone receivers, that
the stimulus level was between 0.8 and 27 dB higher in the
ear canal of infants compared to adults. The higher-
frequency tone bursts produced the largest gain in level. The
average level difference for a broadband click was 20 dB in
infant relative to adult ears. Likewise, when ABR thresholds
were compared between adults and infants with the SPL held
constant in each ear, the threshold differences were greatest
at 4000 Hz �24 dB� and negligible at 500 Hz �3 dB�. Sin-
inger and colleagues attributed the differences in ear-canal
SPL and the corresponding age differences in ABR threshold
to the smaller enclosed ear-canal volume in infants relative
to adults.

The tendency of the SEs of �LF and �LR to increase
with increasing age is consistent with the fact that the full
term infant group had as many as 41 observations whereas
maximum number of observations �over all L2� was 17 at age
3 months, 11 at age 4 months, 8 at age 5 months, and 10 at
age 6 months. The fact that the maximum number of obser-
vations in any of the 4–6-month age groups never exceeded
11 ears reduced the accuracy �i.e., increased the SE� of the
measurements of �LF and �LR. The trend in �LF showing a
nonmonotonic shape at 5 months relative to 4 and 6 months
may not be significant inasmuch as the associated SEs over-
lap. Infants at ages 3–6 months have greater forward trans-
mission than full-term infants but less than adults. The find-
ing that the bootstrap SE of �LF was larger than that of �LR

may reflect the fact that the cochlear nonlinearity compresses
the forward-direct input from the ear canal to the cochlear
vestibule, whereas the reverse-directed output is uncom-
pressed.

B. Maturational differences in DPOAE suppression

It has been clearly established in previous investigations,
and in this study, that DPOAE ipsilateral suppression is not
adultlike at birth and remains immature through at least
6 months of age. Various possible sources of this immaturity
have been discussed and considered in previous work, in-

cluding potential cochlear sources. The reader can refer to
these reports for more detailed discussion �Abdala, 1998;
Abdala et al., 1999; Abdala, 2000, 2005�. The results of the
present experiment indicate that one significant source of this
immaturity in infant ears is an immaturity in both forward
and reverse transmission through the ear canal and middle
ear. The loss of energy in forward transmission from the ear
canal to the cochlea is predicted to be approximately 15 dB
for term-aged infants relative to adults at 6000 Hz. This at-
tenuation of forward transmission produces lower stimulus
levels in the cochlea relative to adults, which in turn results
in sharper DPOAE suppression tuning in infants �Abdala,
2001�. This sharper tuning is presumably because the co-
chlear amplifier has increased gain for lower-level stimuli on
the basilar membrane.

It is possible to compensate for this attenuation in for-
ward transmission with a corresponding increase in stimulus
level �and suppressor level� for infant subjects. With this
simple level compensation, the age differences in DPOAE
suppression that have been described over the past decade
are nearly eliminated �see Figs. 6�b� and 6�c��. Thus, a rela-
tive attenuation of energy in forward transmission through
the ear canal and middle ear of infants as old as 6 months
should be expected and considered in OAE testing of babies
in the hospital or audiology clinic. It should be considered
also when implementing a research protocol that is depen-
dent on a specific level presentation. When holding stimulus
constant in the ear canal, it is important to consider that the
resulting lower levels transmitted into the infant cochlea may
activate cochlear amplification more effectively �i.e., provide
enhanced gain and frequency resolution� than the higher lev-
els transmitted into the adult cochlea.

To the extent that forward transmission was reduced in
infants relative to adults at other frequencies than the f1 and
f2 used in this study, the suppressor levels used in measuring
the DPOAE STC would also be reduced in infants relative to
adults. If this forward attenuation were constant across fre-
quency, then the suppressor levels would be reduced by the
same amount as the reductions in L1 and L2. The finding that
the infant and adult STCs are similar in Fig. 6 after scaling
the adult STC by 15 dB suggests that the relative forward
attenuation across frequency is relatively small. It may be
that �LF varies with suppressor frequency, and a more de-
tailed examination of this effect would require additional
data collection over a range of probe frequencies, each with
its corresponding suppressor frequencies.

C. Other contributing factors?

Early interpretations of DPOAE suppression tuning data
in newborns suggested an immaturity in cochlear function
�Abdala, 1998, 2001�. The present findings allow for a more
complete explanation of these age differences by including
the effect of ear-canal and middle-ear immaturities. How-
ever, the findings reported here do not explain age differ-
ences in DPOAE suppression fully. Some features of
DPOAE STC development seem to correspond well to our
maturational predictions of outer and middle ear forward
transmission, but, clearly, others do not. Maturation of sup-
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pression growth at the lowest suppressor frequency
�3047 Hz�, for example, mirrors the predicted time course
for development of middle ear function nicely. At birth, the
slope of suppression growth is excessively shallow and non-
adultlike as reported in numerous studies. However, this
value becomes steeper and almost adultlike by 6 months of
age. It is likely that suppressor levels presented to the new-
born cochlea were attenuated at birth �due to inefficient for-
ward transmission through the conductive pathways�, and
only a reduced range of suppressor levels could be presented.
Consequently, the resulting growth slope was shallower be-
cause it was an incomplete function, lacking the highest sup-
pressor levels. Once forward transmission through the
middle ear approached, a more nearly adultlike status �Fig. 4
shows that forward transmission is within 3 dB of adult lev-
els by 6 months of age�, the suppressor tone at 3047 Hz
showed an appropriately steep, adultlike, pattern of suppres-
sion.

Several other features of DPOAE suppression do not
parallel the maturational time course predicted here for ear
canal and middle ear forward transmission. DPOAE STC
width �Q10� and steepness on the low-frequency flank re-
main nonadultlike at 6 months of age as shown in Fig. 7
�Abdala et al., 2006� even though forward transmission pre-
dicted by our model should be nearly mature by this age.
Since we have only described maturation of middle ear func-
tion around the primary tone frequencies of 5000 and
6000 Hz, it may be that the rate of maturation for frequen-
cies lower than those tested here is slower and continues to
develop beyond 6 months. Additionally, as reviewed in the
Introduction, wideband energy reflectance and acoustic ad-
mittance measured in the ear canal are not adultlike until
sometime after 11 years of age, suggesting that immaturity
in ear-canal and middle-ear functioning has a much longer
time course than 6 months. It should also be noted that re-
verse transmission through the ear canal and middle ear re-
mains immature at age 6 months �see Fig. 5�. Finally, al-
though this work has implicated the middle ear as a
significant factor in explaining age differences in DPOAE
suppression, it is not possible to rule out that some aspect of
cochlear function, probably related to micromechanics or

even the physical properties of the basilar membrane, may
remain immature into the first year of life. More research is
needed to explain the remaining immaturities in DPOAE
suppression at 6 months of age, which are apparent in Fig. 7.

V. CONCLUSIONS

In conclusion, our results, based on a model fitted to
DPOAE I/O functions from infant and adult ears, support the
hypothesis that cochlear function is adultlike in human in-
fants at birth. These findings are consistent with morphologi-
cal data suggesting that cochlear anatomy and structure are
mature early in gestation. The data confirm that the underly-
ing configuration of the I/O function is similar in adults and
infants, once the functions are translated vertically and hori-
zontally to compensate for immaturities in middle/outer-ear
transmission. Additionally, the predicted attenuation in for-
ward middle-ear transmission adequately explains the non-
adultlike DPOAE STCs at f2=6000 Hz, consistently re-
corded from infants over the past decade. Although these
results suggest a normally functioning cochlea at birth �in the
range of 4000–6000 Hz�, it remains the case that normal
sound transmission proceeds through the conductive path-
ways of the outer and middle ear. Therefore, these immatu-
rities, though probably not cochlear in nature as originally
hypothesized, have the potential to influence cochlear func-
tion by affecting the sound levels available to stimulate the
cochlea and initiate basilar-membrane motion. The influence
of immature conductive pathways must be considered in
generating theories of auditory maturation and in interpreting
clinical data. Clearly, only theories of auditory development
that include the influence of the conductive pathway will be
comprehensive enough to adequately describe the matura-
tional process.
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APPENDIX: MODEL TO ANALYZE MATURATIONAL
DIFFERENCES IN DPOAE I/O RESPONSES

This appendix specifies the modeling of DPOAE I/O
functions discussed in the main body of this report. A refer-
ence location in the cochlea is defined in a region sufficiently
basal to the tonotopic place of f2 that the basilar-membrane
mechanics are approximately linear. Such a location might
be at a tonotopic place a half-octave below f2. The cochlear
level describes the pressure difference acting across the basi-
lar membrane. The cochlear level of the forward traveling
wave at f2 is L2+LF, in which LF=LF�f2� is the forward
transfer function level at f2 between the microphone and the
reference cochlea location, including the forward pressure
transfer function of the middle ear. The stimulus frequencies
used in the measured data were sufficiently close �f2 / f1

=1.2� that LF is approximately constant at f1 and f2. The
corresponding cochlear level of the forward traveling wave

FIG. 7. Mean DPOAE STCs �f2=6000 Hz� with primary tone levels of
65–55 dB SPL and suppression critieria of 6 dB in a group of adults and
6-month-old infants.
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at f1 is L1+LF. These stimuli produce a DPOAE signal at the
reference cochlear location at fDP=2f1− f2, which is reverse
transmitted to the ear canal.

Because f1, f2, and L1−L2 are each fixed in the experi-
ments and because LF�f1��LF�f2�=LF, the DPOAE level at
the cochlear reference location is only a function g�L2+LF�
of the input level at that location. The DPOAE level LDP at
the probe microphone is related to the cochlear level g by the
reverse transfer function LR=LR�fDP� at frequency fDP be-
tween the reference cochlear location and the probe micro-
phone, so that

LDP�L2� = LR + g�L2 + LF� . �A1�

An increase in LF increases forward transmission from
the ear canal to the cochlea, and an increase in LR increases
reverse transmission. The hypothesis that the cochlear me-
chanical source of DPOAE generation is mature at birth is
represented by the fact that the nonlinear generator function
g is independent of age. It follows that DPOAE level can
vary with age only if at least one of the forward and reverse
transfer-function levels varies with age. The cochlear genera-
tor function g may be specified by a single-source DPOAE
model at the f2 place or a two-source model at the f2 place
and fDP place.

If present, multiple internal reflections of the DPOAE
within the cochlea depend on both cochlear source charac-
teristics �at the apical DP place in the cochlea� and middle-
ear characteristics �at the oval window where the DPOAE is
internally reflected from the middle ear�. The model in Eq.
�A1� is interpreted using a group of responses rather than a
single-subject response so that effects of multiple internal
cochlear reflections are assumed to average out.

The mean DPOAE level is written as LDP,i in infants and
LDP,a in adults. The mean forward and reverse transmission
levels are written as LF,i and LR,i, respectively, in infants, and
as LF,a and LR,a, respectively, in adults. Without loss of gen-
erality, the mean forward and reverse transmission levels in
adults are defined as zero, i.e., LF,a=LR,a=0 dB. The result-
ing mean forward and reverse transmission levels in infants
are measured as level differences �LF and �LR, respectively,
relative to the adult levels. The adult model simplifies to

LDP,a�L2� = g�L2� �A2�

so that the function g is a model that adequately fits the
DPOAE I/O function in adults.

The stimulus level L2 is converted to stimulus pressure
magnitude q in terms of the reference pressure P0 by

q = P010L2/20. �A3�

The predicted DPOAE magnitude p at the probe microphone
is calculated at frequency fDP using a nonlinear source func-
tion G�q� with model parameters A0, �, qc, d1, d2, d3, and d4:

p = G�q�

=
P0A0q�

�1 + �d1�q/qc� + d2�q/qc�2 + d3�q/qc�3 + d4�q/qc�4�8�1/8 ,

�A4�

The function G�q� acts as a power-law fit for low-level

stimuli �q�qc� with p� P0A0q�. The parameter qc is the
critical stimulus amplitude defining the low-level regime, �
is the power-law exponent, and A0 scales the output ampli-
tude. The parameters d1, d2, d3, and d4 specify a fourth-order
polynomial in q /qc describing the mid-level shape of the
function. The exponent of 1

8 �along with its inverse exponent
8� in the denominator was selected to best fit the data. This
model performed better than models using exponents of 1

6 , 1
4 ,

or 1
2 .

Using Eq. �A2�, the predicted ear-canal DPOAE level in
the adult group is defined with the function g as follows:

LDP,a�L2� = g�L2� = 20 log10
p

P0
= 20 log10

G�q�
P0

= 20 log10
G�P010L2/20�

P0
. �A5�

The parameters in Eq. �A4� were calculated using a non-
linear least squares fit �the function lsqcurvefit in the Matlab
Optimization Toolbox�, with resulting values A0=0.0130, �
=0.717, qc=0.632 Pa, d1=2.122, d2=−0.071, d3=0.237, and
d4=−0.062. The model fit remained within ±1 SE of the
mean data �see Fig. 2�. This model is only intended to fit
DPOAE I/O data measured with L1=L2+10 dB, f2

=6000 Hz, and f2 / f1=1.2.
With g determined from the adult data, the mean

DPOAE I/O data measured in infants were fitted using the
model in Eq. �A1�, which is rewritten using Eq. �A5� as

LDP,i�L2� = �LR + g�L2 + �LF� ,

=�LR + 20 log10
G�P010�L2+�LF�/20�

P0
. �A6�

The unknowns �LF and �LF were calculated in each age
group using a nonlinear least squares fit.
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Recent physiological studies suggest that comodulation masking release �CMR� could be a
consequence of wideband inhibition at the level of the cochlear nucleus. The present study
investigates whether the existence region of psychophysical CMR is comparable to the inhibitory
areas of units showing a physiological correlate of CMR. Since the inhibitory areas are similar to
suppressive regions at the level of the basilar membrane, the amount of CMR that can be accounted
for by suppression was determined by predicting the data with a model incorporating a peripheral
nonlinearity. A CMR of up to 6 dB could still be experimentally observed for a flanking band �FB�
four octaves below the on-frequency masker �OFM�. For FB frequencies below the OFM, the
suggested model predicts CMR equal to the measured CMR for high levels of the FB. The model
underestimates the magnitude of CMR for midlevels of the FB, indicating that suppression alone
cannot account for CMR. The data are consistent with the hypothesis that wideband inhibition plays
a role in CMR. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2361183�

PACS number�s�: 43.66.Ba, 43.66.Dc, 43.66.Mk, 43.66.Nm �JHG� Pages: 3843–3852

I. INTRODUCTION

The ability to detect a sinusoid in the presence of a
narrow-band masker at the signal frequency may be en-
hanced by the addition of off-frequency masker components
�referred to as flanking bands, FB�, but only if the FBs are
comodulated with the on-frequency masker �OFM�. This ef-
fect is commonly referred to as comodulation masking re-
lease �CMR� and the type of experiment as a flanking band
experiment �Hall et al., 1984; Verhey et al., 2003�. Comodu-
lation masking release has been studied primarily in humans
but can also be observed in other mammals �Wagner et al.,
2002; Budelis et al., 2002� and birds �Langemann and
Klump, 2001�. For FBs close to the signal frequency it has
been assumed that a CMR is caused by information process-
ing within the auditory filter at the signal frequency. The cue
would be a change in the modulation depth of the beating
masker components due to the presence of the signal �e.g.,
McFadden, 1986; Schooneveldt and Moore, 1987�. Verhey et
al. �1999� showed for another type of CMR experiment—the
band-widening experiment—that most of the masking re-
lease could be predicted with a model that is sensitive to
amplitude modulation within the auditory filter at the signal
frequency. It is unlikely, however, that within-channel cues
based on modulation perception could account for the obser-
vation that CMR occurs over a three-octave range when us-
ing an FB paradigm �Cohen, 1991�. It was hypothesized that
CMR in conditions with widely spaced masker components
resulted from a process that combines the information across
frequency bands, i.e., an across-channel process �Verhey et
al., 2003�. The neurophysiological mechanisms, however, re-
main obscure.

Some recent physiological studies shed some light on
possible neural mechanisms underlying CMR �Nelken et al.,
1999; Pressnitzer et al., 2001; Nieder and Klump, 2001;
Hofer and Klump, 2003; Neuert et al., 2004; Las et al., 2005;
see Verhey et al., 2003 for a review�. For the primary audi-
tory cortex �A1� of the cat, Nelken et al. �1999� suggested
that disruption of the locking to the envelope of the slowly
fluctuating noise was a possible cue for the detection of tonal
signals in a modulated background noise. Las et al. �2005�
showed that locking suppression similar to the one in A1
could also be found in some units at the level of the medial
geniculate body �MGB� and was absent in the inferior colli-
culus �IC� of the cat. Nieder and Klump �2001� and Hofer
and Klump �2003� studied CMR in a homologue of the pri-
mary cortex in birds, field L2. The L2 units did not show a
similar envelope locking suppression to the units in A1 of the
cat, which might indicate that locking suppression is specific
to mammals �Las et al., 2005�.

Physiological data in Pressnitzer et al. �2001� and Neu-
ert et al. �2004� indicated that the detection of the tone could
already occur at a very early stage of the auditory pathway.
In the cochlear nucleus �CN� of the guinea pig, they mea-
sured the response to stimuli of the FB type of CMR experi-
ments. They found that the response of some units in the
ventral cochlear nucleus �VCN� to the tonal signal was
higher in the comodulated �CM� condition, i.e., in the pres-
ence of an OFM and a comodulated FB, than in a reference
�RF� condition with only the OFM present. Pressnitzer et al.
�2001� hypothesized that this physiological correlate of CMR
might result from fast-acting wideband inhibition to a
narrow-band cell �see also Verhey et al., 2003�. To test this
hypothesis, Neuert et al. �2004� measured the response of
units in the dorsal cochlear nucleus �DCN� using the same
paradigm and positioning the FB in the inhibitory sidebands
of the units. They observed that DCN units showed an evena�Electronic mail: jesko.verhey@uni-oldenburg.de
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stronger enhancement of the signal representation in the CM
condition compared to the response in the RF condition than
VCN units. The difference was presumably partly due to the
optimized positioning of the FB. In addition, dorsal CN units
typically show stronger inhibitory sidebands than their VCN
counterparts �Verhey et al., 2003�. Figure 1 shows the re-
sponse map of a typical unit showing a strong correlate of
CMR in the study of Neuert et al. �2004�. This unit was
classified as type III since it had a V-shaped excitatory re-
sponse area with inhibitory sidebands and gave an excitatory
response to noise, the maximum of which exceeded one-third
of the maximum response to a tone at its best frequency �BF�
�Stabler et al., 1996�. The majority of type III units showed
the strongest enhancement of the signal in the CM condition.
The light-gray areas in Fig. 1 indicate the excitatory re-
sponse. Inhibition is indicated by dark gray bars pointing
towards the bottom of the figure. Because this unit did not
have spontaneous activity, the location of inhibitory side-
bands was estimated from a two-tone response map. The
two-tone response map was measured with an additional
low-level excitatory tone at the BF of the unit, simulta-
neously gated with the probe tones. Inhibitory areas extend
over several octaves below and, to a lesser extent, above the
BF. The inhibition tends to increase as the level increases.

If the psychophysical CMR in humans originates from
inhibition, then a large magnitude of CMR would be ex-
pected in conditions with high FB levels and low OFM lev-
els. In addition, CMR should be observed up to large spectral
distances between OFM and FB. Psychophysical studies on
CMR do not agree on the effect of the FB level relative to
the level of the OFM. Some studies show an increased CMR
when the OFM level was lower than the level of the FB
�Schooneveldt and Moore, 1987; Cohen, 1991�. However,
others found the largest release from masking for FBs with
the same level as the OFM �Hall, 1986; McFadden, 1986;
Moore and Shailer, 1991�. Moore and Shailer �1991� and
McFadden �1986� argued that the FB at levels above the
OFM level might have caused an increase in the output of

the auditory filter at the signal frequency. Thus, spectral
masking might have been obliterating the measurement of
CMR in their studies.

Large CMR for levels of the FB higher than the level of
the OFM and for FB frequencies well below the signal fre-
quency would, however, also be expected if CMR was
caused by suppression at the level of the cochlea. Two-tone
suppression was observed in physiological studies for fre-
quencies above and below the characteristic frequency. Neu-
ral two-tone suppression at the level of the auditory nerve
�e.g., Sachs and Kiang, 1968; Javel et al., 1978� was similar
to the mechanical two-tone suppression �e.g., Ruggero et al.,
1992; Cooper, 2004�. Houtgast �1972� and Shannon �1976�
presented psychophysical forward-masking data which were
consistent with neural two-tone suppression. Recently, Plack
et al. �2002� showed that a model including a dual-resonance
nonlinear filter �DRNL� as the first stage can predict the psy-
chophysical data on two-tone suppression.

In general, the frequency-level characteristics of sup-
pressive regions and the inhibitory areas of the VCN and
DCN units �see Fig. 1� showing a physiological correlate of
CMR are very similar, but, in a study directly comparing
two-tone suppression in single auditory-nerve fibers with
wideband inhibition in single units in the CN, Rhode and
Greenberg �1994� found that the frequency extent and the
magnitude of wideband inhibition were stronger than two-
tone suppression for the CMR showing unit types �choppers
and pausers�.

This study investigates whether CMR is observed psy-
chophysically for a frequency-level range of the FB similar
to the inhibitory areas in physiology. CMR is measured with
a fixed signal frequency, a low-level OFM, and variable level
and frequency of the FB. The choice of the levels and center
frequencies of the masker components is motivated by the
two-tone paradigm used in physiology to assess the inhibi-
tory areas for a unit without spontaneous activity.

Psychoacoustical experiments always measure the re-
sponse of the whole auditory system. Thus, in contrast to
physiology, psychoacoustics has no direct access to the re-
sponse of different stages of the auditory system. One way to
determine the influence of the cochlea is to compare the
CMR in a condition where the same stimulus is presented to
both ears �diotic experiment� with CMR in a dichotic experi-
ment, where the signal and OFM are presented to one ear and
the FB to the other �dichotic experiment�. The dichotic ex-
periment can help determine how much the auditory system
can benefit from comodulation across ears. The dichotic
CMR can only originate from retro-cochlear processes. It is
possible, however, that the retro-cochlear across-frequency
process within one ear is different from the across-frequency
process between the two ears, i.e., the difference between the
CMR of the two experiments may not be a direct measure of
the amount of CMR due to the nonlinear cochlear processes.
Thus, apart from performing diotic and dichotic CMR ex-
periments, the present study investigates the amount of CMR
due to suppression by comparing predictions of a model
simulating suppression to the results of the diotic CMR ex-
periment.

FIG. 1. Response map for a typical type III unit �1088001� in the dorsal
cochlear nucleus of the guinea pig. The response of the unit to a tone at
different frequencies relative to the best frequency �BF� of the unit is plotted
as a function of the level of the tone relative to the threshold for a BF tone.
The BF of the unit was 4580 Hz. Light-gray areas indicate the excitatory
response. Inhibition is indicated by dark-gray bars pointing towards the
bottom of the figure.
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II. EXPERIMENTS

A. Diotic presentation

1. Stimuli

All stimuli were generated digitally at a sampling rate of
44.1 kHz, converted to analog signals �RME ADI-8 DS�, and
amplified �Tucker-Davis HB7�. The stimuli were presented
to both ears through Sennheiser HD 580 headphones. The
headphones had been coupler calibrated for each noise band
separately using an artificial ear �Brüel & Kjaer type 4153�.

The frequency of the sinusoidal signal was 2 kHz. The
signal duration was 250 ms including 50-ms raised-cosine
ramps. The signal was temporally centered in the 500-ms
masker. The masker duration included 50-ms raised-cosine
ramps at stimulus on- and offset. Depending on the masking
condition, the masker was composed of one or two 20-Hz-
wide noise bands. Each noise band was created by multiply-
ing a sinusoidal carrier with a 10-Hz low-pass-filtered noise.
The low-pass noise was generated in the frequency domain
by filling portions of one 22 050-point buffer with constant
magnitudes and portions of a second buffer with randomly
selected phases �uniform distribution�. All Fourier compo-
nents outside the desired passband were set to zero. A sub-
sequent inverse fast Fourier transform �iFFT� on the complex
buffer pair yielded the desired 500-ms noise waveform. The
multiplication with a sinusoidal carrier resulted in a 20-Hz-
wide multiplied noise, extending from 10 Hz below the fre-
quency of the sinusoidal carrier to 10 Hz above that fre-
quency. The sinusoidal carrier of the masker was always in
phase with the signal. For each stimulus presentation new
noise bands were computed.

Signal threshold was determined for two conditions. In
the refernce �RF� condition, the masker consisted of a band-
pass noise centered at the signal frequency. The level of the
OFM was 20 dB SPL. In the comodulated �CM� condition, a
comodulated narrow-band off-frequency noise masker
�flanking band, FB� was added to the OFM. Comodulated
OFM and FB were generated by using the same low-pass-
filtered noise for the two noise bands. The FB was centered
at 125, 250, 500, 1000, 3000, or 4000 Hz. For each center
frequency, five different levels were chosen in a 40-dB range
using 10-dB steps. The highest level of the FB was chosen
under the constraint that the excitation within the auditory
filter at the signal frequency elicited by the FB was at least
10 dB less than the excitation elicited by the OFM. The ex-
citation was calculated using a fourth-order gamma-tone fil-
ter centered at the signal frequency with an equivalent rect-
angular bandwidth �ERB, Glasberg and Moore, 1990� of
240 Hz. For FBs centered at either 1000, 3000, or 4000 Hz
the highest level was 60 dB SPL. For a center frequency of
500 Hz, the highest level of the FB was 70 dB SPL; for the
center frequencies of 250 and 125 Hz, the highest level of
the FB was 80 dB SPL.

2. Procedure

A three-alternative, forced-choice �3-AFC� procedure
with adaptive signal-level adjustment was used to determine
the masked threshold of the sinusoidal signal. The three in-
tervals in a trial were separated by gaps of 500 ms. Subjects

had to indicate which of the intervals contained the signal.
Visual feedback was provided after each response. The sig-
nal level was adjusted according to a two-down, one-up rule
to estimate the 70.7% point of the psychometric function
�Levitt, 1971�. The initial step size was 8 dB. After every
second reversal the step size was halved until a step size of
2 dB was reached. The run was then continued for another
six reversals. From the level at these last six reversals, the
mean was calculated and used as an estimate of the thresh-
old.

The experiment was divided into sessions of six thresh-
old estimates each. A session consisted of five CM condi-
tions �five FB levels for one FB center frequency� and one
RF condition. The final threshold estimate was taken as the
mean over the threshold estimates from four sessions. For
each FB center frequency, a separate final threshold estimate
was determined for the RF condition.

3. Data analysis

To examine the statistical significance of the effects of
stimulus variables and differences among subjects, a three-
way ANOVA �FB center frequency � FB level � subject�
for repeated measures was performed �MATLAB 7.2�. The
stimulus variables center frequency �5 levels: 250, 500,
1000, 3000, 4000 Hz� and level of the FB �6 levels: the 5 FB
levels for the CM conditions and the RF condition� are fixed
factors. Subject is a random factor. The dependent variable
was the threshold in dB relative to the OFM level. Scheffé
posthoc tests for contrast �MATLAB 7.2� were performed as
appropriate to explore the sources of significant effects and
interactions. Unless otherwise stated, differences were con-
sidered significant when these tests indicated a probability
less than 0.05.

4. Subjects

Ten listeners with normal hearing participated in the ex-
periment, varying in age from 24 to 35 years. None of the
listeners had any history of hearing difficulties and their au-
diometric thresholds were 15 dB HL or better at 8 kHz and
below. The audiometric threshold at the signal frequency
�2 kHz� varied across subjects in a range between −5 and
5 dB HL. The average threshold at 2 kHz was about 0 dB
HL. The subjects had at least 1 h experience in CMR experi-
ments before collecting the data.

5. Results

Figure 2 shows average thresholds for the ten listeners
�left panel� and the CMR �right panel� as a function of the
center frequency of the FB �CFFB�. The thresholds in the left
panel are expressed in decibels relative to the OFM level. In
order to show the data for the CM condition for all FB levels
within a single figure, the corresponding FB level was added
to each threshold for the CM condition �gray bars�. The FB
level for each threshold is indicated by a short horizontal
line. In addition the threshold for the RF condition—which is
the same for all FB levels for each FB center frequency—is
shown with a white bar, for comparison. Error bars indicate
plus and minus one standard deviation.
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The thresholds for the RF condition are almost the same
for all FB center frequencies. This is expected, since the RF
condition is the same for all FB center frequencies. The
mean of the RF threshold estimates averaged across the six
FB center frequencies was 3.6 dB above the OFM level.
Similar thresholds for a pure tone masked by a narrow-band
noise were found in the literature �e.g., Bos and DeBoer,
1966; Moore and Shailer, 1991�. In general, thresholds for
the CM condition were similar to or slightly, lower than the
threshold for the RF condition. Only for the highest FB lev-
els and center frequencies of the FB below the OFM were
CM thresholds markedly lower than the RF threshold. The
lowest threshold for the CM condition of −5 dB relative to
the OFM level was obtained for an FB with a center fre-
quency of 250 Hz �i.e., three octaves below the signal fre-
quency� and a level of 80 dB SPL. For FB positions above
the signal frequency, thresholds were always close to the
threshold for the RF condition.

The right panel of Fig. 2 shows the CMR for the differ-
ent levels and center frequencies of the FB. CMR is calcu-
lated as the difference between the thresholds for the RF and
CM conditions. A positive CMR is indicated by a bar point-
ing towards the bottom of the figure. The CMR for all FB
positions spectrally below the signal frequency showed a
positive CMR. The largest CMR of 9 dB was measured for a
FB three octaves below the signal frequency at the highest
tested FB level of 80 dB SPL. A CMR of up to 5 dB was
obtained for a FB four octaves below the signal frequency.
Two general trends were observed in the data for FBs spec-
trally below the CFOFM: �i� CMR increased as the FB level
increased and �ii� CMR decreased as the CFFB decreased.
CMR was generally absent for CFFB higher than the signal
frequency �less than 1 dB�.

These effects are supported by the ANOVA. Both stimu-
lus variables, the subjects, and all interactions had highly
significant effects �p�0.0001� on the threshold. The signifi-
cant effect of subject and the interaction between the subject
and the stimulus variables show individual differences in the
thresholds.

The significant effect of center frequency of the FB
shows that thresholds vary with spectral distance between
FB and OFM. The Scheffé tests for contrast showed that,
overall, thresholds for the center frequencies of the FB below
the signal frequency are significantly lower than those for
center frequencies above the signal frequency. The thresh-
olds for the two center frequencies higher than the signal
frequency are not significantly different from one another.
The thresholds for the FB centered four octaves below the
signal frequency are significantly higher than the thresholds
for center frequencies of the FB of two and three octaves
below the signal frequency.

The effect of level shows that the threshold depends on
the FB level. The Scheffé tests for contrast showed that,
overall, the thresholds for all CM conditions are significantly
lower than the threshold for the RF condition. However, this
effect depends both on center frequency and level of the FB
as indicated by the significant interactions between the
stimulus variables. For all center frequencies below the sig-
nal frequency, the Scheffé tests showed significant differ-
ences between the thresholds for the RF and CM conditions
with the highest two FB levels. For a spectral distance be-
tween OFM and FB of two octaves, also the threshold for the
CM condition with the third highest FB level was signifi-
cantly lower than the threshold for the RF condition. All
other differences between the thresholds for the RF and CM
conditions were not significant.

B. Dichotic presentation

1. Methods

In contrast to the previous experiment, here the FB was
presented to the left ear and the OFM and signal to the right
ear. The procedure and measurement setup were identical to
those of the previous experiment. Ten subjects participated in
the experiment. Nine of the ten subjects had already partici-
pated in the first experiment. Since the CMR for FBs cen-
tered above the signal frequency was negligible, only FBs
centered at frequencies below were considered.

FIG. 2. Thresholds �left panel� and CMR �right panel� for the diotic presentation of signal and masker. Data are arranged in such a way that the ordinate
indicates the FB level and the abscissa indicates the center frequency of the FB �CFFB� relative to the center frequency of the OFM �CFOFM�. The thresholds
�left panel� are expressed in dB relative to the OFM level. White bars represent the threshold measured for the RF condition and gray bars the threshold for
the CM condition. Error bars indicate plus and minus one standard deviation. The right panel shows the amount of CMR, calculated as the difference between
the thresholds for the RF and the CM condition. A bar pointing downwards indicates a positive CMR.
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2. Results

Figure 3 shows thresholds �left panel� and CMR �right
panel�. The data presentation is the same as in Fig. 2. The
threshold for the RF condition was 3.5 dB, i.e., the same
thresholds were obtained for the diotic and dichotic condi-
tion, as expected. The thresholds for the dichotic CM condi-
tion differ somewhat from those obtained for the diotic pre-
sentation.

In general, thresholds for the CM conditions were higher
than the corresponding thresholds in the diotic presentation.
This resulted in a reduced CMR �right panel�. A CMR of
3 dB was observed for the highest FB level and the FB cen-
tered at one, two, or three octaves below the center frequency
of the OFM. All other CMR magnitudes were less than 2 dB,
i.e., of the same size as the average standard deviation for the
CM condition �2 dB�.

These effects are supported by the ANOVA. The effects
of level and subject were highly significant �p�0.0001�. The
effects of distance and all the interactions were significant.
The significant effects of subject and the interaction between
the subject and the stimulus variables show individual differ-
ences in the thresholds.

The significant effect of center frequency of the FB
shows that thresholds vary with the spectral distance be-
tween FB and OFM. The Scheffé tests for contrast showed
that, overall, thresholds for the lowest FB center frequency
were significantly higher than for the other FB center fre-
quencies. Thresholds for the FB centered at three octaves
below signal frequency did not differ significantly form those
for the FB closer to the signal frequency.

The significant effect of level shows that the threshold
depends on the FB level. The Scheffé tests for contrast
showed that, overall, the thresholds for the CM condition for
the four highest FB levels are significantly lower than the
threshold for the RF condition. However, this effect depends
both on center frequency and level of the FB as indicated by
the significant interactions between the stimulus variables.
The Scheffé tests showed significant differences between the
thresholds for the CM and RF conditions only for the highest
FB levels and a center frequencies of one, two, and three
octaves below the signal frequency.

III. MODEL

Plack et al. �2002� proposed a model that was able to
describe two-tone suppression. The model combines the
dual-resonance nonlinear �DRNL� filter �Meddis et al., 2001�
with a sliding temporal integrator �temporal window�. A
modified version of this model was used in the present study
to predict the amount of CMR due to suppression.

A. Structure

The first stage of the model is a combined outer- and
middle-ear filter. This stage was not part of the model pro-
posed by Plack et al. �2002� but proved to be necessary for
the stimuli used in the present study �see Sec. IV�. The com-
bined outer and middle ear transfer function is modeled by a
first-order Butterworth bandpass filter with a lower cutoff
frequency of 1 kHz and an upper cutoff frequency of 4 kHz
�Breebaart et al. �2001�; see Table I�. A low-level noise is
added to the output of the filter to approximate the threshold
in quiet.

The following two stages of the model �DRNL and tem-
poral window� are essentially the same as proposed in Plack
et al. �2002�. The DRNL filter represents the compressive
response of the basilar membrane �BM� to a tone at the char-
acteristic frequency �CF� but linear response to a tone lower
than the CF. The filter is divided into a linear pathway and a
nonlinear pathway. The linear pathway consists of a gamma-
tone filter followed by a low-pass filter. The nonlinear path-
way consists of a gammatone filter, a compressive nonlinear-
ity, and a second gammatone filter. The input is processed in
parallel through each pathway and then added. The nonlinear
pathway has a gain relative to the linear pathway. All DRNL
parameters were taken from Plack et al. �2002� �see Table I�.
As in Plack et al. �2002�, the model only uses the informa-
tion out of the filter centered at the signal frequency. The
output is squared and then smoothed with a sliding temporal
window. The window comprises three exponential functions,
one to describe backward masking, and two to describe for-
ward masking. All parameters for the temporal window were
taken from Oxenham �2001� �see Table I�.

The last stage of the model is the decision device. Since
stochastic stimuli were used in the present study, the decision

FIG. 3. Same as Fig. 2, but for a di-
chotic presentation of the masker
where the OFM and signal were pre-
sented to only one ear and the FB was
presented to the opposite ear.
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device is slightly different from the one used in Plack et al.
�2002�. Plack et al. �2002� assumed that the detection is
based on the ratio of the signal plus masker to the masker
alone at the output of the model. They only considered the
time where this ratio reaches its maximum value: Plack et al.
�2002� used a very short signal in a nonsimultaneous mask-
ing condition with a deterministic masker. Thus, the position
in time of the temporal window producing the maximum
ratio was well defined.

In contrast to Plack et al. �2002�, the present study used
a stochastic masker. Since the masker was random noise, the
output of the model was different for the different masker
intervals. The present study used long signals in a simulta-
neous masking condition, i.e., the maximum for the signal
plus masker at the output of the model varies from trial to
trial. The same is true for the maximum of the masker alone.
Figure 4 shows the output of the model for the masker alone
�left panels� and for a signal added to the masker at a level of
26 dB SPL �right panels�. Note that in each panel there is a
different temporal position of the maximum �indicated by the
open circle� since for each panel a different noise sample was
used.

The decision variable is the quotient of the maximum
intensity of the output of the model from the masker-plus-
signal interval and the maximum intensity of the two
masker-only intervals. The model considers only the tempo-
ral position between 125 and 375 ms, i.e., the temporal po-
sition of the signal, as indicated by the dotted lines and the
horizontal bar in Fig. 4.

The model parameter k is the decision variable at thresh-
old. When the value of the decision variable for a trial ex-

ceeds k, the signal is detected. The parameter k was set to
1.2, in order to match measured and simulated threshold for
the RF condition. To determine the threshold with the model,
the same adaptive 3-AFC procedure was used as in the ex-
periment. The final threshold estimate was taken as the mean
across 20 simulated sessions.

B. Predictions

Figure 5 shows the predicted CMR �dark-gray bars� as a
function of the center frequency of the FB relative to the
signal frequency �i.e., the center frequency of the OFM�. The
representation of the data is the same as in the right panel of
Fig. 2. In addition, the measured CMR �light-gray bars� is
redrawn from Fig. 2.

The data indicate that the DRNL temporal window
model is able to predict a release of masking due to the

TABLE I. The model parameters for the combined outer and middle ear
filter �Breebaart et al., 2001�, the DRNL filter �Plack et al., 2002�, and the
temporal window �Oxenham, 2001�.

Middle-ear filter parameter Value

Bandpass filter lower cutoff �kHz� 1
Bandpass filter upper cutoff �kHz� 4
Bandpass filter order 1

DRNL parameter Value

Lower slope of nonlinearity �dB/dB� 0.78
Upper slope of nonlinearity �dB/dB� 0.16
Transition level �dB SPL� 40
Gain of nonlinear pathway �dB� 39
1st nonlinear GT filter center frequency �re.CF� 1.10
1st nonlinear GT filter bandwidth �ERB re.CF� 0.14
2nd nonlinear GT filter center frequency �re.CF� 0.94
2nd nonlinear GT filter bandwidth �ERB re.CF� 0.08
Linear GT filter center frequency �re.CF� 0.93
Linear GT filter bandwidth �ERB re.CF� 0.12
Linear lowpass filter cutoff �re.CF� 0.91
Linear lowpass filter order 64

Temporal window parameter Value

1st Forward masking time constant �ms� 3.1
2nd Forward masking time constant �ms� 21.0
Weighting factor 0.206
Backward masking time constant �ms� 3.5

FIG. 4. Output of the DRNL temporal-window stage of the model to the
masker alone �left panels� and the masker plus signal �right panels� for the
RF condition �top� and the CM condition �bottom�. The signal position in
the waveform is indicated by the horizontal bar between the dotted lines and
the maximum is indicated by an open circle. The ratio of the maximum in
the masker-plus-signal interval and highest maximum of the two masker-
alone intervals is the decision variable of the model.

FIG. 5. Prediction of CMR with a modified version of the DRNL temporal
window model. Data representation is the same as in the right panel of Fig.
2. Model predictions are shown with dark-gray bars. In addition, the mea-
sured diotic CMR is shown with light-gray bars. The bars were slightly
shifted horizontally against each other.
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presence of a comodulated FB. In comparison to the mea-
sured CMR a good match of CMR at high level differences
for FB frequencies below the center frequency of the OFM
was found. The mean difference between data and model
prediction for the two highest level differences was less than
1 dB. However, the CMR is decreasing rapidly towards
lower level differences. The predicted CMR for the three
lowest levels of the FB was less than 1 dB; thus, the pre-
dicted CMR was up to 3 dB smaller than the measured
CMR. For a FB spectrally higher than the OFM the model
overestimated the CMR. The predicted CMR at the highest
level differences was up to 10 dB larger than the measured
CMR.

IV. DISCUSSION

A. Effects of level and center frequency of the FB on
the amount of CMR

Several studies in the literature have already shown that
the magnitude of CMR depends on the spectral position and
the level of the FB �see Verhey et al. �2003� for a review�. In
general, it was found that �i� the CMR decreases as the spec-
tral separation of FB and OFM increases �Schooneveldt and
Moore, 1987, 1989; Hall et al., 1990�, and �ii� CMR is
smaller for FBs positioned above rather than below the sig-
nal frequency �Hall et al., 1988; Schooneveldt and Moore,
1987, 1989�. In addition, Cohen �1991� and Schooneveldt
and Moore �1987� showed that CMR is larger with FB levels
higher than the OFM. The data in the present study confirm
the effect of frequency and level on the magnitude of CMR
using a broader level and frequency range than the previous
studies.

The CMR for an FB above the OFM at the same spectral
separation of FB and OFM on an octave scale �1 octave� as
well as on a linear frequency scale �1000 Hz� is smaller than
the CMR with an FB below the OFM. A similar result was
reported in Hall et al. �1988� and Schooneveldt and Moore
�1987, 1989�. The size of this effect depended on the signal
frequency and the spectral distance between FB and OFM.
For the FB level equal to or 10 dB higher than the OFM
level, Schooneveldt and Moore �1987� measured a 2-dB-
smaller CMR for the 2-kHz signal when the FB was centered
at 3000 Hz instead of 1000 Hz, i.e., almost the same effect as
in the present study.

Cohen �1991� measured CMR for an FB one octave be-
low and for an FB one octave above the OFM. In contrast to
the present study, she defined CMR as the difference be-
tween the CM condition and a condition where an uncorre-
lated FB is present, referred to as the deviant �DV� condition
�Verhey et al., 2003�. In order to avoid confusion with the
definition of CMR used in the present study, the CMR as
calculated in Cohen �1991� will be referred to as CMR�DV-
CM�. At the same level of the FB and OFM, she found a
4-dB-higher CMR�DV-CM� for the FB one octave below the
OFM than for the FB one octave above the OFM. This
agrees qualitatively with the present data, although both
magnitudes of CMR and the difference in CMR were larger
than in the present data. This is presumably partly due to the
different definitions of CMR. Several studies have shown

that CMR�DV-CM� is slightly larger than the difference be-
tween the RF threshold and the CM threshold �Hall et al.,
1984; McFadden, 1986; Schooneveldt and Moore, 1987,
1989; Moore and Shailer, 1991; Verhey et al., 2003�. In ad-
dition, the level of OFM and FB was higher in Cohen’s study
�78 dB SPL� than in the present study �20 dB SPL�. Moore
and Shailer �1991� showed that CMR increased by about
5 dB as the spectrum level was increased from 10 to 30 dB.
Another difference between the present study and the Cohen
study are the center frequencies of the OFM and the FB.
Whereas the present study varied the FB, Cohen varied the
OFM frequency. Schooneveldt and Moore �1987� showed
that the CMR for an FB one octave below the OFM and the
same level for FB and OFM was greatly reduced when the
center frequency of the OFM was changed from 24 to 8 kHz.

For a FB two or three octaves below the signal fre-
quency, Cohen �1991� still obtained a significant CMR�DV-
CM�, especially at FB levels higher than the OFM level.
Ernst and Verhey �2005� showed that a CMR can be obtained
over a three-octave range when CMR is defined as the dif-
ference between thresholds in the RF and CM conditions,
i.e., the same definition of CMR as used in the present study.
Ernst and Verhey �2005� showed that CMR for a FB three
octaves below the OFM increased as the level difference
between FB and OFM increased in qualitative agreement
with the present data. The present study also showed that a
similar effect of FB level on the magnitude of CMR is ob-
served for a FB four octaves below the OFM.

The magnitude of CMR was smaller in the dichotic ex-
periment than in the diotic experiment. This effect is consis-
tent with data in the literature �Schooneveldt and Moore,
1987; Cohen, 1991; Moore and Shailer, 1991�. However, the
dichotic CMR obtained by Cohen �1991� is markedly larger
than the dichotic CMR found in this study. For an FB one
octave below the OFM and with the same level of OFM and
FB, she still found a dichotic CMR�DV-CM� of 5.6 dB. In
contrast, no CMR was observed in the present study. The
discrepancy may be due to the different definition of CMR in
the two studies and the higher level used in the Cohen study.

B. Role of outer- and middle-ear filtering

In order to investigate the role of outer- and middle-ear
filtering, CMR was simulated with a modified version of the
model without the first stage of the model. Figure 6 shows
the predicted CMR produced by this modified model com-
pared to the prediction of the original model. The modified
and the original versions of the model predicted the same
CMR for a FB centered at frequencies above the signal fre-
quency. In contrast, large discrepancies were observed for an
FB centered at frequencies below the signal frequency. The
modified version of the model predicted the largest CMR for
a level of the FB of 60 dB SPL, irrespective of the center
frequency of the FB. A negative CMR was predicted for
higher levels of the FB. This was due to an excitation of the
DRNL filter elicited by the FB. In the original version of the
model, the excitation was negligible since the FB was attenu-
ated by outer- and middle-ear filter stage. Since the outer-
and middle-ear filter roughly corresponds to the threshold in
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quiet, the simulations indicate that the level of the FB in SL
and not in SPL might determine the magnitude of CMR.

C. Role of suppression

Hall et al. �1984� already discussed the role of suppres-
sion as a possible physiological mechanism underlying
CMR. They pointed out that their results are inconsistent
with the existence region of suppression. Adding a noise
band just below the OFM was as effective as, or more effec-
tive than, adding a band just above the OFM. In contrast,
data from physiological �Sachs and Kiang, 1968� and psy-
choacoustic �Shannon, 1976� studies indicate that at a level
comparable to the OFM level used by Hall et al. �1984�
suppression is substantially larger on the high-frequency
side.

However, for the lower OFM level and broader fre-
quency range considered in the present study, the level and
frequency range for a positive CMR was similar to the psy-
choacoustical suppression data �Houtgast, 1974; Shannon,
1976�. Oxenham and Plack �1998� suggested that suppres-
sion might be a possible mechanism underlying CMR for an
FB centered at frequencies below the signal frequency. In
line with this hypothesis, the model in the present study pre-
dicted a CMR which was similar in magnitude to the mea-
sured CMR for an FB centered at frequencies below the sig-
nal frequency.

The present study investigated the role of suppression in
CMR using a modified version of the DRNL temporal win-
dow model proposed by Plack et al. �2002�. The model pre-
dicts two-tone suppression because of the combined effects
of compression and filtering in the nonlinear pathway of the
model. The suppressor tone and the target tone are com-
pressed together by the nonlinearity. The following bandpass
filter largely attenuates the suppressor tone, whereas the tar-
get tone is essentially unaffected by the filter. Because the
target is compressed with the suppressor tone, its level at the
output of the second filter is less than it would be if it were
presented alone. The bandpass filter prior to the nonlinearity
determines the frequency-dependent strength of the suppres-
sion.

The suppressor in the CMR experiment of the present
study is the FB. The strength of the suppression fluctuates
over time due to the inherent envelope fluctuations of the
narrow-band noise. The FB suppresses both the OFM and the
target signal. However, since the FB and the OFM are co-
modulated in the CM condition, the FB largely removes the
OFM, whereas the reduction in the average amplitude of the
signal is comparatively small �see Fig. 4�. Thus, the signal-
to-masker ratio is larger for the CM condition than for the
OFM alone �RF condition�. An uncorrelated FB suppresses
both the target tone and the OFM similarly, i.e., the threshold
is the same as for the RF condition �Ernst and Verhey, 2006�.

The model overestimated the CMR for FBs centered at
frequencies above the signal frequency. This is presumably
due to the inability of the model to predict suppression in this
frequency region. Plack et al. �2002� showed that the DRNL
temporal window model overestimated the suppression for
suppressor frequencies above the signal frequency. The over-
estimation resulted from the first gammatone filter in the
nonlinear pathway of the DRNL. An asymmetric first filter
with a steeper slope on the high-frequency side such as the
gammachirp �Irino and Patterson, 1997� would presumably
yield to a better agreement between predictions and experi-
mental data on suppression.

The simulations indicate that part of CMR for large
spectral distances between OFM and FB can be accounted
for by a within-channel cue. So far, it has only been shown
that a large proportion of the CMR for low-level OFMs and
high-level FBs can be predicted with a suppression model.
Further studies are needed to investigate if CMR at the
higher OFM levels can also be partly attributed to suppres-
sion.

Within-channel cues were usually discussed in terms of
excitation produced by the off-frequency masker components
at the signal frequency. Several authors have suggested that
the beating between the FB and the OFM is reduced by the
addition of the signal and may thus serve as a within-channel
cue. An envelope cue was also proposed in Verhey et al.
�1999� as an important cue for CMR in the band-widening
type of CMR experiments. They showed that a within-
channel model sensitive to envelope fluctuations predicted
most of the CMR in this type of CMR experiments. A within-
channel envelope cue is only likely to be used for small
spectral distances between OFM and FB, since the sensitivity
to high envelope frequencies is rather poor �e.g., Viemeister,
1979�. The present study extends the definition of within-
channel cues. A within-channel cue is defined as a cue based
on the nonlinear processing within the filter at the signal
frequency �see also Ernst and Verhey, 2005�. In order to de-
termine the amount of CMR due to within-channel cues for
spectral distances between FB and OFM smaller than those
considered in the present study, a combination of the present
model and a model sensitive to envelope fluctuations as pro-
posed in Verhey et al. �1999� is required.

D. Role of retro-cochlear processes

The model predicted most of the diotic CMR, indicating
that CMR in this experiment was mainly a consequence of

FIG. 6. CMR predicted with modified version of the model without the
outer- and middle-ear filter �dark gray bars�.
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suppression, i.e., resulted from a within-channel process.
However, the model underestimated the CMR by up to 4 dB
for midlevels of the FB and the FB centered below the signal
frequency. The CMR for those levels and frequencies of the
FB might result from retro-cochlear processes such as wide-
band inhibition at the level of the CN �Pressnitzer et al.,
2001; Meddis et al., 2002; Verhey et al., 2003; Neuert et al.,
2004�. The receptive fields of the wideband cells were usu-
ally broad and extended over several octaves �Winter and
Palmer, 1995; Jiang et al., 1996; Verhey et al., 2003�. The
inhibitory areas of the narrow-band cells cover a similar
spectral range as the wideband cells. The range of frequen-
cies and levels of the FB below the signal frequency produc-
ing considerable CMR in the present study corresponds to
the physiological inhibitory area of the neurons showing
CMR �e.g., Fig. 3A in Neuert et al. �2004�; see also Fig. 1�.
In addition to the large inhibitory area below the center fre-
quency of the unit, Neuert et al. �2004� showed inhibitory
areas above the center frequency. In general, the inhibitory
area above the center frequency extends over a smaller fre-
quency range than that below the signal frequency �see Fig.
1�. Thus, in contrast to the present data, a physiological cor-
relate of CMR may also be observed for an FB spectrally
above the OFM if the FB center frequency is not too high.
However, up to now it was not investigated systematically
how the response of the units to CMR stimuli with FB center
frequencies smaller than signal frequency differs from their
response to CMR stimuli with FBs spectrally above the
OFM.

Rhode and Greenberg �1994� directly compared two-
tone suppression in single auditory-nerve fibers with wide-
band inhibition in single units in the CN. They concluded
that wideband inhibition was stronger than two-tone suppres-
sion, both in frequency extent and magnitude, for some units
in the CN. The slight discrepancy between the simulations
and the data is in line with the hypothesis that an additional
retro-cochlear process such as inhibition at the level of the
CN is at least partly responsible for CMR, since suppression
alone seemed to be unable to account for the CMR at
midlevels of the FB.

Further evidence of the role of retro-cochlear processes
in CMR is provided by the dichotic data. Dichotic CMR
cannot be accounted for by suppression but could be a con-
sequence of wideband inhibition at a level of the auditory
pathway as early as the CN. Several studies have shown that
wideband cells project to the contralateral CN �Joris and
Smith, 1998; Doucet et al., 1999; Davis, 2005�.

There is a mismatch between the diotic CMR that was
not accounted for by the suppression model and the dichotic
CMR. However, such a discrepancy does not contradict the
hypothesis of inhibition at the level of the CN as the under-
lying process, since recent physiological data indicate that
the strength of the inhibition and the frequency extent of
inhibitory areas within one ear and across ears are often dis-
similar �Ingham et al., 2005�.

It is likely that stages of the auditory pathway higher
than the CN will alter and probably further enhance the rep-
resentation of the signal. One possible mechanism is the hy-
persensitive locking suppression as found in the MGB and

the A1 �Las et al., 2005�: However it was only shown for a
different CMR paradigm �band-widening type of experiment;
see Verhey et al. �2003��. It remains to be shown if such an
effect is also observed in a flanking band type of CMR ex-
periments as used in the present study.

V. CONCLUSIONS

�i� A diotic CMR was observed over a four-octave range.
A dichotic CMR was only observed up to three oc-
taves. The magnitude of CMR increased at a constant
spectral separation between FB and OFM towards
higher levels differences between the FB and OFM.
CMR decreased towards broader spectral separations
at a constant level of the FB.

�ii� The level and frequency region where CMR occurred
corresponded to the inhibitory areas of CN neurons
�Neuert et al., 2004� as well as to the psychophysical
suppression data �Houtgast, 1974�.

�iii� A model incorporating a nonlinear peripheral filter
stage predicted the diotic CMR for high FB levels,
i.e., suppression might play an important role in CMR
for large levels differences between OFM and FB.

�iv� The discrepancies between the predictions and diotic
data at midlevels of the FB and the FB centered below
the signal frequency indicated that higher level pro-
cesses were involved in those conditions. The data
with an FB presented to the opposite ear indicated that
also at high levels of the FB, retro-cochlear processes
might play a role in diehotic CMR.
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Molecular psychophysics attempts to model the observer’s response to stimuli as they vary from
trial to trial. The approach has gained popularity in multitone pattern discrimination studies as a
means of estimating the relative reliance or decision weight listeners give to different tones in the
pattern. Various factors affecting decision weights have been examined, but one largely ignored is
the relative level of tones in the pattern. In the present study listeners detected a level-increment in
a sequence of 5, 100-ms, 2.0-kHz tone bursts alternating in level between 40 and 80 dB SPL. The
level increment was made largest on the 40-dB tones, yet despite this all four highly-practiced
listeners gave near exclusive weight to the 80-dB tones. The effect was the same when the tones
were replaced by bursts of broadband Gaussian noise alternating in level. It was reduced only when
the level differences were made �10 dB, and it was entirely reversed only when the low-level tones
alternated with louder bursts of Gaussian noise. The results are discussed in terms of the effects of
both sensory and perceptual factors on estimates of decision weights. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2361184�
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I. INTRODUCTION

A fundamental goal of psychophysics is to determine
how detection and discrimination are influenced by the dif-
ferent physical dimensions along which complex stimuli
vary. Molecular psychophysics is an approach to this prob-
lem that focuses on the observer’s decision process as it is
reflected in the trial-by-trial data �Ahumada and Lovell,
1970; Gilkey and Robinson, 1986; Green, 1964; Watson,
1962�. The approach has gained increasing application in
recent years, particularly in studies of multitone pattern dis-
crimination where the relative reliance or decision weight
listeners give to the different tones in the stimulus is judged
to be an important factor underlying performance �Alexander
and Lutfi, 2004; Berg, 1989, 1990, 2004; Berg and Green,
1990; Buus, 1999; Dai and Berg, 1992; Doherty and Lutfi,
1996, 1999; Green and Berg, 1991; Lutfi, 1989, 1992; Lentz
and Leek, 2002; Sadralodabai and Sorkin, 1999; Stellmack
and Viemeister, 2000; Stellmack, Willihnganz, Wightman,
and Lutfi, 1997; Willihnganz, Stellmack, Lutfi, and Wight-
man, 1997�.

The techniques for estimating the weights differ in detail
in these studies but are derived from the same general model
taken to represent different stages of auditory processing
leading to a decision �cf. Ahumada and Lovell, 1970; Berg,
1989, 1990; Lutfi, 1989, 1995; Richards and Zhu, 1994�. Let
xi represent the value of the ith tone of the pattern �e.g.,
frequency or level�. The listener is assumed to judge each
pattern as a target or nontarget based on a linear combination
of the xi corrupted by additive internal noise,

Respond Target iff �
i=1

N

ai�xi + epi� + ec � C , �1�

where, N is the total number of tones in the stimulus, epi and
ec are error terms representing fixed independent sources of
internal noise, C is a response criterion, and the ai are the
relative decision weights ��ai=1�. An important contribution
of Berg �1989� was to show analytically that it is possible to
estimate the ai independently of epi, ec, and C under this
model. This provided a theoretical framework wherein the
effect of listener weighing strategy on performance, typically
interpreted as an attentional component of performance,
could be evaluated separately from the influence of other
limiting factors, such as sensory noise, response bias, and
criterion variability.1 The estimates of weights are given to
within a constant of proportionality by the slopes bi of the
functions relating the probability of a target response to trial-
by-trial variation in each xi. Berg calls these functions COSS
�conditioned-on-a-single-stimulus� functions and the analysis
underlying the various molecular techniques for estimating
the decision weights is now referred to as COSS analysis.

Since Berg’s seminal paper, much of the focus of studies
has been on the efficacy of the decision weights obtained;
that is, how closely they approximate maximum-likelihood
�ML� weights. ML weights maximize the likelihood of a cor-
rect response on each trial based on the known statistical
properties of the tonal patterns. Deviations of the obtained
weights from the ML weights are taken to reflect the effect of
nonoptimal listening strategies on performance. This ap-
proach underlies the interpretation of the results of a variety
of multitone detection and discrimination studies. In the most
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notable cases it has been used to identify nonoptimal deci-
sion strategies responsible for informational masking �Lutfi,
1992, 1993, 1994; Oh and Lutfi, 1998�, to account for differ-
ences among normal-hearing adults, young children, and the
hard-of-hearing in multitone detection and discrimination ex-
periments �Alexander and Lutfi, 2004; Doherty and Lutfi,
1996, 1999; Oh, Wightman, and Lutfi, 2001; Lentz and Leek,
2002; Stellmack et al., 1997; Willihnganz et al., 1997�, to
evaluate decision rules in profile analysis �Berg and Green,
1990; Dai and Berg, 1992; Dai, Nguyen, and Green, 1996;
Green and Berg, 1991�, and to test different models of tem-
poral integration �Buus, 1999; Stellmack and Viemeister,
2000� and temporal pattern discrimination �Sadralodabai and
Sorkin, 1999�. The approach has even been used to evaluate
the role of nonoptimal decision strategies in the identification
of simple sound sources �Lutfi, 2001; Lutfi and Oh, 1997;
Lutfi and Wang, 1999�.

While studies have made great progress in identifying
factors that influence decision weights of listeners in differ-
ent conditions, one basic factor largely ignored is the relative
level of tones in the pattern. This omission is surprising
given that changes in the relative level of spectral compo-
nents are known to be important for the identification of
speech and everyday sounds. Detecting a change in relative
level has also been the focus of numerous studies of auditory
profile analysis �Green, 1988�. Two studies so far have ob-
tained consistent results regarding the effects of relative tone
level on multitone pattern discrimination. Neff and Jesteadt
�1996� report experiments in which listeners discriminated a
change in the level of a single, fixed-frequency target tone
occurring simultaneously with multiple distracter tones of
random frequency. Discrimination thresholds improved as
the target level was increased relative to the distracters, con-
sistent with the interpretation that higher level tones were
given greater decision weight. Berg �1990� conducted the
only study, to our knowledge, in which a COSS analysis was
undertaken specifically to evaluate the effects of relative tone
level on estimates of decision weights. The task was dis-
crimination of multitone sequences that differed in fre-
quency. Only two listeners participated in the experiment,
but both showed COSS slopes �weights� for the high-level
tones to be greater than those for the low-level tones. Sur-
prisingly, this was true even when low-level tones conveyed
more reliable information regarding the to-be-discriminated
change in frequency.

The goal of the present study was twofold. First, we
wished to test the generality of the level result reported by
Berg �1990� by obtaining COSS weights for a larger number
of listeners in a different but equally basic psychophysical
task, multitone level discrimination. Second, we wished to
evaluate factors, both sensory and perceptual, that might rea-
sonably be expected to yield greater decision weights on
higher-level tones even when these tones provide less reli-
able information regarding the to-be-discriminated change.

II. EXPERIMENT 1: EFFECT OF THE NEAR MISS
TO WEBER’S LAW

Decision weights in past studies have typically been in-
terpreted to reflect the role of nonsensory factors pertaining

to how the listener attends to different components of the
pattern rather than to how well they can discriminate changes
in those components. In this experiment, we examine a factor
that can potentially affect the estimates of decision weights,
but that is more commonly associated with sensory processes
affecting discrimination. That factor is the near-miss to We-
ber’s Law, the well-documented observation that threshold
for a change in the intensity of a pure tone grows somewhat
less than proportionally with the intensity of the tone
�McGill and Goldberg, 1968�. Expressed as a level differ-
ence in dB ��L�, threshold decreases slightly as level is in-
creased, whereas Weber’s Law holds that threshold should
remain constant. In contemporary models the near-miss is
attributed to an effective increase in gain at high levels asso-
ciated with spreading neural excitation. The spread of exci-
tation is, moreover, presumed to occur at an early stage of
processing, most likely as a result of basilar membrane me-
chanics, and so occurs prior to any attentional influence on
decision weights �Florentine and Buus, 1981; Moore et al.,
1997; Viemeister, 1972; Zwicker, 1970�.

The near miss has not been widely considered as a factor
in multitone pattern discrimination studies; yet it can easily
be expected to affect the estimates of decision weights that
are obtained in these studies, particularly when the tones are
of unequal level. To see why, consider that the psychometric
function �PF� for pure-tone intensity discrimination is, in
fact, a COSS function. It is a special type of COSS function,
however, because it is not influenced by how other tones
might compete for attention, as in the case of a multitone
pattern. This is important because one well-known manifes-
tation of the near miss is that the slope of the PF is greater
for high-level tones than for low �Buus and Florentine,
1999�. Given that this is true for single tones, then there is
good reason to expect that the same would be true when the
single tones are combined to form a pattern. We should ex-
pect in this case that the COSS slopes, and so the estimates
of decision weights, would be greater for high-level tones
than for low.

A. Method

The experiment was conducted in two phases. In the
first, COSS functions �PFs� for level discrimination of a 100-
ms, 2000-Hz pure tone were obtained as a function of tone
level ranging from 20 to 80 dB SPL in 10 dB steps. A cued,
yes-no procedure with feedback was used. The cue tone was
identical to the comparison tone except it was fixed at one
level �20–80 dB� within a block of trials. The level of the
comparison was perturbed at random on each trial symmetri-
cally about the level of the cue. The perturbation was nor-
mally distributed with standard deviation equal to 3 dB. Lis-
teners indicated by button press whether the comparison
level was greater than or less than the cue level and were
given feedback regarding correctness of their response after
each trial �note that there was never a trial in which the cue
and comparison were the same level�. All tones were com-
puter generated and were played at a 16-bit resolution over a
Dell SoundMAX Integrated Audio sound card at a 44.1 kHz
sampling rate. The offset of the cue tone preceded the onset
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of the comparison tone by 200 ms. Both cue and comparison
were gated on and off with 5-ms cosine-squared ramps. The
tones were presented monaurally �right ear� through a Bey-
erdynamic DT 990 headphone. A TDH-50 earphone with
known transfer function was used to calibrate the Beyerdy-
namic headphone using a binaural loudness balancing proce-
dure at the pure-tone frequency of 2000 Hz �ANSI, 1996�.

In the second phase of the experiment the stimulus was
a multitone pattern consisting of a sequence of 5 tone bursts,
each having the same duration, onset/offset ramps and fre-
quency as the tone used in the first phase of the experiment.
The offset of each tone coincided with the onset of the next
at the 0 voltage points. The level of the tones alternated
between 80 and 40 dB. The task of the listener was to detect
an increment in the level of all 5 tones. The increment in
levels were �HI=3 dB for the higher-level tones and �LO

=6 dB for the lower-level tones in the pattern. Note that
putting the largest increments on the lowest-level tones
should encourage listeners to give greater attentional weight,
ai, to the lowest-level tones, which should result in greater
COSS slopes for these tones. This is opposite to the pre-
dicted effect of the near-miss in which the COSS slopes are
expected to be greatest for the highest-level tones, even
given the smaller level increment on these tones. By gener-
ating counter expectations for the outcome in this experiment
our intent was to provide a strong test of the hypothesized
effect of the near miss. Listeners were instructed that the
higher-level tones in the sequence would provide less reli-
able information for the task than the lower-level tones and
that they should use the feedback to help them perform the
task as accurately as possible. As in the first phase of the
experiment a random perturbation in level with a standard
deviation �=3 dB was added independently to each tone on
each presentation so as to permit derivation of COSS func-
tions. All other conditions were identical to those described
for the first phase with the exception that the yes-no proce-
dure did not include a stimulus preview before each trial.

Four normal-hearing female adults, ages 21–30 years,
were paid at an hourly rate for their participation. The listen-
ers were graduate students in the Department of Communi-
cative Disorders at the University of Wisconsin. All had ex-
tensive previous experience with the yes-no discrimination
task and received at least 400 trials of practice in the present
task prior to data collection. The data were collected in 1
sessions, including breaks, conducted on different days.

B. Results and discussion

Estimates of the slopes of the COSS functions were ob-
tained by fitting the binary response data for each listener in
each condition with logistic functions using the glmfit rou-
tine of the software application MATLAB version 7.0. A
total of 400 or more trials per listener, per condition went
into the estimate of each COSS function for the multitone
patterns, 200 or more trials for the single tones. Analysis of
the hit and false alarm rates revealed little or no response
bias in any of these conditions. Figures 1 and 2 give the
results. The unfilled symbols in each case show the normal-
ized COSS slopes bi /�bi �estimated decision weights� for
each listener �panel� as a function of the temporal position of
each tone of the multitone pattern. Separate estimates are
given for trials in which the level increment was added and
in which it was not. Error bars give the standard error of
estimate of the slope resulting from the logistic fit to the
binary response data conditioned on the level of each tone.
The dashed curve in each panel is the prediction for an ideal
observer. The ideal observer gives an attentional weight ai to
each tone proportional to its stimulus index of discriminabil-
ity; dHI� =�HI/�=1 and dLO� =�LO/�=2 for the high and low
level tones, respectively. The continuous curve in each panel
gives the predicted effect of the near miss as estimated di-
rectly from the slopes of the COSS functions for the indi-
vidually presented tones. The estimates were obtained by
interpolation of a polynomial fit to the data relating COSS

FIG. 1. Results for alternating 40/80 dB tone se-
quences. First tone is 80 dB. Unfilled circles give the
estimates of the normalized COSS slopes �bi /�bi� with
error bars as a function of position of each tone in the
sequence. Two independent estimates are given for each
position corresponding to increment-present and
increment-absent trials. The dashed curve gives the pre-
dictions for an ideal listener that gives attentional
weight ai to each tone proportional to its stimulus index
of sensitivity, d�=� /�. The continuous curve gives the
prediction based on the estimated effect of the near miss
assuming equal attentional weight given to all tones
�see text for further details�. Solid symbols give the
mean estimates for a replication with tones separated by
100 ms. Crosses give the means estimates for a replica-
tion with the level increment on the 40 dB tones in-
creased from 6 to 12 dB, and the magnitude of the level
perturbations increased from 3 to 6 dB.
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slope to standard tone level and were in good agreement with
the slopes of the psychometric functions for pure-tone inten-
sity discrimination reported by Buus and Florentine �1999�.

For all four listeners in both figures, the results agree
more nearly with the predictions of the near-miss than they
do with those of the ideal observer; the slopes of the COSS
functions are greater for the higher-level tones even though
these tones provide less reliable information for discrimina-
tion. A follow-up experiment ruled out the possibility that the
results could be due to partial masking of the low- by the
high-level tones. An identical pattern of results �filled sym-
bols of Fig. 1� was obtained when the alternating 40 and
80 dB tones were separated by a 100 ms silent gap. We also
tested the assumption that the near-miss can be modeled as a
level-dependent gain. While often modeled in this way, the
near miss has also been attributed to a level-dependent re-
duction of additive internal noise �Jesteadt et al., 2003�. This
poses a problem for interpretation in the present experiment
because, as previously noted, additive sources of internal
noise are shown analytically not to influence the relative
magnitude of the COSS slopes for different tones �Berg,
1989�. If the internal noise model is correct, then the only
effect of the near miss may be to cause listeners to give
greater attentional weight to the 80 dB tones. To test the idea
we replicated the conditions of Fig. 1 with the magnitude of
the level increment on the 40 dB tones increased from �LO

=6 to 12 dB, and the magnitude of the level perturbations
increased from �LO=3 to 6 dB �dLO� =2 unchanged�. We rea-
soned that by increasing the external variation in level well
beyond that of the internal noise changes in the level of the
40 dB tones would be equally as detectable, or more detect-
able, than those of the 80 dB tones. The results shown by the
crosses in Fig. 1 are nearly identical to those previously ob-
tained, consistent with the effect of the near miss modeled as
a level-dependent gain.

The results of these conditions are generally consistent
with the predicted effect of the near miss; however, two ob-
servations suggest that the near-miss is not the factor or, at
least, not the only factor contributing to the disproportionate

weight associated with the higher-level tones. First, the pre-
dictions tend to underestimate the weights given to the
higher-level tones and overestimate the weights given to the
lower-level tones. This is most evident, for example, for lis-
teners S1 and S2 in Figs. 1 and 2. Second, the weights esti-
mated for the lower-level tones are often at or near zero
suggesting that the lower-level tones are simply ignored.
Both of these outcomes appear to reflect an attentional effect
on the weights that goes beyond the anticipated influence of
the near miss. To evaluate the possible role of attentional
factors in these conditions a second experiment was under-
taken.

III. EXPERIMENT 2: EFFECT OF LOUDNESS
AND PERCEPTUAL SIMILARITY

There are at least two ways in which attentional factors
might have influenced the results of expt. 1. The first is that
the higher-level tones might have dominated judgments sim-
ply because they were the loudest, most salient tones in the
pattern. This idea, in fact, is consistent with the predictions
of the component-relative-entropy �CoRE� model; a model
that has been successfully applied to many results of
multitone-pattern discrimination studies �Lutfi, 1993; Oh and
Lutfi, 1998�. The simplest version of the model presumes
that listeners distribute their attention evenly across fre-
quency and time. The result of the distributed attention is
that each tone contributes to the listener’s decision in propor-
tion to its total power. We will simply refer to this as the
loudness hypothesis. A second possibility is that listeners
failed to selectively attend to the lower-level tones; perhaps
because they were perceptually similar to the higher-level
tones. Such similarity effects are described by Kidd et al.
�1994, 2002� and would likely be exacerbated in expt. 1
where all tones were of the same frequency. We will call this
the similarity hypothesis. Both hypotheses are readily distin-
guished from one another and the near-miss in terms of their
predictions for conditions in which some or all tones in the
pattern are replaced by bursts of broadband Gaussian noise.
The near miss does not operate for broadband noise; hence,
we should expect to see a pattern of weights closer to that of
the ideal observer if all the tones are replaced by broadband
noise. By comparison, both the loudness and similarity hy-
potheses predict results for broadband noise similar to those
of expt. 1. This is because the higher-level noise bursts re-
main both louder than and perceptually similar to the lower-
level noise bursts. Finally, the loudness and similarity hy-
potheses are distinguished in a second condition wherein the
noise bursts replace only the higher-level tones in the pattern.
Because the noise bursts are still the loudest elements of the
pattern the loudness hypothesis continues to predict results
like those of expt. 1. However, because the noise bursts are
perceptually dissimilar from the tones they should promote
selective attention; the similarity hypothesis therefore pre-
dicts weights closer to those of the ideal observer for this
condition.

FIG. 2. Same as Fig. 1 except the temporal positions of the 40 and 80 dB
tones in the sequence have been swapped.
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A. Method

All conditions were identical to those of expt. 1 except
that select tones in the pattern were replaced by equal-
duration bursts of broadband Gaussian noise. The noise was
generated using the randn routine of MATLAB version 7.0
and was filtered only by the Beyerdynamic DT 990 head-
phone. Two conditions were examined. In the first, all 5
tones were replaced by noise. The overall power of the bursts
alternated between 80 and 40 dB SPL, beginning at 80 dB.
As was the case for the tones in expt. 1, the level increment
on the 80 and 40 dB bursts was 3 and 6 dB, respectively, and
the perturbation in the level on all bursts was 3 dB. For the
second condition the stimulus was identical to the first except

the 40 dB noise bursts were replaced by 2.0 kHz tones. The
spectrum level of the tones was equal to that of the 80 dB
noise bursts �approximately 40 dB SPL� so that the noise
bursts would be clearly louder than the tones. Two of the
listeners who participated in the earlier experiment �S1 and
S2� participated in this experiment. The remaining two lis-
teners were new to the task but received at least 400 trials of
practice in each condition before data collection began.

B. Results and discussion

Figures 3 and 4 show the results for the noise and noise
�tone patterns, respectively. The data are plotted as before
so as to allow direct comparison to the results of expt. 1.

FIG. 3. Same as Fig. 1 except the tones in the sequence
have been replaced by broadband Gaussian noise. Con-
tinuous lines give the normalized COSS slopes obtained
from the 80/40 dB tone sequences of expt. 1.

FIG. 4. Same as Fig. 3 except the lower-level noise
bursts have been replaced with 2.0 kHz tones having
the same spectrum level as the higher-level noise bursts.
Small filled symbols for S3 show a replication with a
100 ms silent interval introduced between noise and
tones.
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Note that the solid lines for the two new listeners S5 and S6
were obtained from a replication of expt. 1. Of the three
competing hypotheses the outcome clearly favors the simi-
larity hypothesis. For the noise pattern the results are essen-
tially unchanged from expt. 1. This would seem to pre-empt
the previous interpretation in terms of the effect of the near
miss as the near miss is not obtained for broadband noise.
The results for the noise pattern are consistent with the loud-
ness hypothesis, but the loudness hypothesis also predicts
that the noise bursts would receive greater weight for the
noise�tone pattern; clearly contrary to the data shown in
Fig. 4. The similarity hypothesis is capable of predicting the
results of all conditions of both experiments. Hence, it would
appear that the loudness hypothesis is either incorrect or the
effect of relative loudness on the decision weights can be
overridden by reducing the similarity of patterns compo-
nents.

IV. EXPERIMENT 3: HOW MUCH OF LEVEL
DIFFERENCE?

The results of expts. 1 and 2 show that the tendency of
the higher-level components in a pattern to dominate listener
decisions is quite robust. However, the level-difference be-
tween components in these experiments was also quite large,
40 dB. Would similar results be obtained for much smaller
level differences between components? One possibility is
that the level effect is all or none; that there exists a level
difference, somewhere between 0 and 40 dB, for which the
decision weights abruptly shift from the higher-level, less-
reliable tones to the lower-level, more-reliable tones. Such a
result would reinforce the role of attention in establishing the
effect. Expt. 3 was undertaken to test this possibility and to
determine the smallest level difference for which the level
effect is obtained.

A. Method

All conditions were identical to those of expt. 1 except
the level difference between tones was selected to be 0, 1, 5,
and 10 dB in different conditions. As before levels were
symmetric around a value of 60 dB SPL. Listeners partici-
pating in the experiment were the same as those participating
in expt. 2 and were given the same instructions regarding the
reliability of the level increment on the higher- and lower-
level tones.

B. Results and discussion

For simplicity in Fig. 5 we show only the mean of the
two estimates of decision weights for each listener. The in-
creasing symbol size denotes increasing level difference be-
tween tones. Dashed lines give the ideal decision weights as
before. Continuous lines give the obtained decision weights
from expt. 1 �level-difference equals 40 dB�. Three points
are to be noted from Fig. 5. First, decreasing the level dif-
ference by as much as 30 dB has little or no effect on the
estimates of decision weights. The COSS slopes obtained for
the tones differing by 10 dB are essentially equal to those
obtained in expt. 1 where the difference was 40 dB. This is
clearly inconsistent with the predictions of the near miss as
there was little or no difference found for these listeners
between the COSS slopes for single tones differing by
10 dB. Second, as the level difference is reduced further the
estimates of decision weights converge gradually to the
ideal. There is no evidence of a discrete change in decision
weights that would be consistent with an abrupt shift in at-
tention to the lower-level tones. Finally, it should be noted
that the weights for the 0 dB difference condition are not as
close to the ideal weights as they were for the condition in
which the tones were alternated with broadband noise �cf.
Fig. 4�. The reason for this may again be related to the dif-

FIG. 5. Same as Fig. 1 except symbols represent the
mean of the two estimates of decision weights for each
listener as the level difference between tones is varied.
Increasing symbol size denotes increasing level differ-
ence from 0, 1, 5, to 10 dB. Continuous curves give
mean decision weights obtained from expt. 1 �level dif-
ference equals 40 dB�.
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ficulty of selectively attending to tones having the same fre-
quency �similarity hypothesis�, which would tend to cause all
tones to be given equal weight.

V. GENERAL DISCUSSION

The results of this study show that when detecting a
change in the level of a multitone sequence, the highest-level
components in the sequence typically have the greatest influ-
ence on the listener’s judgments, even when the lower-level
tones contain more information regarding the presence of a
change. The effect is robust; it is obtained for highly prac-
ticed listeners, it occurs regardless of the position of the
high-level tones in the sequence, it is undiminished when
tones are separated by long �100 ms� silent intervals, and it is
not reduced by imposing large level perturbations on the
tones. The results are consistent with the predicted effect of
the near miss to Weber’s Law inasmuch as the relative slopes
of the COSS functions obtained for the tones presented indi-
vidually �where attentional weights are not a factor� are close
to the relative slopes obtained for the tones presented within
the pattern. However, two further results suggest that the
near miss, at best, plays only a contributing role: The same
effect is found for broadband Gaussian noise bursts where
the near miss is absent, and it is undiminished for level dif-
ferences as small as 10 dB where the near miss would pre-
dict a much smaller effect. The effect also appears to be not
merely determined by the relative loudness of tones �louder
tones being more salient in the pattern and so receiving
greater weight�. We find that the effect is entirely reversed
�low-level tones given greater weight� when the higher-level
tones are replaced by high-level noise bursts of equal or
greater loudness. Only one interpretation is consistent with
all of these results; it is that selective attention to individual
pattern components is made difficult by perceptual similarity
among components with the result that lower-level compo-
nents are largely ignored.

The results have implications for assumptions underly-
ing the most common interpretation of COSS weights. Given
the widespread use of COSS analysis to evaluate the decision
strategies of listeners, it is noteworthy that few papers have
seriously evaluated the assumptions of the decision model
underlying the analysis. There is cause for concern as early
work shows these assumptions to be critical to the interpre-
tation of the obtained decision weights �Lutfi, 1992; Rich-
ards, 2002�. The Richards �2002� paper is particularly rel-
evant in this regard. Simulations reported in this paper show
that a level-dependent gain, as would be associated with the
spread of excitation and the near miss, can produce a sys-
tematic bias in the estimates of weights, particularly when
tones are of unequal level. The potential for a bias of this
type has also been noted in the context of popular spectral
shape discrimination tasks where the listener must detect a
change in relative level within a stimulus �Lentz and Rich-
ards, 1997�. The results of the present study suggest, how-
ever, that any bias resulting from the near miss is likely to be
overridden by the influence of attentional factors on the es-
timates of decision weights. The results do little, therefore, to

change the popular interpretation of decision weights as re-
flecting attentional factors in multitone pattern discrimina-
tion.

Though the present results only weakly establish a pos-
sible cause of the level effects, the results underscore the
importance of the relative level as a factor influencing mul-
titone pattern discrimination. Indeed, the only condition so
far examined for which the relative level has not significantly
influenced the outcome is the tone�noise condition of the
present study. This condition takes on special significance
because it suggests that listeners can overcome the detrimen-
tal tendency to give the greatest weight to higher-level com-
ponents of a pattern if those components are made perceptu-
ally dissimilar from the lower-level components of the
pattern, thereby permitting selective attention to the indi-
vidual components. Such effects of perceptual dissimilarity
on multitone pattern discrimination have been investigated at
length by other authors �e.g., Kidd et al., 1994, 2002�, and it
is beyond the scope of the present study to revisit these ef-
fects. However, they may ultimately prove key in under-
standing the consistently nonoptimal strategy of listeners to
emphasize the component level over reliability in this study
and that of Berg �1990� have so far reported similar results.
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A computational model of nervous activity in the auditory nerve, cochlear nucleus, and inferior
colliculus is presented and evaluated in terms of its ability to simulate psychophysically-measured
pitch perception. The model has a similar architecture to previous autocorrelation models except that
the mathematical operations of autocorrelation are replaced by the combined action of thousands of
physiologically plausible neuronal components. The evaluation employs pitch stimuli including
complex tones with a missing fundamental frequency, tones with alternating phase, inharmonic
tones with equally spaced frequencies and iterated rippled noise. Particular attention is paid to
differences in response to resolved and unresolved component harmonics. The results indicate that
the model is able to simulate qualitatively the related pitch-perceptions. This physiological model is
similar in many respects to autocorrelation models of pitch and the success of the evaluations
suggests that autocorrelation models may, after all, be physiologically plausible. © 2006 Acoustical
Society of America. �DOI: 10.1121/1.2372595�
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I. INTRODUCTION

Virtual pitch is a sensation of tone height created by
broadband sounds. This pitch can be compared to the tone
height of a pure tone even though the broadband stimulus
may not contain any spectral energy in the frequency region
of that tone. There are many different explanations of the
origin of virtual pitches and these are often categorized as
either “spectral” or “temporal.” The model described below
addresses a group of hypotheses in the “temporal” category
�for example, Licklider, 1951; Yost et al., 1978; Lyon, 1984;
Assmann and Summerfield, 1990; Meddis and Hewitt, 1991;
Meddis and O’Mard, 1997�. These theories assume that vir-
tual pitch arises from temporal regularity or periodicities in
sounds and that these regularities can be characterized using
mathematical methods such as autocorrelation. This ap-
proach makes many qualitatively detailed and often success-
ful predictions concerning the outcome of a wide range of
virtual pitch experiments, particularly for stimuli where the
periodicity is invariant.

The status of the autocorrelation models remain contro-
versial, however, because to many it appears to be physi-
ologically implausible and positive evidence in its favor is
elusive. There are no structures in the auditory brainstem that
look capable of carrying out the “delay-and-multiply” opera-
tions required by autocorrelation. This is a major impediment
to a general acceptance of an autocorrelation-type model of
virtual pitch perception.

This paper seeks to address the issue by proposing a
signal-processing scheme based on anatomical structures and
physiological processes known to exist in the auditory pe-
riphery and brainstem. The aim is to show that a system
based on these components can behave in some important
respects like autocorrelation and can simulate a number of
the most important virtual pitch phenomena.

The model is an extended version of an older computa-
tional model that was originally developed to simulate the
response of single units in the auditory brainstem to sinusoi-
dally amplitude modulated �SAM� tones �Hewitt and Med-
dis, 1992, 1994�. In those studies it was shown that the
model is able to simulate appropriate modulation transfer
functions �MTFs� in ventral cochlear nucleus �VCN� neurons
when stimulated using sinusoidal amplitude modulated
�SAM� tones. It can also simulate appropriate rate MTFs in
single inferior colliculus �IC� neurons. In this report the
model will be expanded and evaluated using broadband
stimuli with a pitch quality rather than SAM tones. An earlier
study has shown that model VCN units can successfully
simulate response of their physiological equivalents to
broadband pitch stimuli �Wiegrebe and Meddis, 2004�.

SAM tones do not themselves produce a strong pitch
percept. It may seem strange that a model designed to pro-
cess such stimuli should be regarded as a candidate explana-
tion for pitch perception: However, the model’s sensitivity to
particular rates of amplitude modulation is based on its abil-
ity to respond to particular periodicities in the stimulus.
Therefore, it is possible that it could also prove useful in
responding to the periodicities present in pitch-evoking
stimuli. This was the motivation for extending and re-
evaluating the model.

The original model simulated nervous activity in a
single best-frequency �BF� channel, i.e., a single site along
the basilar membrane �BM�. The new model is an expanded
version that includes multiple parallel BF channels and many
IC units in each channel. An additional cross-channel pro-
cessing stage has been added to allow information to be ag-
gregated across channels. Nevertheless, the basic component
model of IC unit functioning is unchanged from its previ-
ously published form in all material respects.

It was necessary to include the aggregation of informa-
tion across BF-channels �across BM sites� because the stron-
gest sensation of pitch is created by stimuli whose frequencya�Electronic mail:rmeddis@essex.ac.uk
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components are resolved by the auditory periphery, i.e., each
component is processed in a different channel. For example,
most IC units have only narrow receptive fields, sometimes
responding to only one harmonic of a multiharmonic stimu-
lus. It follows that a complete account of the extraction of
the pitch of a multitone complex must involve a stage where
the activity of units with different BFs is somehow com-
bined. As a consequence, it is essential to add another layer
of units above the narrowly-tuned units of the IC. This does
not mean that the location of this layer is known, only that its
inclusion was unavoidable.

The overall architecture of the model is the same as that
of an autocorrelation model �Meddis and O’Mard, 1997a�. It
consists of a cascade of the following stages: �1� peripheral
segregation of sound into frequency bands, �2� extraction of
periodicities on a within-channel basis, and �3� aggregation
of periodicity information across BF-channels. The novelty
in the model lies in the way in which periodicity is extracted;
using physiologically plausible circuits rather than an artifi-
cial mathematical device.

The model will be evaluated below by assessing its re-
sponse to a range of stimuli commonly used in psychophysi-
cal experiments. These pitch-evoking stimuli include �1�
complex tones with a missing fundamental frequency, �2�
tones with alternating phase, �3� inharmonic tones with
equally spaced frequencies, and �4� iterated rippled noise.
The range of possible tests is virtually infinite and these
stimuli have been carefully chosen to represent stimuli that
raise difficulties for many pitch theories. Particular attention
will be paid, for example, to differences in response to re-
solved and unresolved component harmonics. These stimuli
have also been used previously to evaluate the autocorrela-
tion model of pitch perception. The aim here is to demon-
strate that a physiologically realizable circuit can substitute
for autocorrelation and, qualitatively at least, it can perform
just as well.

II. THE MODEL

The model contains thousands of individual components
but is modular in structure �Fig. 1�A��. The basic building
block of the system is a module consisting of a cascade of
three stages: auditory nerve �AN� fibers, VCN units, and an
IC unit. Each module has a single IC cell receiving input
from 10 VCN units all with the same BF and saturated firing
rate. Each VCN unit receives input from 30 AN fibers all
with the same BF. All modules are identical except for the
BF and the saturated firing rate of the VCN units. Within a
module, it is the saturated firing rate of the VCN units that
determines the selectivity of the IC rate response to period-
icity. The VCN units are modeled on VCN chopper units that
fire at a fixed rate in response to moderately intense acoustic
stimulation.

The VCN units are designed to imitate the behavior of
sustained chopper units. These have low thresholds, a narrow
dynamic range and a receptive field similar in width to that
of an AN fiber �Blackburn and Sachs, 1989�. The firing rate
of VCN units is maximal about 20 dB above threshold and is

largely independent of stimulus characteristics. As a conse-
quence, the saturated chopping rate is referred to below as its
intrinsic chopping rate. Different units have different intrin-
sic rates and these differences are fundamental to the ability
of the model to detect and discriminate among different pe-
riodicities. The assumption that all units receive the same
number of AN inputs is a simplifying assumption that may
need to be revised at a future date. The assumption that all
inputs to a VCN unit are from AN fibers with the same BF
may also be a simplification. However, the narrowness of the
receptive field of sustained chopper units is typically re-
ported to be similar to that of a single auditory nerve fiber.

These modules are the same as those described in Hewitt
and Meddis �1994� where it was shown that the VCN units

FIG. 1. �A� A single constituent module. A module consists of 10 VCN units
feeding one IC unit. Each VCN unit receives input from 30 AN same-BF
fibers. Within a module, all VCN units have the same saturated firing rate.
�B� Arrangement of modules. There are 30 modules within each BF channel,
each with a different characteristic firing rate. There are 40 channels with
BFs ranging from 100 to 10000 Hz. A stage-4 unit receives one input from
each channel from modules with the same saturated rate.
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have appropriate modulation transfer functions �MTFs� and
it was also shown that the module IC units have physiologi-
cally appropriate rate-MTFs. In other words the IC units
show high firing rates for a restricted range of low-frequency
modulations. These two MTFs are related in that the tuning
of the IC unit depends on the chopping rate of VCN units
supplying its input. If the intrinsic chopping rate of the VCN
units is 100 spikes/s, the peak of the VCN MTF will be
around 100 Hz and the peak of the IC rate-MTF is also at
100 Hz. A single IC unit can, therefore, be tuned to respond
maximally to a particular modulation frequency by adjusting
the chopping rate of its feeder VCN units.

The extended model replicates this core module many
times within a single BF channel using different chopping
rates in different modules. There are 10 VCN units in each
block and, within a single channel, there are 30 blocks, each
characterised by its chopping rate. This arrangement is rep-
licated across 40 BF channels making a total of 12000 VCN
units and 1200 IC units. The choice of 30 blocks and 40 BF
channels is arbitrary and represents a trade-off against the
considerable computational time involved.

This multirate, multi-BF architecture provides the basis
for a further extension of the model; a fourth stage where
periodicity information is aggregated across BF channels.
This pitch-extraction stage is added to the model in the form
of an array of hypothetical “stage 4” units called the “stage 4
profile.” Each stage 4 unit receives input from one IC unit
from each BF channel where all the contributing IC units
have the same best modulation frequency and, hence, the
same VCN chopping rate. Figure 1�B� illustrates the overall
architecture. Each stage 4 unit has a unique pattern of sensi-
tivities to periodicity.

The within-module details are unchanged from the origi-
nal modeling studies. One minor change from earlier work is
a reduction from 60 to 30 in the number of AN fibers pro-
viding input to a single VCN unit. This was to improve the fit
of the model VCN MTFs to published animal data �Meddis
and O’Mard, 1997b�. Improvements to the detail of the AN
model have also been included in order to be consistent with
recent modeling work from this laboratory. The AN section
of the model has, for example, been recently updated and is
fully described in Meddis �2006�. This updated version in-
cludes a nonlinear cochlear response and improved forward
masking behavior �Meddis and O’Mard, 2005� and first-
spike latencies �Meddis, 2006�. The parameters of the dual
resonance nonlinear �DRNL� filterbank are based on human
psychophysical data �Lopez-Poveda and Meddis, 2001�.

Stage 1: Auditory periphery. This stage of the model is
exactly as described in Meddis �2006� where all equations
and parameters are given in full. The effect of the outer-
middle ear was simulated using a Butterworth first-order
band pass filter with lower and upper cutoffs of 450 and
5000 Hz, respectively. The basilar membrane was modeled
as 40 channels whose best frequencies �BFs� were equally
spaced on a log scale across the range 100–10000 Hz. This
was implemented as an array of dual resonance nonlinear
�DRNL; Meddis et al., 2001� filters using the parameters for
human listeners given in Lopez-Poveda and Meddis �2001�.
All fibers were modeled identically, except for stochasticity,

as high spontaneous rate �HSR� fibers with thresholds at
0 dB SPL at 1 kHz. The output of the auditory periphery was
a stochastic stream of independent spike events in each au-
ditory nerve fiber.

Stage 2: VCN units. These are implemented as modified
McGregor cells �MacGregor, 1987� and are fully described
in Hewitt and Meddis �1992� and Meddis �2006�. Brief com-
putational details and parameters are given in the Appendix.
Each unit receives 30 AN fibers all with the same BF.

The saturated chopping rate of the VCN units is deter-
mined in the model by the potassium recovery time constant
��Gk�. This time constant is varied systematically across the
array of units in such a way as to produce 30 different chop-
ping rates equally spaced between 60 and 350 spikes/s.
These values were chosen to be realistic with respect to
physiological observations. The appropriate values of �Gk
were determined with an empirically derived formula; tau
=rate−1.441 based on the pure tone response at 65 dB SPL.
Time constants varied between 2.8 ms �50 Hz� and 0.22 ms
�350 Hz�.

Stage 3: IC units. These are described in full in Hewitt
and Meddis �1994� and are implemented here using the same
MacGregor algorithm as used for the VCN units and using
the parameters given in the Appendix. A single IC unit re-
ceives input from 10 VCN units. It is a critical �and specu-
lative� feature of the model that each IC unit receives input
only from VCN units with the same intrinsic chopping rate.
The thresholds of the IC units are set to require coincidental
input from many VCN units.

Stage 4 units. These units receive input from 40 IC units
�one per BF-channel�. All inputs to a single unit have the
same rate-MTF as determined by the intrinsic saturated rate
of the VCN units feeding the IC unit. It is assumed that each
spike input to the stage 4 unit provokes an action potential.
Therefore, stage 4 units are not coincidence detectors but
simply counters of all the spikes occurring in their feeder
units. They are intended purely as an indicator of the across-
channel activity in the IC units tuned to a particular period-
icity irrespective of BF channel. There are 30 stage 4 units,
one for each VCN rate. The output of the model is, therefore,
an array of 30 spike counts called the “stage-4 profile.” The
stage-4 profile rates are based on spike counts across the
whole stimulus.

This profile is illustrated in Fig. 2 where it shows the
response of the model to a simple harmonic stimulus. As the
fundamental frequency of the stimulus rises, the profile shifts
to the right. The change in pitch is coded in the change in the
overall location of the profile. All profiles are the result of a
single presentation of the stimulus. It must be stressed that
this profile cannot be read as a pitch-meter that indicates a
specific pitch frequency �e.g., 200 Hz�. This is not a require-
ment of models of human pitch perception. The profile re-
flects the response of the whole system to a pitch-evoking
stimulus. All of the values in the profile change when the
pitch changes. In this sense, the pitch information is distrib-
uted throughout the profile which is used to detect changes
in pitch as measured in most psychophysical experiments.

The model was evaluated at a refresh rate of 44 100 kHz
on a dedicated Appro-4144H 4U Quad Opteron Server, a
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quadruple parallel-processor computer. It was implemented
using the Development System for Auditory Modeling
�DSAM�. The DSAM code is available from the authors at
‘http://dsam.org.uk’

III. EVALUATION

The evaluation of the model follows a similar pattern
and uses similar stimuli to an earlier evaluation of an auto-
correlation model of pitch perception �Meddis and O’Mard,
1997a�. The input consists of stimuli that are known from
psychophysical studies to have a virtual pitch and whose
pitch qualities vary with respect to the stimulus characteris-
tics. The model’s response is then compared qualitatively to
published psychophysical observations.

A. Pitch of a harmonic tone

Figure 2�A� shows the stage 4 profile to three “missing
fundamental” harmonic tones composed of harmonics 3–8
presented at 70 dB SPL for 500 ms. There is no spectral
energy in the signals at their fundamental frequencies �F0
=150, 200, and 250 Hz�. Figure 2�B� shows the profile for
the same F0s where the tone is composed of harmonics
13–18 only. The effect of changing F0 is similar in that the
profile shifts to the right as F0 increases. Despite differences
in the overall shape, it is clear that the profiles in both figures
discriminate easily among the three different pitches. The
low harmonics in Fig. 2�A� are resolved by the human audi-
tory periphery while the high harmonics in Fig. 2�B� are not
�Plomp, 1964�. Both are heard to have a clear pitch and
listeners have little difficulty in detecting the changes in
pitch despite the difference in peripheral resolvability.

The left to right upward trend in Fig. 2�A� is explained
in terms of the intrinsic chopping rates of the different mod-
ules. High chopping rates in the VCN units give rise to more
activity in those IC units that receive their input. As a con-
sequence, the profile shows a higher stage 4 rate count for
shorter intervals. It is significant, however, that the stimuli
with unresolved harmonics �Fig. 2�B�� do not show this con-
tinued upward slope. The horizontal plateaux to the right of
the functions suggests that the stage 4 rate is not reflecting
the intrinsic chopping rate of the VCN units. On the contrary,

for higher F0 the plateau is also higher. The stage 4 rate is
reflecting the frequency of the envelope of the stimulus. In
other words, some high-rate choppers are synchronizing to
the envelope of the stimulus even though this has a longer
period than the intrinsic chopping interval. The plateau is not
seen for resolved harmonics because the signals in the indi-
vidual channels do not have strongly modulated envelopes.

B. Alternating phase

Another difference between resolved and unresolved
harmonics can be seen in the way phase affects the perceived
pitch. An important characteristic of pitch perception is its
insensitivity to the relative phase of the stimulus components
among low, resolved harmonics. There is no change in per-
ceived pitch when the phase relationship among the harmon-
ics is altered. However, if the stimulus is composed of a
group of high numbered �or “unresolved”� harmonics, the
pitch can be affected by the relative phases of the compo-
nents. This is clearly demonstrated if the phases of succes-
sive harmonics are alternated �sin, cos, sin, cos, etc.� When
this happens, the pitch of the stimulus is normally heard to
rise by a whole octave. The pitch of unresolved harmonics in
alternating phase reflects the period of the stimulus envelope
which doubles when the phase is alternated.

Figure 3 shows the profiles for a harmonic complex
when filtered to include either �a� low �resolved� harmonics
�125–625 Hz� or �b� high �unresolved� harmonics
�3900–5400 Hz�. These stimuli are a subset of those used by
Carlyon and Shackleton �1994� who found that the perceived
pitch of HIGH harmonics reliably increased by an octave
when the components were in alternating phase.

Figures 3�A� and 3�C� show the stage 4 profiles for
SINE phase tones with F0=125 and 250 Hz. This should be
compared with the profiles in Fig. 3�B� where F0 is 125 Hz
and the components are in ALTERNATING �sine-cos� phase.
The effect of changing the relative phase of the components
is different for high and low numbered harmonics. The shape
of the 125 Hz profile does not change much for low �re-
solved� harmonics when the phase is altered. However for
high �resolved� harmonics, the shape changes substantially;
the profile develops an extra upward slope at a chopping rate
of 250 Hz and becomes similar to the stimulus with 250-Hz
sine-phase tone. This result is qualitatively consistent with
experimental observations of Shackleton and Carlyon.

It is unclear at this stage of the development of the
model as to how this effect might be quantitatively assessed.
However, a simple comparison of the profiles can be at-
tempted using the mean Euclidean distance ���d2 /n, where
d is the difference between the values at corresponding
points and n is the number of pairs of points�. This statistic
has the values 25 and 27 for resolved harmonics when the
125 Hz alternating phase stimulus is compared with 125 Hz
and 250 Hz sine phase stimuli, respectively. This is a small
difference indicating a preferred pitch of 125 Hz. However,
corresponding mean Euclidean distances of 12 and 5 are ob-
tained for unresolved harmonics indicating a clear preferred
pitch match of 250 Hz for the unresolved 125 Hz alternating
phase stimulus.

FIG. 2. Stage 4 rate profile for three 500-ms harmonic tones with F0=150,
200, and 250 Hz presented at 70 dB SPL. The x axis is the saturated rate of
firing �spikes/s� of the VCN units at the base of the processing chain. The y
axis is the rate of firing �spikes/s� of the stage 4 units. �A� Harmonics 3–8.
�B� Harmonics 13–18.
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C. Inharmonic tones

De Boer �1956� showed that the pitch of a harmonic
complex remained strong when the complex was made in-
harmonic by shifting the frequency of all components by an
equal amount. The heard pitch of the complex shifts by a
fraction of the shift of the individual components. This pitch
shift is relatively large when the stimulus is composed of low
harmonics but small for complexes composed of only high
harmonics. For example, Moore and Moore �2003� showed
that a complex composed of 3 resolved harmonics would
show a pitch shift of 8% when the individual harmonics were
all shifted by 24%. On the other hand, complexes of 3 unre-
solved harmonics showed much less pitch shift. The stimulus
consisting of the least resolved �i.e., highest frequency� com-
ponents showed little or no pitch shift. This was true for F0s
of 50, 100, 200, and 400 Hz.

Two extreme examples of their stimuli were employed
in the following demonstration which used 70-dB SPL,
500-ms tones consisting of either three resolved harmonics
�3, 4, 5� or three unresolved harmonics �13, 14, 15� with
F0=200 Hz. Pitch shifts were produced by shifting all com-
ponent tones by either 0, 24%, or 48% and generating a stage
4 profile for each.

The resulting stage 4 profiles are shown in Fig. 4. The
profiles for the resolved harmonics change with the shift.

Shifting the frequencies of the unresolved harmonics �Fig.
4�B�� had little effect. Qualitatively at least, this replicates
the results of Moore and Moore at least for their two extreme
stimuli. When all harmonics are shifted by the same amount,
the envelope of the signal is unchanged because it depends
on the spacing between the harmonics which remains con-
stant. The model reflects the unchanged periodicity of the
envelope of the stimulus with unresolved harmonics in Fig.
4�B�. On the other hand, the model reflects the changing

FIG. 3. Stage 4 rate profiles in re-
sponse to stimuli consisting of low/
resolved �125–625 Hz� and high/
unresolved harmonics �3900–5400
Hz�. �A� F0=125, sine phase. �B�
F0=125 Hz alternating phase. �C�
F0=250 Hz sine phase. Stimuli were
500 ms duration and presented at
70 dB SPL.

FIG. 4. Stage 4 rate profiles for shifted harmonic stimuli �F0=200 Hz�.
Shifts applied equally to all harmonics are 0, 24, or 48 Hz. �A� Harmonics 4,
5, and 6 �resolved�. �B� Harmonics 13, 14, and 15 �unresolved�. Shifting the
harmonics has a smaller effect when the harmonics are unresolved.
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values of the resolved components when resolved stimuli are
used �Fig. 4�A��.

This demonstration contrasts with the alternating phase
demonstration in the previous section. The alternating phase
effect occurs only when high harmonics are involved. On the
other hand, when the pitch change is caused by inharmonic
component frequency shifts, the effect is strongest when the
shifts are applied to the low �resolved� harmonics.

D. Threshold for pitch difference

Harmonic number is also involved in determining the
sensitivity to pitch differences. Houtsma and Smurzynski
�1990� showed that the frequency difference threshold for the
pitch of an 11 component harmonic complex was greater for
high than for low harmonics. The model was therefore tested
using tones consisting of either 11 successive low harmonics
�lowest=7� or high harmonics �lowest=15�, all in sine
phase. F0 was 200 Hz and stimuli were presented for
500 ms. In both cases a second stimulus was presented with
F0 increased to 205 Hz. A 5-Hz F0 difference was found by
Houtsma and Smyrzinski to be close to the pitch difference
threshold for stimuli when the lowest harmonic was 13 �see
their Fig. 3�.

The stage 4 rate profiles for each of these stimuli are
given in Fig. 5. The 5-Hz shift in F0 has a greater effect for
the stimulus composed of low harmonics �Fig. 5�A�� than for
the stimulus consisting of high harmonics �Fig. 5�B��. This is
qualitatively consistent with Houtsma and Smyrzinski’s re-
sult.

E. Iterated rippled noise

Iterated rippled noise �IRN� is of particular interest in
the study of pitch because it produces a clear pitch percept
but does not have the pronounced periodic envelope that is
typical of harmonic and inharmonic tone complexes. When
IRN is created by adding white noise to itself after a delay
�d�, the perceived pitch is typically matched to a pure tone or
harmonic complex whose fundamental frequency is 1 /d. The
strength of the pitch percept is also typically proportional to
the number of times the delay-and-add process is repeated.
The model was evaluated using stimuli constructed using a
delays of 6.67, 5, and 4 ms reciprocals and a gain of 1. These
stimuli have pitches around 150, 200, and 250 Hz. Figure 6

shows the rate profiles for these three values of IRN delay at
two levels of iteration. Figure 6�A� shows only small differ-
ences in the profiles for the different delays when only three
iterations are used. When 16 iterations are used �Fig. 6�B��
the differences between the profiles are more marked and
this is consistent with what is heard.

F. Operation of the model

It is difficult to give a rapid intuitive insight into the
operation of the model because of its complexity but the
following may be helpful. While sustained chopping units
fire regularly, their firing times are not necessarily in phase
with one another even when the units have exactly the same
chopping rate. However, the units will synchronize their fir-
ing to the phase of a pulsating stimulus if the pulse rate is the
same as the intrinsic firing rate of the VCN unit. As a result
all units with the same intrinsic firing rate will become syn-
chronized with each other because they are synchronized to
the same driving source.

An important consequence of this synchrony is that
groups of VCN units will send synchronous volleys of spikes
towards their target IC unit. The IC unit functions in the
model as a coincidence detector. It produces the greatest re-
sponse when the input from the VCN units is synchronized.
This is most likely to occur when the period of the stimulus
has some simple numerical relationship to the firing period
of the VCN units. This gives the model its sensitivity to
periodicity within BF-channels. Figure 7 illustrates the
model response to a harmonic tone consisting of harmonics
3–8 of a 200-Hz F0. The IC response is shown for two dif-
ferent �Gk values. The IC response across all channels is
more vigorous and more consistent for �Gk=0.52 when the
chopping rate ��200 Hz� is similar to the fundamental �Fig.
7, middle row�. When �Gk=0.85 �chop rate �150 Hz� the
pattern is less coherent across time �Fig. 7 bottom row�. The
best stimulus to recruit a chopper unit is a stimulus whose
period is the same as that of the intrinsic firing of the chop-
per.

The model is sensitive to the period of a pure tone as
well as the period of the envelope of a complex tone. This is
important when the harmonics are resolved and the BM re-
sponse in a single channel is a sinusoidal oscillation. It is
also the case that the VCN units will synchronize to resolved
low-frequency tones when the frequency of the tone is a
whole multiple of the chopping rate of the VCN unit. For

FIG. 5. Effects of pitch differences on the stage 4 rate profile for stimuli
consisting of 11 successive harmonics. A shift of 5 Hz �F0=200, 205 Hz� is
applied. Stimuli differ in terms of the number of the lowest harmonic in the
series. �A� Lowest harmonic�7. �B� Lowest harmonics�15.

FIG. 6. Stage 4 rate profiles produced by the model in response to iterated
rippled noise stimuli with iteration delays corresponding to pitches of 150,
200, and 250 Hz. �A� 3 iterations. �B� 16 iterations.
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example, a chopper with a spike rate of 150 spikes/s will
synchronize with a 300-Hz pure tone or any multiple of
150 Hz although this effect becomes weaker as the tone fre-
quency rises towards higher multiples of the unit’s intrinsic
rate. As a consequence, a complex tone consisting of the
resolved harmonics of 150 Hz will stimulate choppers firing
at a rate of 150 Hz in all of the different BM sites stimulated
by the individual harmonic components.

IV. DISCUSSION

The aim of this study was to demonstrate that a model
using physiological components could share some of the
properties previously shown to characterize cross-channel
autocorrelation models. The mathematical model and the
new physiological model have a great deal in common. Both
use an auditory first stage to represent auditory nerve spike
activity. Both extract periodicity information on a within-
channel basis. Both models accumulate information across

channels to produce a periodicity profile. They differ only in
the mechanism used to determine periodicities. In the physi-
ological model, periodicity detection uses VCN units work-
ing together with their target IC units. This replaces the
delay-and-multiply operations of the autocorrelation method.

The physiological mechanism depends on the synchro-
nization properties of the model VCN chopper units. When
the choppers are driven by a stimulus periodicity that coin-
cides with their intrinsic driven firing rate, all the VCN units
with the same firing rate will begin to fire in synchrony with
the stimulus and with each other. This periodicity may origi-
nate either from low frequency pure tones or from modula-
tions of a carrier frequency. It is this synchrony that drives
the receiving IC units. This is not, of course, exactly the
same process as autocorrelation. But it is similar in the sense
that they both systematically extract periodicity information
on a temporal basis.

At first sight, the rate profile does not look like an auto-
correlation function. It progresses from long to short inter-
vals and has a steep slope across VCN chopping rate. On the
other hand, the summary autocorrelation function progresses
from short to long lags and is normally presented as an ap-
proximately horizontal function across lags. However, Press-
nitzer et al. �2001� have recommended that autocorrelation
functions can give a better representation of some psycho-
physical results �e.g., lower limit of pitch� when they are
weighted so that the contribution of longer time intervals is
progressively reduced by a linear weighting function �see
their Fig. 7�. If their suggestion were applied to summary
autocorrelation functions and the function reversed to go
from long to short intervals, the parallel would become more
visually apparent.

A simplifying assumption in the present model is that all
IC units receive input from VCN units with the same intrin-
sic firing rate. This has recently been questioned by another
modeling study showing that more realistic IC MTFs can be
obtained using a spread of inputs across different chopping
rates and a second converging layer within the IC �Guerin et
al., 2006�. This surprising result was published too late to
influence the study reported here. However, it does suggest
that it might be possible to proceed successfully with fewer
restrictive assumptions than those implemented above.

It would be premature to claim that the model described
above is a complete pitch model. There are more pitch phe-
nomena than those considered here and the new model needs
to be tested on a much wider wide range of stimuli. Indeed
some stimuli produce a pitch that is claimed not to be pre-
dicted by existing autocorrelation models �e.g. Carlyon et al.,
2002; Plack and White, 2000�. These are matters for further
investigation. Nevertheless, this study has demonstrated that
a cross-channel autocorrelation model can be simulated, to a
first approximation, by a physiological model and is worthy
of further consideration.

This report has restricted itself to a qualitative assess-
ment of the model to show that the stage 4 rate profiles
demonstrate changes that parallel psychophysical changes. A
quantitative study will clearly be necessary. However, this
will require the solution of problems that lie beyond the
scope of this study. One important problem is that the stage 4

FIG. 7. Illustration of the model response to harmonic tone �F0=200 Hz,
harmonics 3–8�. The IC response is shown for two different �Gk values. The
IC response across all channels is more vigorous and more consistent when
�Gk=0.52 �middle row, chop rate �200 Hz approx� compared to �Gk
=0.85 �bottom row, chop rate �150 Hz�.

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 R. Meddis and L. P. O’Mard: Computational physiological model of virtual pitch 3867



profile reflects stimulus level as well as stimulus pitch. As
the signal level is increased, the spread of activity across the
channels is also increased. More IC units are recruited and
the profile shows a higher overall activity count. Pitch per-
ception is largely �but not completely� independent of level
and two pitches can be matched even when levels are
slightly different. These two variables must be disentangled
before a fully quantitative comparison can be attempted.

It is likely that other models of IC functioning might do
equally as well �Nelson and Carney, 2004; Langner, 1981�
although this has not been tested. In particular, the Nelson
and Carney model has been shown to simulate the response
of IC units to SAM tones. This property is an important
pre-requisite. The Hewitt and Meddis �1992, 1994� models
were used only because they were more familiar to the au-
thors. It is possible that any model of IC functioning would
work so long as it reproduces rate MTFs as measured physi-
ologically �e.g., Rees and Palmer, 1988; Krishna and Semple,
2000�. However, these alternative IC models would need to
be adapted to integrate periodicity information across BF
channels in an additional layer of neuronal processing.

de Cheveigne �1998� has also developed a physiological
model of periodicity extraction at the level of the cochlear
nucleus using delay-and-inhibit circuits. This mechanism has
been shown to be formally similar to autocorrelation. It is
possible that delay-and-inhibit “building blocks” would
serve the present purpose equally well although this again
has not been tested. However, it remains to be seen whether
the delay-and-inhibit idea is physiologically plausible given
that it relies on an extensive range of graded inhibitory de-
lays.

There is abundant evidence for VCN units that chop at
the rates featured in this study �60–350 spikes/s�. However,
the physiological plausibility of the new model might itself
be questioned in the light of the observations of Krishna and
Semple �2000�. Their results indicated that the rate MTF
functions observed in the IC are more complex than was
remarked on in earlier studies. They found not only rate-
enhancement but also rate-suppression. Some IC units
showed suppression of firing at some modulation frequencies
and enhancement at others. Also rate MTFs �Krishna and
Semple, 2000, Figs. 3�A�, 3�C�, and 3�D�� show enhance-
ment peaks at 500, 400, and 100 Hz, respectively, but sub-
stantial suppression at lower modulation frequencies. Our IC
units show none of these complexities and a more sophisti-
cated model than that presented here should take this into
account.
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APPENDIX: SUSTAINED CHOPPER MODEL

The VCN unit model is based on MacGregor �1987�
point neuron model. The present implementation consists of
two stages: input at the dendrites and spike generation at the
soma, respectively. The original MacGregor neuron provides
for the possibility that the spiking threshold can vary over
time but this has been omitted here. This is achieved by
setting his parameter c to 0.

Each auditory nerve spike was represented as a 6 mV
postsynaptic pulse lasting 50 �s. The dendritic input stage
applies a first-order low pass filter �3 dB cutoff at 400 Hz,
0 dB gain� to the AN peri stimulus time histogram �PSTH� to
produce a voltage change I�t� at the soma.

The trans-membrane potential at the soma, E, is repre-
sented as a deviation from resting potential, Er, and tracked
using the equation,

dE/dt = − E/�m + I�t� + Gk�t��Ek − E� , �A1�

where �m is the membrane time constant, Ek is the potassium
reversal potential �relative to Er� and Gk�t� is the cell potas-
sium conductance. Conductance changes are tracked using

dGk = − Gk*dt/�Gk + b*s , �A2�

where �Gk is the potassium time constant, b is the increase in
Gk following an action potential �AP� indicated when s=1.
An AP is initiated when the membrane potential exceeds a
threshold E�t��Th0. This threshold was fixed throughout.
See Table I for parameter values.

The IC neuron used the same equations but some param-
eters were changed to produce tighter coincidence criteria
�see Table II�.
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It is well known that a tone presented binaurally is louder than the same tone presented monaurally.
It is less clear how this loudness ratio changes as a function of level. The present experiment was
designed to directly test the Binaural Equal-Loudness-Ratio hypothesis �BELRH�, which states that
the loudness ratio between equal-SPL monaural and binaural tones is independent of SPL. If true,
the BELRH implies that monaural and binaural loudness functions are parallel when plotted on a log
scale. Cross-modality matches between string length and loudness were used to directly measure
binaural and monaural loudness functions for nine normal listeners. Stimuli were 1-kHz 200-ms
tones ranging in level from 5 dB SL to 100 dB SPL. A two-way ANOVA showed significant effects
of level and mode �binaural or monaural� on loudness, but no interaction between the level and
mode. Consequently, no significant variations were found in the binaural-to-monaural loudness ratio
across the range of levels tested. This finding supports the BELRH. In addition, the present data
were found to closely match loudness functions derived from binaural level differences for equal
loudness using the model proposed by Whilby et al. �J. Acoust. Soc. Am. 119, 3931–3939
�2006��. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2363935�

PACS number�s�: 43.66.Cb, 43.66.Pn, 43.66.Ba �AJO� Pages: 3870–3877

I. INTRODUCTION

A tone presented to both ears is perceived as louder than
the same tone presented to only one ear �Fletcher and Mun-
son, 1933; Scharf and Fishken, 1970; Marks, 1978�. Gener-
ally, it is assumed that this ratio is equal to 2 for dichotic
tones at the same loudness �for a review, see Marks �1978�
and Hellman �1991��, but some studies have suggested a
lower ratio �Scharf and Fishken, 1970; Zwicker and Zwicker,
1991; Whilby et al., 2006�. The ratio has been assumed to be
independent of level, even though it is unclear if this is true
�Fletcher and Munson, 1933; see also Fletcher, 1953�. This
assumption of a constant ratio between the binaural and
monaural loudness growth functions is known as the Binau-
ral Equal-Loudness-Ratio hypothesis �BELRH�. Whereas Al-

gom et al.’s �1989� magnitude estimation of monaural and
binaural data lend support to the BELRH for tones, other
studies report that the binaural loudness function is steeper
than the monaural loudness function for tones �Hellman and
Zwislocki, 1963� and for noises �Reynolds and Stevens,
1960�, implying a monotonic increase of the ratio as function
of level.

Binaural loudness summation can be studied with two
different measures: the Binaural Level Difference for Equal
Loudness �BLDEL� �Whilby et al., 2006� and the binaural-
to-monaural loudness ratio. When the binaural and the mon-
aural loudness functions are presented in the same logarith-
mic plot, the first measure corresponds to the horizontal
distance between the two functions, and the second to the
vertical distance. If the BELRH is assumed, then the two
functions should be parallel �i.e., the vertical distance is con-
stant�. In this case the slope of the loudness function will be
proportional to the inverse of the BLDEL. Therefore, it is
possible to derive a loudness function directly from the
BLDEL data �Fletcher and Munson, 1933; Whilby et al.,
2006� using this assumption. On the other hand, without this

a�A portion of this work was presented at the Midwinter Meeting of the
Association for Research in Otolaryngology �Marozeau et al., “New
method for deriving loudness functions from Binaural Level Differences
for Equal Loudness” �2006�� and the American Auditory Society Meeting

�Marozeau et al., “Testing the Binaural Equal-Loudness-Ratio hypothesis
using Cross-modality Matching” �2006��.
b�Electronic mail: j.marozeau@neu.edu
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assumption, the BLDEL data alone do not provide any infor-
mation on the shape of the loudness function. Therefore, in
order to test the BELRH, binaural and monaural loudness
functions must be measured directly over a large range of
levels.

Such direct measurements of loudness functions have
been previously performed for tones using magnitude esti-
mation �Hellman and Zwislocki, 1963; Scharf and Fishken,
1970; Marks, 1978; Algom et al., 1989�. Unfortunately, this
procedure may be susceptible to biases, especially at the ex-
tremes of the range �Poulton, 1989�, and may not be suitable
for the measurement of individual loudness functions �Ep-
stein and Florentine, 2006�. Therefore, insufficient data are
available for accurately assessing the BELRH over a wide
range of levels for pure tones in individual listeners. One of
the two purposes of the present experiment is to obtain a
reliable set of data that is comprehensive enough to permit
testing the BELRH for individual listeners.

Obtaining reliable loudness functions for individual lis-
teners requires proper psychophysical procedures. Given the
high variability of magnitude-estimation data for loudness in
individuals �Epstein and Florentine, 2006�, Epstein and Flo-
rentine �2005� employed a cross-modality-matching proce-
dure to measure loudness functions of 5- and 200-ms tones.
Such cross-modality-matching procedures have been shown
to yield reliable data for both groups and individuals �Teght-
soonian and Teghtsoonian, 1983; Hellman and Meiselman,
1988; 1990; 1993; Hellman, 1999�. Epstein and Florentine
�2005� used cross-modality matching to test the Equal-
Loudness-Ratio hypothesis for duration, which states that the
loudness ratio between short and long tones is independent
of the level. Their data support this hypothesis, except at low
levels. The present experiment uses the same protocol to test
the BELRH, except for the type of stimuli �i.e., monaural
and binaural tones were used instead of short and long tones�
and the inclusion of a sequence of mid-to-high-level tones
every five trials. This sequence was introduced to better rep-
licate the conditions present in Whilby et al. �2006�.

Similar conditions between Whilby et al. �2006� and the
present study are important because the second purpose of
the present experiment is to obtain data that can be used to
test the loudness model proposed by Whilby et al. �2006�.
The model was derived from loudness matches between
monaural and binaural tones using a wide range of stimulus
levels that varied randomly within a session. According to
Silva and Florentine �2006�, such data may be affected by
Induced Loudness Reduction �ILR�. This effect occurs when
a moderate-level tone is preceded by a louder inducer tone
presented at the same or a nearby frequency ��Marks, 1994;
Mapes-Riordan and Yost, 1999; Arieh and Marks, 2003�, for
a review see Wagner and Scharf �2006��. The presence of an
inducer tone can result in a decrease of the loudness level of
the quieter tone by 10 to 15 phons. The amount of ILR can
vary quite widely depending on the level, presentation mode,
sequence, and duration of the preceding sounds �Mapes-
Riordan and Yost, 1999; Nieder et al., 2003�. Because ILR
most profoundly affects the perception of sounds at moderate
levels, it can change the shape of the loudness function by
making the slope shallower in the mid-range. The effects of

loud inducer tones are time dependent and can last at least
10 min �Arieh and Marks, 2003; Epstein and Gifford, 2006�.
In order to reduce potential variability due to the context
dependence of ILR, the present experiment was designed to
maintain similar ILR-producing conditions for each trial
throughout the entire experiment by exposing the listener to
mid-to-high level tones at regular intervals. Although this
design should reduce variability caused by different sequen-
tial contexts, it may also result in shallower slopes in the mid
range of the measured loudness functions and smaller
binaural-to-monaural loudness ratios than seen by other ex-
perimenters who utilize procedures that do not consider the
sequentially evoked variability of the effects of ILR.

II. METHOD

A. Stimuli

The stimuli were 1-kHz tones with equivalent rectangu-
lar durations of 200 ms. The tones had 6.67-ms raised-cosine
rises and falls and 195-ms steady-state portions to ensure that
almost all the energy of the tone bursts was contained within
the 160-Hz-wide critical band centered at 1 kHz �Scharf and
Fishken, 1970; Zwicker and Fastl, 1990�. Tones were pre-
sented both monaurally and binaurally. In the monaural con-
dition, tones were presented to the ear with the higher thresh-
old. In the binaural condition, tones were presented at
approximately the same loudness to each ear. Because the
threshold microstructure of the two ears differs, sounds pre-
sented at the same SL to each ear are closer in loudness than
those presented at the same SPL, at least at low-to-moderate
levels �Mauermann et al., 2004�. Therefore, an attenuation
corresponding to the threshold difference between the two
ears was applied to tones sent to the ear with the lower
threshold to achieve binaural presentations at the same SL in
each ear. The tone levels in the ear with the higher threshold
ranged from the first multiple of 5 dB above threshold to
100 dB SPL in 5-dB steps.

Because the level presented to the ear with the lower
threshold was always less than or equal to the level presented
to the opposite ear, the total energy presented in the binaural
condition was always less than or equal to two times the
energy presented in the monaural condition. If, instead, tones
presented to the higher threshold ear were amplified to match
the opposite ear in SL, the total energy in the binaural con-
dition could have exceeded two times the monaural energy.
In that case, the loudness summation observed could have
been attributed to a simple increase in energy.

B. Apparatus

A PC-compatible computer with a signal processor
�TDT AP2� generated the stimuli via a 16-bit D/A converter
�TDT DD1� with a 50-kHz sample rate. It also recorded the
listeners’ responses and executed the adaptive procedure.
The output of the D/A converter was attenuated �TDT PA4�,
low-pass filtered �TDT FT5, fc=20 kHz, 135 dB/oct�, at-
tenuated again �TDT PA4�, and led to a headphone amplifier
�TDT HB6�, which fed the earphone of the Sony MDR-V6
headset over the ear with the higher threshold. A third attenu-
ator �TDT PA4� was used before the other headphone ampli-
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fier and earphone. This setup ensured that the attenuators
could control the stimulus level linearly over at least a
120-dB range and the signal was set to the same SL at both
ears. For routine calibration, the output of the headphone
amplifier was led to an A/D converter �TDT DD1�, such that
the computer could sample the waveform, calculate its spec-
trum and rms voltage, and display the results before each
block of trials.

C. Procedure

The experiment was divided into two parts: measure-
ments of absolute threshold and cross-modality matches.

1. Absolute thresholds

Absolute thresholds were measured separately for each
ear at 1 kHz using a two-interval, two-alternative forced-
choice paradigm with feedback. Each trial contained two ob-
servation intervals, which were marked by lights and sepa-
rated by 500 ms. The stimulus was presented in the first or
second observation interval with equal a priori probability
for each interval. The listener’s task was to indicate which
interval contained the signal by pressing a key on a small
computer terminal. One hundred milliseconds after the lis-
tener’s response, the correct answer was indicated by a
200-ms light. Following the feedback, the next trial began
after a 500-ms delay.

Each threshold measurement consisted of three inter-
leaved tracks, each of which ended after five reversals. Re-
versals occurred when the signal level changed from increas-
ing to decreasing or vice versa. On each trial, a track was
selected at random from among the tracks that had not yet
ended. For each track, the level of the signal was initially set
approximately 15 dB above the listener’s threshold. It de-
creased following three consecutive correct responses and
increased following one incorrect response, such that the sig-
nal converged on the level yielding 79.4% correct responses
�Levitt, 1971�. The step size was 5 dB until the second re-
versal, after which it decreased to 2 dB.

The threshold for each track was calculated as the aver-
age signal level of the last two reversals and the average of
the three tracks was considered the absolute threshold.

2. Cross-modality matching

Listeners were given a virtually unbounded ball of very
thin but strong string �embroidery floss�, scissors, adhesive
tape, and a notebook. Each trial was presented in the middle
of a 250-ms visually marked interval. They were asked to cut
a piece of string that was as long as the sound was loud.
After each presentation, the listeners taped the string seg-
ment into a notebook, turned the page, and pressed a button
to indicate completion of the response. The next trial began
700 ms after the listener completed the response. In order to
reduce any task-related biases, embroidery floss was selected
because it is very thin and inelastic and can be cut very short.
Listeners were encouraged to cut the string as short or as
long as they wanted.

All levels and modes �monaural and binaural� were pre-
sented in random order. One block of trials contained three

trials in each mode at each level. Two blocks of trials were
completed such that six cross-modality matches were made
for each level and mode. Each block lasted approximately
40 min and blocks were separated by a 15-min break. On
each trial, a new tone level and mode were randomly se-
lected from all other stimuli that had not yet been presented
three times and had a level within 30 dB of the level of the
previous trial. If no stimuli fulfilled these criteria, but some
other stimuli still had been presented fewer than three times,
a dummy trial was inserted. The dummy trial had the same
mode and a level 30 dB above or below the preceding level,
depending on the levels of the stimuli that remained to be
presented. Large level differences between trials were
avoided in order to prevent startling the listener from a
sudden level increase or a missed stimulus from a sudden
level decrease. The dummy trials were included in the final
analysis.

As described earlier, this experiment was also designed
to normalize the influence of ILR on listener responses. In
order to achieve this, a random sequence of stimuli without
repetition was presented to the listeners every five trials. The
sequence was composed of all of the stimuli ranging from 50
to 100 dB SPL in 5-dB steps in both modes. Before each
session, six such sequences were presented in a row to en-
sure that the same amount of ILR would affect all trials. The
final cross-modality matches were the geometric means of
the string lengths that were cut to match a given level.

D. Listeners

As shown in Table I, nine listeners �six females and
three males� participated in this experiment. They ranged in
age from 22 to 74 years old with a mean of 32 years. All
listeners had audiometric thresholds less than 20 dB HL
�ANSI, 2004� at octave frequencies from 250 to 8000 Hz in
both ears when measured clinically and medical histories
were consistent with normal hearing. The mean absolute
threshold difference between the two ears was 3.7 dB at
1 kHz; no listener had a difference greater than 8 dB. Only
L3 �the first author� and L5 had previous experience making
loudness judgments.

E. Data analysis

Each data point shows the geometric mean of at least six
string lengths. The standard deviation was determined from
the logarithms of the string lengths. The group mean and
standard error were calculated across the individual listeners’
geometric means for each mode and level. The resulting data
were transformed back into the string-length domain to show
the probable range of each individual listener’s responses. To
compute average matches across listeners, string lengths for
each individual were normalized by dividing by the geomet-
ric mean of that individual’s string lengths for a binaural tone
set to 40 dB SPL.

To examine the effects of stimulus variables, a two-way
analysis of variance �ANOVA� for repeated measures was
performed on the logarithms of the string lengths �level in
dB SPL � presentation mode�. The outcome was considered
significant when p�0.05.
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III. RESULTS

The geometric mean of string length is plotted on a log
scale as a function of level in Fig. 1 for each individual
listener. The full range of string lengths cut was from 0.1 to
36.6 cm with an average of 3.05 cm for the monaural and
4.24 cm for the binaural. The data for individual listeners
were generally consistent, as indicated by the small standard
deviations and the general monotonicity.

Third-order polynomials were used to estimate the mon-
aural and binaural loudness functions for each listener using
a least-squares fit. As is typical of loudness growth functions,
there were clear differences among listeners. However, ex-
cept for two listeners �L6 and L9 at low levels�, the binaural
fit was always higher than the monaural fit for any given
level. This result implies that at an equal level, binaural tones
were perceived as louder than monaural tones. Data from L6
in one session were corrupted because she taped the pieces of
string on the wrong pages and skipped a page. Therefore,
L6’s data were not included in the average plot or statistical
analysis. The binaural fit for L9 was lower than the monaural
fit at low levels. This discrepancy can be attributed to the
poor reliability of this listener’s responses �i.e., large stan-
dard deviations� at those levels. However, except for low
levels, the overall shapes of L9’s loudness functions seem in
agreement with those of the rest of the listeners, so L9’s data
were included in all subsequent analysis.

For most of the listeners, the cross-modality matching
functions for tones were shallower at moderate levels than at
low and high levels. They were also nearly parallel, as indi-
cated by the roughly constant vertical distance between the
two functions. The thick, solid lines in Fig. 1 show the ratio
between the string lengths matched to equal-SPL monaural
and binaural tones. Visually, it is approximately independent
of SPL for most of the listeners, though some exceptions are
apparent.

The mean ratios between the binaural and monaural
loudness functions are summarized in Table I. These values

ranged from 1.15 to 1.38. The range of ratios measured un-
der very different conditions and found in other studies is
about 1.5 to 2.0 �Zwicker and Zwicker, 1991; Marks, 1978�.

The relationship between loudness and intensity is clas-
sically modeled as a power function of the intensity with an
exponent of 0.3 �Stevens, 1955�. However, this relationship
is more complex than just a straight line on a log scale �Flo-
rentine and Epstein, 2006�. Near threshold, the relationship
between loudness and intensity can be approximated by a
power function with an exponent of unity �Zwislocki, 1965;
Buus et al., 1998�. At moderate levels, the slope of the loud-
ness function is shallower than usually assumed �Florentine
et al., 1996�, and the function can be locally approximated as
a power function with an exponent of 0.2 �Buus and Floren-
tine, 2001�. However, in order to compare the present data
with classical data in the literature, data from this experiment
were fitted with a simple power function for all levels above
40 dB SPL. Table I shows the values of the exponents for
individual listeners. These values are lower than the classical
power function exponent of 0.3, but consistent with some
other studies, as discussed later in Sec. IV A.

The group mean data and standard errors are plotted in
Fig. 2. They are plotted in the same manner as Fig. 1, but the
Y axis is the normalized string length. The average data show
the same general trends as the majority of the individual
data. Both loudness functions were shallower at moderate
levels than at low and high levels. The thick line showing the
binaural-to-monaural loudness ratio is nearly horizontal, in-
dicating that it is approximately independent of SPL. This
observation is supported by an ANOVA. The effects of the
level and mode are both highly significant �p�0.0001�, but
the interaction between them is not �p=0.12�, as is expected
if the effect of mode is independent of the level. Accordingly,
the results of the ANOVA support the BELRH.

TABLE I. Summary of the individual data �gender, age, thresholds at 1 kHz, and results�. �L represents the
absolute value of the threshold difference between the two ears of each listener. The Bi/Mono ratio is the
averaged difference between the binaural and monaural polynomial fits to the data; Monaural exponent and
Binaural exponent show the values of the exponents of the fitted power functions for levels above 40 dB SPL.

Threshold measures in dB HL Results

Listener Gender Age Left ear Right ear �L
Bi/Mono

ratio
Monaural
exponent

Binaural
exponent

L1 F 44 13 7 6 1.24 0.17 0.18
L2 F 24 −4 −1 3 1.3 0.07 0.1
L3 M 30 −4 −4 0 1.4 0.14 0.16
L4 M 25 6 8 2 1.15 0.12 0.14
L5 F 22 3 −2 5 1.38 0.21 0.21
L6 F 74 −4 −9 5 - - -
L7 F 28 0 −8 8 1.33 0.15 0.14
L8 M 23 10 8 2 1.28 0.13 0.15
L9 F 22 4 6 2 1.25 0.14 0.15

Average 32 2.6 0.5 3.7 1.29 0.14 0.15
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IV. DISCUSSION

A. Comparison with data in the literature

1. Comparison with Epstein and Florentine „2005…

The present experimental protocol differed from that of
Epstein and Florentine �2005� by only the type of stimuli
used �i.e., monaural and binaural tones rather than 5- and
200-ms tones�. Both experiments used monaural 200-ms
tones at 1 kHz over a wide range of levels. Therefore, it is
possible to directly compare the average loudness functions
extracted from the two experiments. In order to be consistent
with Epstein and Florentine �2005�, the group means of the
string lengths for monaural tones above 40 dB SPL were
approximated with a power function. The value of the expo-
nent fit to the data was 0.14 for both studies, indicating that
the average loudness functions in the present experiment
grew at nearly the same rate as the loudness functions mea-
sured by Epstein and Florentine �2005�. Figure 3 shows the

average data from the two experiments on the same graph.
To facilitate comparison, the two loudness functions were
normalized so that the match to the 40 dB SPL tone had a
value of one. The two functions are quite similar, showing
that the difference in methodology between the two experi-
ments �i.e., the inclusion of a sequence of mid-to-high level
tones� did not affect the slope of the loudness function for
monaural tones.

2. Comparison with classical loudness experiments

Although the exponent of 0.14 found in the present
study is quite similar to that found by Epstein and Florentine
�2005�, this value and the binaural-to-monaural loudness ra-
tio of 1.29 are smaller than the values found in most prior
studies using different experimental paradigms. It may be
possible that judgments were influenced by the reluctance of
listeners to cut long pieces of string, and the difficulty of

FIG. 1. Individual loudness functions
obtained from all nine listeners. The
geometric mean of the string length is
plotted on a log scale as a function of
level. The filled circles show data for
the binaural tones and the open circles
show the data for the monaural tones.
The vertical bars show ± one standard
deviation of the log of the string
lengths. The solid thin lines show
third-order polynomials fitted to the
monaural average data and the dashed
lines show third-order polynomials fit-
ted to the binaural average data. The
thick lines show the ratio of string
lengths obtained for equal-SPL mon-
aural and binaural tones as estimated
from the polynomials.
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cutting very short pieces of string. Although this possibility
cannot be completely ruled out, the data do not seem to show
these effects �i.e., no unexpected compression appears at the
very low and high levels�. Most of these studies used mag-
nitude estimation tasks to obtain loudness slopes and
binaural-to-monaural ratios. Work by Treisman and Irwin
�1967� indicates that different tasks may involve different
perceptual processes and yield different results �i.e., the
transformation of the psychological loudness scale to num-
bers can differ from the transformation to string lengths�.
Prior experimenters have made corrections to compensate for

differences in methodology. For example, Marks �1987�
raised each numerical estimate to the power of 0.3/0.2 to
adjust the slope of his loudness function to the expected 0.3.
If the current data were adjusted to match the slope of a fitted
power function to 0.3, then the binaural-to-monaural loud-
ness ratio would become 1.7. This ratio is well within the
range of ratios found by other experimenters �Scharf and
Fishken, 1970; Zwicker and Zwicker, 1991�. This transfor-
mation suggests that the slope of the loudness function and
the binaural-to-monaural loudness ratio are dependent on
each other, and that both are dependent on the methodology.

B. Testing the Binaural Equal-Loudness-Ratio
hypothesis

The present data clearly support the BELRH and are
consistent with other studies that used magnitude estimation
to measure the ratio �Scharf and Fishken, 1970; Marks, 1987;
Algom et al., 1989; Zwicker and Zwicker, 1991�. Because
the binaural and monaural loudness functions maintain a
constant vertical distance on a log scale �as shown in Figs. 1
and 2� and the slopes of both functions change at moderate
levels, the level difference between binaural and monaural
tones required for equal loudness changes as a function of
level. According to the present data, the Binaural Level Dif-
ference for Equal Loudness �BLDEL� is 5 dB at 20 dB SPL,
8 dB at 66 dB SPL, and 7 dB at 100 dB SPL.

C. The effect of induced loudness reduction in
loudness judgments

The sequences of mid-to-high-level tones were intro-
duced to better match the experimental conditions of Whilby
et al. �2006� because it was hypothesized that Induced Loud-
ness Reduction �ILR� affected those data. ILR is known to
affect sounds differently as a function of level �Mapes-
Riordan and Yost, 1999; Nieder et al., 2003�. Sounds below
40 dB SPL are not susceptible to ILR. Above 40 dB SPL the
amount of ILR increases with level, at least up to 70 dB SPL
�Scharf et al., 2005�. Consequently, loudness functions de-
rived from data that are influenced by ILR are likely to have
a shallower slope at moderate levels. The results, shown in
Fig. 3, do not indicate that the amount of ILR produced by
the sequence of tones used in the present experiment is
greater than the amount of ILR seen due to the simple ran-
domization of stimulus levels in Epstein and Florentine
�2005�. This is consistent with measures showing the rapidity
of onset and the duration of the effects of ILR �Epstein and
Gifford, 2006�.

D. Modeling growth of loudness for individual
listeners

Whilby et al. �2006� proposed a method for deriving
loudness functions from BLDEL data. Briefly, the monaural
loudness function, Fm, was defined as

Fm�L� = 10aL3+bL2+cL+dm, �1�

where L was the level in dB SPL of the monaural stimulus
and a, b, c, and dm were the free parameters of the model.
Because of the assumption of BELRH, the binaural loudness

FIG. 2. Average data from the individual listeners �L6 omitted�. The third-
order polynomials fitted to the data were normalized by dividing each length
by the average string length for the 40 dB SPL tone in the binaural condi-
tion. The vertical bars show ± one standard error of the log of the string
length.

FIG. 3. Comparison between the average loudnesses of the monaural
200-ms tones obtained in the present paper �open circles� and the average
loudnesses of the 200-ms tones �filled circles� obtained in Epstein and Flo-
rentine �2005�.

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Marozeau et al.: Testing the binaural equal-loudness-ratio hypothesis 3875



function, Fb, was assumed to be proportional to Fm:

Fb�L� = �Fm�L� = 10aL3+bL2+cL+db, �2�

where � was the binaural-to-monaural loudness ratio and
was equivalent to 10db−dm. Because db can be set to normal-
ize the scale and � can be set at the value found in the
present experiment, only three free parameters need to be
determined to derive the two loudness functions. For a
fixed selected level of the monaural stimulus, Lm, the
BLDEL data from Whilby et al. �2006� were used to esti-
mate the level of the binaural stimulus, Lb, at which the
loudnesses of the monaural and binaural stimuli were
equal. This can be expressed by the following equations:

Fb�Lb� = Fm�Lm� ,

log �Fb�Lb�� = log �Fm�Lm�� , �3�

a�Lm
3 − Lb

3� + b�Lm
2 − Lb

2� + c�Lm − Lb� = db − dm = log ��� .

First, the BLDEL data for each listener were fitted with
a third-order polynomial. Then, by using a least-squares fit,
the three free parameters �a, b, and c� were selected to mini-
mize the error of the fit between the model and the BLDEL
data.

Figure 4 shows the monaural and binaural loudness
functions derived using the model compared with the func-
tions extracted from the present experiment. The model-
derived functions and the measured functions are quite simi-
lar up to 80 dB SPL. Above 80 dB SPL, the functions
derived using the model are shallower than the experimen-
tally obtained functions. These results show support for the
model, at least up to 80 dB SPL.

This model may be valuable for predicting the shape of
a loudness function for a given binaural-to-monaural loud-
ness ratio. Although it does require experimental data, it has
some advantages over the direct measurement of a loudness

function using a task like magnitude estimation or cross-
modality matching. First, the experimental data needed to
derive loudness functions using the model are collected us-
ing a simple, reliable task; listeners adjust the level of the
monaural tone to match the loudness of the binaural tone,
and vice versa. Unfortunately, the variability of the two types
of tasks cannot be easily compared because they involve dif-
ferent scales �i.e., string lengths versus dB SPL�. However, it
is worth noting that there is less difference between each
individual loudness function when derived using the model
than when extracted directly in the present experiment. Sec-
ond, the present cross-modality matching results show great
similarity to the data of Epstein and Florentine �2005�. This
suggests that a task like magnitude estimation or cross-
modality matching, which involves the presentation of a
wide range of levels in random order, causes the same
amount of ILR as a sequence of tones chosen specifically to
produce ILR. It is possible to present levels in ascending
order to ensure that a listener never hears a high-level tone
that precedes a moderate-level tone. Unfortunately, this may
introduce another type of bias in which the listener will be
able to anticipate the loudness of the upcoming tone presen-
tation. It then seems difficult to design an experiment that
can directly extract a loudness function that is unaffected by
ILR. However, Silva and Florentine’s �2006� data suggest
that using an adaptive psychophysical loudness-matching
procedure that presents levels in an ascending order can re-
duce the effects of ILR. Therefore, it may be possible to
derive loudness functions that may not be affected by ILR
from BLDEL data collected using this type of experimental
design.

V. CONCLUSIONS

For most of the individual listeners, binaural and mon-
aural loudness functions are parallel when plotted on a log
scale. This result is even more clear in the average data. An
ANOVA did not find a significant effect of level on the
binaural-to-monaural loudness ratio and, thus, the ratio can
be considered to be independent of level. This finding sup-
ports the Binaural Equal-Loudness-Ratio hypothesis
�BELRH�. A comparison of the present experiment with that
of Epstein and Florentine �2005� suggests that a simple, ran-
dom presentation of tones over a wide range of levels, as
used in a typical magnitude estimation or cross-modality
matching experiment, is sufficient to cause as much Induced
Loudness Reduction �ILR� as a sequence of frequently pre-
sented mid-to-high level tones. The ratio between the aver-
age binaural and monaural loudness functions was found to
be lower than the value often reported. This suggests that the
binaural loudness summation for tones is less than perfect
�i.e., the ratio is less than 2�. Finally, the finding of no sig-
nificant effect of level on the binaural-to-monaural loudness
ratio lends support to the model proposed by Whilby et al.
�2006� for deriving loudness functions from Binaural Level
Difference for Equal Loudness �BLDEL� data.

FIG. 4. Comparison between binaural �dashed lines� and monaural �solid
lines� loudness functions extracted in the present paper �thick lines� and the
loudness functions derived from the model �thin lines� Whilby et al. �2006�.
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Binaural detection was examined for a signal presented in a narrow band of noise centered on the
on-signal masking band �OSB� or in the presence of flanking noise bands that were random or
comodulated with respect to the OSB. The noise had an interaural correlation of 1.0 �No�, 0.99 or
0.95. In No noise, random flanking bands worsened S� detection and comodulated bands improved
S� detection for some listeners but had no effect for other listeners. For the 0.99 or 0.95 interaural
correlation conditions, random flanking bands were less detrimental to S� detection and
comodulated flanking bands improved S� detection for all listeners. Analyses based on signal
detection theory indicated that the improvement in S� thresholds obtained with comodulated bands
was not compatible with an optimal combination of monaural and binaural cues or to
across-frequency analyses of dynamic interaural phase differences. Two accounts consistent with the
improvement in S� thresholds in comodulated noise were �1� envelope information carried by the
flanking bands improves the weighting of binaural cues associated with the signal; �2� the auditory
system is sensitive to across-frequency differences in ongoing interaural correlation. © 2006
Acoustical Society of America. �DOI: 10.1121/1.2357989�

PACS number�s�: 43.66.Dc, 43.66.Ba, 43.66.Pn �AK� Pages: 3878–3888

I. INTRODUCTION

The present study concerns binaural hearing and the
ability of listeners to use energy at spectral locations re-
moved from the signal frequency to aid signal detection. Be-
fore introducing the paradigm used here to investigate this
ability, monaural and binaural findings pertinent to the ques-
tion of across-frequency contributions to hearing perfor-
mance will be briefly reviewed. Although monaural auditory
performance appears to be based upon information in a lim-
ited frequency region around the signal in many paradigms
�e.g., Fletcher, 1940; Patterson, 1976�, other paradigms show
that stimulus components well removed from the signal fre-
quency can have important effects on monaural performance.
For example, in modulation detection interference �MDI�
�Yost and Sheft, 1989; Yost et al., 1989� the presence of
amplitude modulation on carriers removed from a target fre-
quency impairs the ability to detect the presence of ampli-
tude modulation at the target frequency. In the phenomenon
of comodulation detection differences �CDD�, the detection
threshold of a narrowband of noise is impeded by the pres-
ence of comodulated noise bands at nontarget frequencies
�Cohen and Schubert, 1987; McFadden, 1987�. Both MDI
and CDD results have been attributed, at least in part, to a
failure of the auditory system to segregate the information at
the target frequency from information present at surrounding
frequencies �Cohen and Schubert, 1987; McFadden, 1987;
Hall and Grose, 1991; Yost and Sheft, 1994; Oxenham and
Dau, 2001; Hall et al., 2006�. Energy that is spectrally re-
moved from a target frequency can also improve monaural

performance in some paradigms. For example, in profile
analysis �Green and Kidd, 1983; Green, 1988� the ability to
detect intensity differences in a target tone that is roved in
level is improved by the addition of further tones having the
same rove as the target. In comodulation masking release
�CMR� �Hall et al., 1984� the ability to detect a tone in a
narrow band of noise is improved by the addition of further
noise bands that have the same temporal envelope as the
noise band that is centered on the signal. Performance in
these paradigms appears to depend, at least in part, on the
ability of the auditory system to compare information across
frequency channels. In a similar vein, the phenomenon of
monaural envelope correlation perception �Richards, 1987�
demonstrates the sensitivity of the ear to across-frequency
correlation of temporal envelope. In summary, depending
upon the nature of the monaural paradigm, energy removed
from the target frequency can have little or no effect, a dis-
advantageous effect, or an advantageous effect on perfor-
mance �for a review, see Grose et al., 2005�.

As with monaural hearing, there is abundant evidence
that energy removed from the signal frequency can have a
disadvantageous effect on binaural hearing. “Binaural inter-
ference” refers to phenomena wherein the ability to process
binaural cues at a target frequency is hindered by the pres-
ence of binaural energy at other frequencies and has been
demonstrated for interaural time discrimination, interaural
level discrimination, binaural lateralization, and the
masking-level difference �MLD� �e.g., McFadden and
Pasanen, 1976; Dye, 1990; Trahiotis and Bernstein, 1990;
Bernstein, 1991; Buell and Hafter, 1991; Woods and Col-
burn, 1992; Stellmack and Dye, 1993; Bernstein and Trahi-
otis, 1995�. In contrast to monaural hearing, there is sparse
evidence that energy in frequency regions removed from a
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3878 J. Acoust. Soc. Am. 120 �6�, December 2006 © 2006 Acoustical Society of America0001-4966/2006/120�6�/3878/11/$22.50



target frequency can have an advantageous effect on the abil-
ity to process interaural difference cues that are present at a
target frequency. The term “binaural profile analysis”
�Woods et al., 1995� has been used to refer to the ability to
base binaural performance on the pattern of binaural differ-
ence cues across frequency. Woods et al. �1995� examined
the ability of listeners to discriminate an interaural time dif-
ference �ITD� at a target frequency on the basis of ITD in-
formation present across a range of frequencies. In this para-
digm, a common ITD for both target and flanking energy was
roved from interval to interval, but the target was given an
additional ITD in the signal interval. Because of the ITD
rove, performance could theoretically be improved by an
ability to compare ITDs across frequency. Using a target of
500 Hz and flanking frequencies at harmonics of 100 Hz,
Woods et al. �1995� found that the binaural profile informa-
tion generally degraded performance. In a version of the
paradigm that measured sensitivity to changes in interaural
correlation, a spectrally continuous noise band was used and
the listener was probed for the ability to discriminate a
change in the interaural correlation in a 115-Hz-wide portion
of the noise. Here, the presence of flanking profile informa-
tion either had no effect or it degraded performance.

Hall et al. �1988� and Grose et al. �1995� used an MLD
paradigm to investigate the possible utility of energy re-
moved from the signal frequency in binaural signal detec-
tion. In their paradigm, NoS� thresholds were measured for
an on-signal masking band �OSB�, and for the OSB accom-
panied by comodulated No noise bands. The results from this
paradigm have been mixed, with some listeners showing an
improvement in S� threshold when the comodulated flank-
ing bands were added, and other listeners showing similar
OSB and comodulated noise thresholds. In this paper, the
term “binaural CMR” will be used to refer to facilitation of
binaural signal detection resulting from the addition of co-
modulated flanking bands. In similar MLD paradigms em-
ploying comodulated flanking bands, Cohen and Schubert
�1991� did not find an improvement in binaural thresholds
when comodulated flanking bands were added, whereas
Schooneveldt and Moore �1989� did find such an improve-
ment. Schooneveldt and Moore showed data averaged over
listeners, so individual differences cannot be examined for
those data. The data from the listeners who showed an im-
provement in S� thresholds when comodulated bands were
added provide at least some indication that energy removed
from the signal frequency can aid binaural detection. Hall et
al. �1988� proposed a possible account of this masking re-
lease in terms of a version of the equalization/cancellation
�EC� model �Durlach, 1963�. In this account, the EC residu-
als resulting from cancellation of the time wave forms of
comodulated noise bands are likewise comodulated. The re-
siduals are comodulated because the timing errors are as-
sumed to be small with respect to the pseudo periodicity of
the envelope of the narrow bands of noise. Given a comodu-
lation of masking noise residuals, a binaural CMR might
arise via an across-frequency analysis of the envelopes at the
output of an EC mechanism. For example, the envelopes of
the residuals of the flanking bands might be used to give high

weight to the envelope minima of the residuals of the OSB,
as suggested by Buus �1985� for monaural CMR.

In summary, several findings indicate that energy spec-
trally removed from the signal frequency can be deleterious
to binaural performance but evidence that such energy can be
advantageous for binaural performance is limited and is not
consistent across listeners or studies. The present study ex-
plored binaural CMR further, but with an important differ-
ence in the characteristics of the masking noise. In the
present paradigm, the interaural correlation of the masking
noise was either 1.0 �as in previous binaural CMR studies� or
was reduced to either 0.99 or to 0.95. Although such slight
reductions in masker interaural correlation result in an in-
crease in the S� threshold, the MLD for such maskers is still
substantial �e.g., Robinson and Jeffress, 1963; McFadden,
1968; van der Heijden and Trahiotis, 1998�. It was hypoth-
esized that the masking release for an S� signal obtained
when comodulated flanking bands are added would be more
reliable for maskers having interaural correlation slightly less
than 1.0 than for the No maskers investigated in previous
experiments. The basis of this hypothesis was related to the
relative change in the NoS� OSB threshold that is obtained
when random narrow bands of No flanking noise are added.
Cokely and Hall �1991� previously showed that the OSB
NoS� threshold for a narrowband noise is slightly higher �by
approximately 3 dB� when random No flanking bands are
added. Breebaart et al. �2001b� recently proposed an account
of this effect in terms of an across-frequency integration of
binaural information that arises from the spread of excitation
associated with the narrowband OSB masker plus signal �van
de Par and Kohlrausch, 1999; Breebaart et al., 2001a�. In this
spectral integration account, it is assumed that �1� S� detec-
tion in No noise is limited by internal noise associated with
the binaural detection process; �2� the binaural cues associ-
ated with the OSB masker plus signal are highly correlated
across the different frequency channels to which excitation
spreads; and �3� internal noise is uncorrelated across the dif-
ferent frequency channels. Under these assumptions, the de-
tection of an S� signal presented in narrowband noise can
benefit from an integration of information across the excita-
tion pattern. By this account, S� thresholds increase when
random No flanking bands are present because the flanking
bands mask the spread of excitation associated with the OSB
masker plus signal, thereby reducing or eliminating the ad-
vantage related to across-frequency integration of binaural
information �Breebaart et al., 2001a�. This account has im-
portant implications for the interpretation of the previous re-
sults �Hall et al., 1988; Grose et al., 1995� where some lis-
teners showed similar thresholds between the OSB S�
condition and the conditions where comodulated flanking
bands were added �a result that could easily be interpreted as
indicating no binaural CMR�. If the hypothesis is correct that
flanking bands act to reduce the availability of across-
frequency binaural cues arising from the OSB masker plus
signal, then the possibility needs to be considered that any
positive binaural CMR effects associated with the addition of
comodulated flanking bands may be offset by negative ef-
fects that the flanking bands have on the availability of
spread of excitation cues. In such a case, it would be incor-
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rect to interpret a failure of comodulated flanking bands to
improve the S� threshold as necessarily indicating a failure
to benefit from across-frequency comodulation of masker en-
velope.

If the above account is correct, then improvements in
S� thresholds when comodulated flanking bands are added
should be more likely to occur in listeners when the masking
noise interaural correlation is reduced from 1.0. The hypoth-
esis that across-frequency excitation arising from an OSB
masker plus signal can aid binaural detection hinges upon the
assumption that the external noise has negligible variability
in terms of binaural cues, and that the limits on S� signal
detection are imposed by internal noise that is independent
across the different frequency channels to which the OSB
masker-plus-signal excitation spreads �van de Par and Kohl-
rausch, 1999�. Breebaart et al. �2001b� proposed that this
assumption holds only when the interaural correlation of the
masking noise is very close to 1.0. For reduced interaural
correlations, the variability in the interaural cues of the
masker take on a dominant role in limiting S� detection �see
also Breebaart and Kohlrausch �2001�, where it was shown
that S� detection in narrowband noise appears to be limited
by internal noise for an No masker and the variability of the
binaural cues of the masker when the interaural correlation
of the masker is reduced�. Because the representation of the
external noise variability is expected to be correlated across
the excitation pattern of the narrowband masker, a detection
benefit based upon across-frequency integration is not ex-
pected when the OSB has reduced interaural correlation.
Thus, for noise having a reduced interaural correlation, co-
modulated noise bands should result in more reliable im-
provements in S� detection because binaural CMR effects
will not be offset by the loss of cues associated with the
spectral integration. Experiment 1 examined this possibility.
Experiment 2 investigated the possibility that a binaural
CMR might arise from a combination of monaural and bin-
aural information, and experiment 3 investigated possible
binaural mechanisms that might underlie a binaural CMR.

II. EXPERIMENT 1. So AND S� DETECTION IN
NARROWBAND NOISE MASKERS AS A FUNCTION
OF MASKER INTERAURAL CORRELATION

A. Methods

1. Conditions and rationale

Signal thresholds were estimated for two conditions of
signal phase �So, S�� and three conditions of masker corre-
lation �No, N0.99, N0.95�. The masking conditions involved
either a single, 25-Hz-wide noise centered on the signal fre-
quency �500 Hz�, or the OSB accompanied by comodulated,
25-Hz-wide flanking bands centered at 300, 400, 600, and
700 Hz. Multi-band conditions where the bands within a
single ear were comodulated are referred to as COMOD. It
was also the case that the interaural correlation was the same
across all of the comodulated noise bands �see Stimuli sec-
tion, below�.

Control conditions were run in which the noise band
envelopes were random across frequency, but the average
interaural correlation for all bands was either 1.0, 0.99, or

0.95. These control conditions were used to help interpret
any masking release that occurred for the S� conditions for
the comodulated noise bands. Specifically, they tested
whether a masking release occurred for the N0.99 and N0.95

maskers when the flanking bands simply had the same aver-
age interaural correlation as the OSB. Random masker con-
ditions �RAN�, where the average interaural correlation was
the same across all bands, allowed a test of this possibility.
The RAN conditions also allowed examination of the previ-
ous finding that random No flanking bands are deleterious to
S� detection �Cokely and Hall, 1991�, and a test of whether
this effect also occurs for bands having reduced interaural
correlation.

2. Listeners

There were six listeners, four female and two male. Lis-
teners had audiometric thresholds that were better than
20 dB Hearing Level �HL� at octave frequencies from 250 to
8000 Hz. Listener age ranged between 24 and 51 years. All
listeners had previous experience in binaural detection tasks.

3. Stimuli

The signal was a 500 Hz pure tone, 200 ms in duration
including cosine-squared onset/offset ramps that had a total
duration of 51 ms. The tonal signal was generated continu-
ously in RPvds software �TDT� and was gated on and off
during the signal interval. Because the tonal signal was free
running and because the major factor controlling the timing
of signal gating was the response time of the listener, the
starting phase of the tonal signal was essentially random.
Both level and interaural phase were controlled via multipli-
cation with a scalar adjusted in the inter-stimulus interval.

When only one masker band was present �the OSB con-
dition�, it was centered on 500 Hz. When multiple bands
were present, they were centered on 300, 400, 500, 600, and
700 Hz. Bands were played continuously at a pressure spec-
trum level of 50 dB. Maskers were generated in MATLAB

prior to each threshold estimation track and were loaded into
RPvds for presentation. Bands were generated in the fre-
quency domain by assigning random draws from a normal
distribution for the associated real and imaginary compo-
nents. In the COMOD conditions, a single set of random
draws was used to define all five noise bands. In the RAN
conditions, different sets of random draws were used to de-
fine each band. In conditions where the masker interaural
correlation was less than 1.0, two sets of masker bands were
generated, set A and set B. Set A was presented to the left
ear, and a weighted sum of A and B was presented to the
right ear. The relative weights were computed so as to pre-
serve the overall stimulus level and to produce an average
interaural correlation of either 0.99 or 0.95. In the COMOD
conditions, both A and B were composed of bands that fluc-
tuated coherently across frequency, such that the combina-
tion of A and B presented to the right ear likewise fluctuated
coherently across frequency. Because the bands centered on
each frequency were based upon identical phase and ampli-
tude draws for each ear, the interaural correlations were also
identical among bands. In the RAN conditions, both A and B
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were composed of independent noise samples. Masker arrays
were transformed to the time domain using an inverse fast
Fourier transform procedure. Each masker array was 216

points, which, when played at 6.103 kHz, resulted in a 10.7 s
sample. This masking stimulus was played continuously and
repeated seamlessly.

Although the bands within each ear were comodulated
in each of the COMOD conditions, the envelopes of the
bands were not perfectly correlated across ears for COMOD
conditions with interaural correlation of 0.99 or 0.95. The
normalized envelope correlation �van de Par and Kohlrausch,
1995; Bernstein and Trahiotis, 1996� has been shown to be
approximately the square root of the waveform correlation
when the waveform correlation is close to 1.0 �van de Par
and Kohlrausch, 1995�. Therefore, the normalized interaural
correlation of the envelopes of the noise bands was approxi-
mately 0.995 for the N0.99 condition and approximately 0.975
for the N0.95 condition.

4. Procedures

All testing was performed using a three-interval, three-
alternative forced-choice paradigm. The inter-stimulus inter-
val was 300 ms. Listeners indicated responses via a handheld
response box. Listening intervals were indicated with light
emitting diodes �LEDs�, and feedback regarding the interval
containing the signal was provided with a flashing LED fol-
lowing each response.

Using an adaptive threshold estimation procedure, the
signal level was adjusted in a three-down, one-up track esti-
mating approximately 79.4% correct �Levitt, 1971�. Each
track started with a signal level estimated to be approxi-
mately 5–10 dB above threshold. Initially the signal level
was adjusted in steps of 4 dB. This step was reduced to 2 dB
after the second track reversal. Each track continued until
eight reversals were obtained, and the threshold estimate for
a track was taken as the mean signal level at the last six track
reversals. Three such estimates were obtained sequentially in
each condition, with a fourth estimate taken in cases where
results spanned 3 dB or more �a fourth estimate was obtained
in approximately 25% of the conditions�. For each listener,
the order in which conditions were completed was random.

B. Results and discussion

Table I provides numerical values for the individual and
the mean masked thresholds, and also shows the derived
MLD and CMR values. In order to help portray the overall
findings, the mean masked thresholds are also plotted in Fig.
1.

1. So effects

The So data will first be briefly considered. One clear
finding was that the So thresholds for the OSB and the RAN
conditions were very similar to each other, both within and
across all three noise interaural correlation conditions �see
Fig. 1 and details in Table I�. The fact that the OSB and RAN
So thresholds were similar is consistent with the random
flanking bands being outside the monaural critical band cen-
tered on the signal �e.g., Fletcher, 1940�. The fact that the So

thresholds did not change with the interaural correlations ex-
amined here is consistent with previous results that have
shown a very shallow change in So threshold with small
reductions in interaural correlation �e.g., Robinson and Jef-
fress, 1963�. In the present data, it was also the case that the
So thresholds in the COMOD conditions were highly similar
across all three noise correlation conditions, resulting in So
CMRs that were also, on average, highly similar in all three
noise correlation conditions �see Table I�.

2. Binaural CMR

For each of the three conditions, OSB, RAN, and
COMOD, MLDs were derived by subtracting the S� thresh-
old from the So threshold. The CMRs were derived by sub-
tracting the COMOD threshold from the OSB threshold
�separate CMRs were derived for So and S� stimulation�. As
noted in the introduction, the results of previous studies,
where the masking noise was perfectly correlated between
ears, showed that improvement in the S� threshold due to
the presence of comodulated No flanking bands is inconsis-
tent. The present No results are in good agreement with this,
with L1–L3 showing nearly the same S� threshold for the
OSB and the COMOD No condition, and L4–L6 showing a
threshold improvement of between 2.3 and 4.8 dB in the
COMOD No condition. The main goal of the present experi-
ment was to determine whether such a masking release is
more consistent under conditions where the noise masker has
an interaural correlation that is less than 1.0. The results are
in agreement with this idea. For the N0.99 and N0.95 condi-
tions, all six of the listeners showed better thresholds in the
S� COMOD condition than the S� OSB condition �see
trend in Fig. 1 and details in Table I�. Across the No, N0.99

and N0.95 conditions, the average improvement in the S�
threshold when the comodulated flanking bands were added
was 1.7, 3.5, and 6.2 dB, respectively. In the NoS� condi-
tions, it is possible that masking release effects associated
with binaural CMR are offset by a loss of spread of excita-
tion cues. For example, although L1–L3 showed about the
same S� threshold in the No OSB and the No COMOD
conditions, this apparent null effect may be a result of off-
setting cues: the loss of a spread of excitation cue offsetting
the gain of a binaural CMR cue. Note that an unresolved
issue is the extent to which the S� COMOD threshold may
represent a combination of binaural masking release cues
associated with the OSB and monaural masking release cues
associated with an across frequency analysis �CMR�. This
will be considered further in the section below and in the
following experiment.

Two results related to the addition of random flanking
bands are important from the standpoint of binaural CMR.
The first pertains to the relative change in the S� OSB
threshold when the random flanking noise bands were added.
In the No condition, the addition of random flanking bands
worsened the S� threshold by an average of 3.7 dB. This is
similar to the effect reported by Cokely and Hall �1991�. As
noted in the introduction, this kind of effect has recently
been accounted for by Breebaart et al. �2001b� in terms of
reduced availability of spread of excitation cues related to
the OSB masker plus signal. Because this account hinges
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upon S� signal detection being limited by internal noise that
is independent across the excitation pattern, such an effect is
not expected when the variability in the binaural cues of the
external noise limits S� detection performance �for example,
with reduced masker interaural correlation�. In agreement
with this idea, the deleterious effect of the random flanking
bands on S� detection was smaller or even absent in the
conditions where the interaural correlation of the masking
noise was reduced from 1.0. For example, in the N0.95 con-
dition, the average S� threshold in the OSB condition was
56.8 dB sound pressure level �SPL� and the average S�
threshold in the random condition was 56.6 dB SPL.

The second random flanking band result that is of inter-
est from the standpoint of binaural CMR pertains to the con-
ditions where the noise correlation was less than 1.0. It is of
interest whether the addition of noise bands that have the
same average correlation as the OSB is sufficient to result in
a masking release with respect to the OSB S� condition. The
results indicate that the addition of the random flanking
bands did not lower the S� threshold obtained in the OSB
condition for either the N0.99 or N0.95 conditions. Therefore,
the presence of flanking bands having the same average in-
teraural correlation as the OSB was not a sufficient condition

TABLE I. Individual and mean thresholds �dB SPL� and derived MLDs and CMRs �dB� for experiment 1.
Values in parentheses for mean data are inter-listener standard deviations.

No N0.99 N0.95

OSB RAN COMOD OSB RAN COMOD OSB RAN COMOD

L1 So 65.0 65.5 51.7 66.1 65.1 52.2 64.5 66.5 50.9
S� 43.3 48.2 43.6 47.4 48.2 44.7 54.5 55.5 48.9
MLD 21.7 17.3 8.1 18.7 16.9 7.5 10.0 11.0 2.0
So CMR 13.3 13.9 13.6
S� CMR −0.3 2.7 5.6

L2 So 66.9 67.1 54.2 65.4 67.8 51.4 65.4 67.7 55.2
S� 45.8 50.4 46.3 50.6 53.7 46.4 54.1 54.1 49.6
MLD 21.1 16.7 7.9 14.8 14.1 5.0 11.3 13.6 5.6
So CMR 12.7 14.0 10.2
S� CMR −0.5 4.2 4.5

L3 So 66.8 66.8 55.7 66.1 67.2 57.0 66.2 67.6 56.4
S� 46.4 53.4 46.1 51.2 53.1 49.1 57.2 56.8 50.8
MLD 20.4 13.4 9.6 14.9 14.1 7.9 9.0 10.8 5.6
So CMR 11.1 9.1 9.8
S� CMR 0.3 2.1 6.4

L4 So 68.1 67.2 54.8 67.9 65.8 56.0 67.7 66.1 53.2
S� 51.2 50.2 46.4 54.8 51.3 49.1 55.9 56.4 50.8
MLD 16.9 17.0 8.4 13.1 14.5 6.9 11.8 9.7 2.4
So CMR 13.3 11.9 14.5
S� CMR 4.8 5.7 5.1

L5 So 68.2 66.9 59.0 67.1 69.7 56.9 68.2 66.7 57.3
S� 50.0 52.6 47.7 54.7 55.7 49.4 60.3 59.3 51.4
MLD 18.2 14.3 11.3 12.4 14.0 7.5 7.9 7.4 5.9
So CMR 9.2 10.2 10.9
So CMR 2.3 5.3 8.9

L6 So 66.6 68.0 56.3 67.9 68.5 56.0 67.8 68.8 55.0
S� 48.7 53.1 45.5 51.7 55.7 50.2 58.8 57.7 52.3
MLD 17.9 14.9 10.8 16.2 12.8 5.8 9.0 11.1 2.7
So CMR 10.3 11.9 12.8
S� CMR 3.2 1.5 6.5

X̄ So 66.9 66.9 55.3 66.7 67.3 54.9 66.6 67.2 54.7

�1.2� �0.8� �2.4� �1.0� �1.7� �2.5� �1.5� �1.0� �2.3�
S� 47.6 51.3 45.9 51.7 53.0 48.2 56.8 56.6 50.6

�2.9� �2.0� �1.4� �2.8� �2.8� �2.1� �2.4� �1.8� �1.2�
MLD 19.3 15.6 9.4 15.0 14.3 6.7 9.8 10.6 4.1

�1.9� �1.6� �1.4� �2.3� �1.3� �1.1� �1.4� �2.0� �1.8�
So CMR 11.6 11.8 11.9

�1.7� �2.0� �1.9�
S� CMR 1.7 3.5 6.2

�2.1� �1.7� �1.5�
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to obtain an improvement in relation to the S� OSB condi-
tion.

3. Possible explanation of binaural CMR based upon
the combination of an OSB binaural cue and an
across-frequency monaural cue

One interpretation of the binaural CMR is that the co-
modulated flanking bands somehow result in an improve-
ment in the processes underlying binaural signal detection.
However, an alternative interpretation is that the masking
release due to the comodulated flanking bands arises from
the combination of a binaural MLD that is associated exclu-
sively with the OSB portion of the stimulus with a monaural
CMR that is associated with an across-frequency analysis.
For the No condition, such a combination would appear to be
unlikely. Here, the average S� threshold for the OSB condi-
tion was 47.6 dB SPL, but the average So threshold associ-
ated with the COMOD condition was a considerably higher
55.3 dB SPL. It is therefore unlikely that the cues associated
with monaural CMR would still be useful at the low signal-
to-noise ratio associated with the OSB S� threshold. How-
ever, in the N0.99 and N0.95 conditions, the S� OSB thresh-
olds and So COMOD thresholds were of more comparable
magnitude, making a potential combination of on-signal bin-
aural information with across-frequency monaural informa-
tion more feasible. For example, in the N0.95 condition, the
average S� OSB threshold was 56.8 dB and the average So
COMOD threshold was 54.7 dB. As can be seen in Fig. 1,
the convergence of the S� OSB threshold with the So
COMOD threshold for the conditions where the interaural
correlation of the noise was slightly less than 1.0 was due
entirely to the increase in S� threshold that occurs with the
decrease in the interaural correlation of the masking noise
�Robinson and Jeffress, 1963; van der Heijden and Trahiotis,
1998�. Experiment 2, below, was performed to test the idea
that the binaural CMR for the maskers having interaural cor-
relation slightly less than 1.0 was simply due to a combina-

tion of an OSB binaural masking release with across-
frequency monaural masking release.

III. EXPERIMENT 2. A TEST OF WHETHER BINAURAL
CMR RESULTS FROM THE COMBINATION OF
OSB BINAURAL CUES WITH ACROSS-FREQUENCY
MONAURAL CUES

As discussed above, although the improved S� detec-
tion in the presence of comodulated flanking noise bands is
compatible with an interpretation that comodulated flanking
bands can enhance the binaural detection process, an alterna-
tive possibility is that the improvement simply reflects the
combination of cues related to an OSB binaural masking
release �MLD� and an across-frequency monaural masking
release �CMR�. The approach used here to differentiate be-
tween these alternatives incorporated fixed-block testing
conditions from which psychometric functions were esti-
mated for the S� OSB and So COMOD conditions. These
psychometric functions allowed the level of performance ex-
pected from a combination of OSB binaural and across-
frequency monaural cues to be modeled �see details in results
section, below�. This modeled threshold was then compared
to a fixed block threshold obtained for the S� COMOD con-
dition. Similar modeled and obtained S� COMOD thresh-
olds would be consistent with an interpretation that the ob-
tained S� COMOD threshold results from a combination of
OSB binaural masking release information with across-
frequency monaural masking release information. An ob-
tained S� COMOD threshold that is better than the modeled
threshold would be consistent with an interpretation that the
obtained S� COMOD threshold reflects an enhancement of
the binaural detection mechanism. The fixed-block condi-
tions used the N0.95 masking noise. The rationale for using
the N0.95 masking noise was that experiment 1 indicated that
the S� OSB threshold and the So COMOD threshold were
most similar for this masker. Thus, this masker condition
might reasonably be expected to be the one most likely to be
associated with a combination of OSB binaural and across-
frequency monaural detection cues.

A. Methods

1. Listeners and stimuli

The listeners were the same six individuals who partici-
pated in experiment 1. The signal and masker frequencies
and the method of stimulus generation were the same as in
experiment 1.

2. Procedures

Testing was performed using a fixed-block procedure.
The signal level was held constant for each block of 50 trials.
The levels chosen for each listener were based on the thresh-
olds for the comparable condition in the adaptive tracks per-
formed in experiment 1. Percent correct was assessed at a
minimum of five signal levels, spanning 40%–90%, sepa-
rated by 2 dB. At least two blocks were run at each signal
level, with additional blocks obtained in conditions of high

FIG. 1. Mean thresholds for experiments 1 �connected symbols on left for
No, N0.99 and N0.95� and experiment 2 �symbols on far right�. The unfilled
symbols show So data and the filled symbols show S� data. The circles,
squares, and diamonds depict OSB, RAN, and COMOD thresholds, respec-
tively. The asterisk represents the threshold predicted from optimal combi-
nation of d� from the N0.95S� OSB condition and the N0.95So COMOD
condition �experiment 2�.

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Hall et al.: Binaural comodulation masking release 3883



variability �as assessed informally�. Percent correct was as-
sessed for three conditions for all listeners: N0.95S� /OSB,
N0.95So/COMOD and N0.95S� /COMOD.

B. Results and discussion

The construction of psychometric functions and subse-
quent modeling using signal detection theory �Green and
Swets, 1966� enabled us to examine the underlying basis of
the COMOD S� thresholds. Psychometric functions were
fitted to percent correct data for each listener separately. A
logistic function was used, defined as:

f�x� = ��1/3� + �1 − �1/3���� 1

1 + e−�x−��/�� ,

where � is the threshold parameter and � is the slope param-
eter. These two variables were fitted to data in each of the
three stimulus conditions using the FMINS function in
MATLAB. Resulting fits were used to test the hypothesis that
the N0.95S� /COMOD condition was based on the combina-
tion of OSB binaural cues and across-frequency monaural
cues, as independently estimated in the N0.95S� /OSB and
N0.95So/COMOD conditions, respectively. The functions fit-
ted to the data in these two conditions were used to predict
percent correct for a range of signal levels, 35–60 dB in
steps of 0.1 dB. These functions were then transformed into
d� and combined optimally using the formula

da&b� = �da�
2 + db�

2,

where da� and db� are the d� values associated with the
NoS� /OSB and NoSo/COMOD conditions, and da&b� is
the function associated with the optimal combination of
independent cues. The assumption of independent cues
follows from the assumptions that the NoSo/COMOD
threshold reflects the output of a monaural process,
whereas the NoS� /OSB threshold reflects the output of a
binaural process. Values of da&b� were then converted back
into units of percent correct. The signal level most closely
approximating 79.4% was identified as the threshold pre-
dicted by optimal combination of the binaural and across-
frequency cues. If performance in the N0.95S� /COMOD
condition is based on a combination of these cues, then
the threshold estimated in this condition should closely
match this prediction.

The data fits to the psychometric functions were quite
good, accounting for between 90.6% and 99.9% of the vari-
ance in each function. Table II shows the threshold associ-
ated with the 79.4% point on the psychometric function for
all six listeners. For every listener, the actual performance in
the COMOD S� condition was better than that predicted on
the basis of the combination of binaural and monaural cues.
On average, the obtained COMOD S� threshold was 3.7 dB
better than the threshold predicted on the basis of combined
binaural and monaural cues. The four symbols on the far
right of Fig. 1 summarize the mean results, with the circles,
squares, and diamonds depicting the OSB, RAN, and
COMOD thresholds, respectively, and the asterisk showing
the threshold predicted from optimal combination of d�
from the N0.95S� OSB condition and the N0.95So COMOD

condition. A pre-planned paired-samples t test indicated that
the difference between the obtained threshold from the
N0.95S� COMOD condition and the threshold predicted from
optimal combination of d� from the N0.95S� OSB condition
and the N0.95So COMOD condition was significant �t5=6.8;
p�0.001�. Whereas this outcome is not consistent with a
combination of OSB binaural and across-frequency monau-
ral cues, it is consistent with the idea that the obtained bin-
aural CMR reflects an enhancement in binaural detection.

IV. EXPERIMENT 3. SPECTRAL PROXIMITY AND THE
NATURE OF THE BINAURAL CMR

The final experiment had two aims. The first was to
determine the effect of spectrally shifting the flanking bands
farther away from the OSB. It is known that monaural CMR
effects are larger for relatively close spacing between the
OSB and comodulated flanking bands. Whereas this effect
may be due to a more potent across-channel effect for rela-
tively proximal bands, it could also reflect a within-channel
contribution related to beating between the OSB and flanking
bands �Schooneveldt and Moore, 1987�. It was of interest to
determine whether increasing the spectral separation between
the OSB and flanking bands would result in a different pat-
tern of binaural CMR results.

The second aim of the experiment was to explore further
the nature of mechanisms underlying the binaural CMR. One
goal was to investigate the possible importance of the dy-
namic binaural difference cues associated with maskers hav-
ing interaural correlations less than 1.0. One way to concep-
tualize the deleterious effect of reducing the interaural
correlation of the masker on S� detection is in terms of the
change that the S� signal introduces in the ongoing interau-
ral differences of the masking noise. For an No masking
noise �interaural correlation of 1.0�, there are no interaural
differences for the masker alone stimulus, but interaural dif-
ferences are introduced when the S� signal is presented. For
a masker with an interaural correlation of less than 1.0, how-
ever, ongoing interaural differences exist in the stimulus
even for the masker alone. In this case, the listener must be

TABLE II. Individual and mean thresholds �dB SPL� for experiment 2,
predicted values of COMOD S� thresholds �dB SPL� based upon optimal
combination of OSB binaural and across-frequency monaural masking cues,
and the Difference �dB� between the predicted and obtained COMOD S�
thresholds. Values in parentheses show the percent variance accounted for in
the fits to the psychometric functions that were used to estimate the obtained
thresholds. Values in parentheses for mean data are inter-listener standard
deviations.

OSB S�
Obtained

COMOD So COMOD S�
Predicted

COMOD S� Difference

L1 52.4 52.4 46.9 50.4 3.5
L2 55.6 53.2 49.9 52.5 2.6
L3 57.4 56.9 51.2 55.5 4.3
L4 55.7 54.8 48.1 53.5 5.4
L5 57.4 54.4 49.3 53.3 4.0
L6 55.9 55.2 51.7 53.9 2.2

X̄ 55.7 54.5 49.5 53.2 3.7

�1.8� �1.6� �1.8� �1.7� �1.2�
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able to differentiate the interaural differences inherent in the
noise masker from the interaural differences resulting from
the addition of the S� signal. The comodulated flanking
noise bands used in the present experiments could potentially
aid in this differentiation. For example, when flanking noise
bands introduce dynamic interaural differences that are iden-
tical to those of the noise band centered on the signal, the
flanking bands can potentially be used as templates or cova-
riates that could help distinguish the ongoing interaural dif-
ferences of the noise from the interaural differences intro-
duced by the signal. Provided that the listener is sensitive to
the coherence of the dynamic binaural difference cues across
frequency, then one possible cue for detection would be a
discrepancy in the pattern of interaural cues across fre-
quency. This issue was investigated in the present experi-
ment by comparing performance in two comodulated noise
conditions where the interaural correlation of the noise was
0.95, specifically examining the possible role of dynamic
interaural phase cues. One condition was like that used in
experiments 1 and 2, where the amplitudes and phases of the
spectral components constituting each narrowband of noise
were exactly the same within each ear. This meant that the
dynamic interaural phase differences arising from the re-
duced interaural correlation were also the same across all
bands. The second condition was similar, in that all bands
within each ear were comodulated with one another. How-
ever, the individual Fourier components composing the OSB
�for both ears� were modified: component phase and magni-
tude were assigned to sequential frequency bins in reverse
order and component phase was multiplied by −1. As such,
the magnitude spectrum was rotated around the spectral cen-
ter of the stimulus, forming a “mirror image” of the nonro-
tated stimulus. Richards �1988� used this technique to exam-
ine the possible role of spectral cues in monaural envelope
correlation perception. In a CMR experiment, Buss et al.
�1998� found that the CMR was approximately the same
whether the OSB was generated with the same magnitude
spectrum as the comodulated bands or the magnitude spec-
trum of the OSB was rotated. When considering the effect of
this mirror image manipulation on the N0.95 stimulus in terms
of its envelope and fine structure, the envelope is not
changed but the fine structure is altered. The change in fine
structure results in an ongoing pattern of interaural phase
differences that is out of phase between the OSB and flank-
ing bands �see Fig. 2�. If the binaural CMR depends upon the
dynamic interaural phase differences of the masker being the
same across frequency, elimination of the binaural CMR
would be expected for the “spectral mirror” manipulation.
The previous negative “binaural profile analysis” findings of
Woods et al. �1995� suggest that the ability to follow dy-
namic interaural phase differences is likely to be poor, and
therefore that the spectral mirror manipulation might have
little or no effect on the binaural CMR. However, the stimuli
used by Woods et al. were different in several ways from
those used here: in their experiment probing sensitivity to
across-frequency differences in interaural phase, pure tones
having nondynamic interaural phase differences were em-
ployed; in their experiment probing sensitivity to across-
frequency differences in interaural correlation of noise, spec-

trally continuous stimuli were used. It is possible that the
present approach, involving multiple narrowband noises hav-
ing coherent, dynamically changing interaural phases
changes would result in across-frequency interaural phase
cues that were more salient. A finding of little effect on the
binaural CMR in the spectral mirror condition would be con-
sistent with an interpretation that the crucial stimulus char-
acteristic underlying binaural CMR is envelope comodula-
tion.

A. Methods

Five of the listeners from experiments 1 and 2 partici-
pated �listener L4 from the previous experiments did not
participate�. The stimuli were generated in the same way as
in experiment 1 and 2, using the same stimulus parameters,
with two exceptions. One exception was that psychometric
function data for the OSB condition were not retaken, as the

FIG. 2. The top panel shows a schematic of the noise bands used in condi-
tions of experiment 3. The left-hand lower panels show time domain
samples of representative noise stimuli having interaural correlation of 0.95.
The left and right ear stimuli are overlaid, with the left ear shown in gray,
and the right ear shown in black. The envelopes of the left and right ear
stimuli are depicted above the time domain samples. The “OSB” and “Co-
mod Flanker” panels can be compared to depict the relation between the
OSB and a flanking band for the COMOD condition. The “OSB Mirror” and
“Comod Flanker” panels can be compared to depict the relation between the
OSB and a flanking band for the COMOD MIRROR condition. The right-
hand lower panels show interaural phase as a function of time. The figure
shows that although the interaural phase functions are in-phase for the
COMOD conditions �compare “OSB” and “Comod Flanker”�, they are out
of phase for the COMOD MIRROR conditions �compare “OSB Mirror” and
“Comod Flanker”�.
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OSB data were available from experiment 2. The second
exception was that the flanking bands were moved away
from the OSB: whereas the center frequency of the OSB
remained at 500 Hz, the two lower bands were now centered
on 200 and 300 Hz and the two higher bands were now
centered on 700 and 800 Hz. Percent correct was measured
for a range of levels in the N0.95So/COMOD and
N0.95S� /COMOD conditions using the same fixed-block
testing procedures that were used in experiment 2. In the
comodulated noise conditions, thresholds were obtained both
for conditions where the noise was comodulated as in experi-
ments 1 and 2 �COMOD� and for conditions where the spec-
tral mirror manipulation was performed on the OSB
�COMOD MIRROR�.

B. Results and discussion

The data obtained from the psychometric functions were
used in the same way as in experiment 2 to model the thresh-
olds expected from optimal combination of binaural OSB
and monaural across-frequency signal detection cues. The
S� thresholds for the COMOD condition were modeled from
the psychometric functions that were fitted to the N0.95S�
OSB data and the N0.95So COMOD data. The S� thresholds
for the COMOD MIRROR condition were modeled from the
psychometric functions that were fitted to the N0.95S� OSB
data and the N0.95So COMOD MIRROR data. Table III
shows results from the data fits for the five listeners. The
pattern of results was similar to that obtained in experiment
2. The function fits were again quite good, with the percent
of variance accounted for ranging between 90.1% and
99.9%. For every listener, the actual performance in the
COMOD and COMOD MIRROR S� condition was again
better than that predicted on the basis of the optimal combi-
nation of binaural and monaural cues. Pre-planned t tests
indicated that the differences between predicted and obtained
thresholds were significant both for the COMOD �t4=9.4;

p=0.001� and the COMOD MIRROR �t4=5.9; p=0.004�
conditions. These outcomes were again inconsistent with an
interpretation that performance in these conditions results
from an optimal combination of OSB binaural and across-
frequency monaural cues. A finding of note was that the S�
threshold in the COMOD conditions was significantly better,
by an average of 1.6 dB �see Table III�, than that in the
COMOD MIRROR conditions �t4=7.4; p=0.002�. One pos-
sible interpretation of this finding is that dynamic binaural
phase differences contribute to binaural CMR and that the
change in the across-frequency differences in these cues in
the COMOD MIRROR condition reduces the binaural CMR.
Even if this interpretation is correct, the finding that a sig-
nificant binaural CMR occurs in the COMOD MIRROR con-
dition indicates that across-frequency equivalence of dy-
namic binaural phase differences is not a necessary condition
for a binaural CMR. Furthermore, it is not clear that the
reduction of the binaural CMR in the COMOD MIRROR
condition is binaural in origin, as there was a similar reduc-
tion in CMR in the So data. That is, the So threshold in
comodulated noise was about 1.5 dB smaller on average in
the COMOD MIRROR condition than the COMOD condi-
tion �see Table III�. The source of this small effect is not
clear.

Comparison of the present results to those of experiment
2 reveals that moving the flanking bands farther away from
the OSB did not have a large effect on the obtained So and
S� thresholds. For example, in the closer spectral spacing
used in experiment 2, the average N0.95So COMOD thresh-
old was 54.5 dB SPL, compared to an average N0.95So
COMOD threshold of 55.6 dB SPL in the present experi-
ment. In experiment 2, the average N0.95S� COMOD thresh-
old was 49.5 dB SPL, compared to an average N0.95S�
COMOD threshold of 50.7 dB SPL in the present experi-
ment. These results suggest that within-channel cues prob-
ably did not play a large role in the results of the COMOD
conditions of experiment 2.

V. GENERAL DISCUSSION

One of the main findings of the present study was that
although the masking release for an S� signal was increased
in only three of six listeners when comodulated No flanking
bands were added to an No OSB, an increase in masking
release occurred for all six listeners when comodulated
flanking bands were added in the N0.99 and N0.95 conditions.
One parsimonious interpretation of this consistent increase in
masking release would involve the combination of a binaural
OSB masking release cue with an across-frequency, monau-
ral masking release cue. However, the analyses of the psy-
chometric functions derived from the fixed block conditions
did not support this interpretation.

The spectral mirror conditions were helpful in probing
the nature of the processes that are likely to give rise to the
binaural CMR. The results of these conditions indicated that
a mechanism based upon the across-frequency analysis of
dynamic binaural phase differences was not likely to form
the basis of binaural CMR. This interpretation is consistent
with previous “binaural profile analysis” results which indi-

TABLE III. Individual and mean thresholds �dB SPL� for experiment 3,
predicted values of COMOD and COMOD MIRROR S� thresholds �dB
SPL� based upon optimal combination of OSB binaural and across-
frequency monaural masking cues, and the Difference �dB� between the
predicted and obtained COMOD S� thresholds. Values in parentheses for
mean data are inter-listener standard deviations.

Obtained
So S�

Predicted
S� Difference

L1 COMOD 53.5 49.1 51.2 2.1
MIRROR 54.0 50.4 51.3 0.9

L2 COMOD 55.1 49.8 53.6 3.8
MIRROR 57.1 51.9 53.9 2.0

L3 COMOD 58.8 52.5 56.4 3.9
MIRROR 59.0 53.6 56.3 2.7

L5 COMOD 54.8 50.4 54.0 3.6
MIRROR 56.8 52.4 55.0 2.6

L6 COMOD 56.0 51.5 54.4 2.9
MIRROR 58.6 53.3 55.1 1.8

X̄ COMOD 55.6 50.7 53.9 3.2

�2.0� �1.3� �1.9� �0.8�
MIRROR 57.1 52.3 54.3 2.0

�2.0� �1.2� �1.9� �0.7�
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cated poor sensitivity to across-frequency cues based upon
binaural interaural time differences �Woods et al., 1995�.

A qualitative account of binaural CMR that is consistent
with the present results is suggested by recent studies that
have indicated that the S� thresholds for tones presented in
narrowband noise are determined largely by information co-
incident with masker envelope minima �Grose and Hall,
1998; Hall et al., 1998; Buss et al., 2003�, where the binaural
difference cues are the largest �Buss et al., 2003�. Because
narrow bands of noise have prominent envelope fluctuations,
the magnitude of the binaural difference cues associated with
a signal will vary considerably as a function of time. Acute
binaural signal detection for such stimuli may therefore de-
pend upon a selective weighting of temporal epochs charac-
terized by relatively high signal-to-noise ratios. This is simi-
lar to the idea proposed by Buus to account for monaural
CMR �Buus, 1985�. A factor that will limit the ability of the
auditory system to identify such epochs is the presumed in-
ternal noise associated with the relevant binaural difference
cues. A qualitative account of binaural CMR is that comodu-
lated flanking bands provide information that can reduce the
effect of such noise. Specifically, the envelopes of the co-
modulated flanking bands may be used to weight the binaural
cues at the signal frequency such that relatively high weight
is given to the temporal epochs associated with the masker
envelope minima, and therefore the largest binaural differ-
ence cues. The envelope cues might arise either from the
monaural representations of the flanking band temporal en-
velopes or, as noted in the introduction, from the envelopes
available at the outputs of an EC process �Durlach, 1963�.

Another qualitative account that is consistent with the
binaural CMRs found for noise interaural correlations of
0.99 and 0.95 is that listeners can benefit from across-
frequency comparisons of the ongoing interaural correlation.
For example, consider a mechanism that monitors the inter-
aural correlation at the outputs of sliding binaural temporal
windows associated with different frequency channels. For
both the COMOD and COMOD MIRROR cases, the inter-
aural correlations at the outputs of the temporal windows
would be the same across the frequency channels, except
when the S� signal was present. Note that this strategy
would not be effective in the 0.99 and 0.95 interaural corre-
lation RAN conditions of experiment 1 due to the fact that
the interaural correlations of the noise would not be exactly
the same when measured over finite temporal epochs �only
the long-term average interaural correlation would be the
same�. Although this account is consistent with the results
from the RAN, COMOD, and COMOD MIRROR 0.99 and
0.95 interaural correlation conditions, it does not appear to
be consistent with the data from the No RAN condition. In
the No RAN condition, the outputs of binaural temporal win-
dows would be expected to indicate near perfect interaural
correlation across frequency, except when the S� signal was
present. Whereas the across-frequency difference in interau-
ral correlation resulting from signal presentation might be
expected to aid detection in this case, the presence of the
random No flanking bands actually led to a reduction in sen-
sitivity to the S� signal in relation to the OSB base line
threshold �see Table I�. One possibility is that any positive

effect in terms of an across-frequency comparison of inter-
aural correlation is more than offset by a loss of spread of
excitation cues related to the OSB �Breebaart et al., 2001b�.
It is therefore difficult to rule out the possibility that such a
mechanism contributed to binaural masking release in con-
ditions where the interaural noise correlation was less than
1.0.

VI. CONCLUSIONS

�1� Previous and present data indicated that the improve-
ment in the threshold of an S� signal when comodulated
flanking bands are added to an OSB does not occur consis-
tently across listeners when the masking noise has an inter-
aural correlation of 1.0. The results of the present study
showed that this masking release effect was consistent, oc-
curring in all six of the listeners tested, when the interaural
correlation was slightly less than 1.0. The present findings
are consistent with an interpretation that binaural CMR may
sometimes appear to be absent in No masking noise because
of a separate factor related to the integration of binaural in-
formation resulting from spread of excitation associated with
the OSB+signal. Whereas the addition of comodulated
flanking bands provides information that can contribute to a
binaural CMR, the bands may also mask binaural informa-
tion that arises from spread of excitation associated with the
OSB+signal.

�2� When flanking bands with random envelopes were
added to an OSB, the S� threshold increased when the noise
was No, but this effect of random flanking bands was re-
duced or absent when the interaural correlation of the mask-
ing noise was reduced to 0.99 or 0.95.

�3� The results of fixed-block testing and associated psy-
chometric functions were not consistent with an interpreta-
tion that the binaural CMR is a result of the combination of
OSB binaural and across-frequency monaural masking re-
lease cues.

�4� The results of spectral mirror conditions indicated
that across-frequency coherence of dynamic interaural phase
differences is not a necessary condition for a binaural CMR.

�5� A qualitative account of binaural CMR that is con-
sistent with the results obtained here is that the envelope
minima associated with the comodulated flanking bands may
be used by the auditory system to give relatively high weight
to the temporal epochs associated with the largest binaural
difference cues. The binaural masking release obtained in the
N0.99 and N0.95 conditions is also consistent with an account
based upon an across-frequency analysis of dynamic interau-
ral correlation.
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Electromotile hearing: Acoustic tones mask psychophysical
response to high-frequency electrical stimulation
of intact guinea pig cochleaea)
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When sinusoidal electric stimulation is applied to the intact cochlea, a frequency-specific acoustic
emission can be recorded in the ear canal. Acoustic emissions are produced by basilar membrane
motion, and have been used to suggest a corresponding acoustic sensation termed “electromotile
hearing.” Electromotile hearing has been specifically attributed to electric stimulation of outer hair
cells in the intact organ of Corti. To determine the nature of the auditory perception produced by
electric stimulation of a cochlea with intact outer hair cells, guinea pigs were tested in a
psychophysical task. First, subjects were trained to report detection of sinusoidal acoustic stimuli
and dynamic range was assessed using response latency. Subjects were then implanted with a ball
electrode placed into scala tympani. Following the surgical implant procedure, subjects were
transferred to a task in which acoustic signals were replaced by sinusoidal electric stimulation, and
dynamic range was assessed again. Finally, the ability of acoustic pure-tone stimuli to mask the
detection of the electric signals was assessed. Based on the masking effects, it is concluded that
sinusoidal electric stimulation of the intact cochlea results in perception of a tonal �rather than a
broadband or noisy� sound at a frequency of 8 kHz or above. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2359238�

PACS number�s�: 43.66.Dc, 43.66.Gf, 43.64.Tk, 43.66.Ts �WPS� Pages: 3889–3900

I. INTRODUCTION

That electrical stimulation produces mechanical changes
in the organ of Corti was first described in the pioneering
studies of Moxon �1971�, who reported frequency-specific
and place-specific excitation, as well as acoustic masking of
electrically evoked responses. We have more recently
learned that sinusoidal electric stimulation of the intact co-
chlea produces a frequency-specific otoacoustic emission
�OAE� in the ear canal �see Hubbard and Mountain, 1983;
Xue et al., 1993; Nuttall and Ren, 1995; Ren and Nuttall,
1995; Nakajima et al., 1998; Nuttall et al., 2001; Reyes et
al., 2001�. These electrically evoked OAEs �EEOAEs� origi-
nate near the site of the stimulating electrode �Xue et al.,
1993; Ren and Nuttall, 1995; Nuttall et al., 2001�, where
local electrical stimulation induces motile response �contrac-
tile motion, or elongation� of outer hair cells �OHCs�. That
OHCs change their shape in response to electric stimulation
has been shown in cells dissociated from the organ of Corti
�Brownell et al., 1985; Kachar et al., 1986; Ashmore, 1987�
and cells maintained in a half-turn cochlear explant �Reuter
and Zenner, 1990�. In vivo electric stimulation of the cochlea
results in OHC motile response leading to basilar membrane
motion �Nuttall and Dolan, 1993; Nuttall and Ren, 1995;
Xue et al., 1995�.

The basilar membrane motion observed by Nuttall and
colleagues �Nuttall and Dolan, 1993; Nuttall and Ren, 1995�
as well as Xue et al. �1995� presumably travels in the reverse
direction as OAEs are produced by reverse traveling motion
of the basilar membrane �i.e., projecting toward the stapes,
through the middle ear, and into the ear canal, see Kemp,
1978; Shera and Guinan, 1999�. However, electrically
evoked motile response of OHCs also produces forward trav-
eling motion of the basilar membrane �i.e., towards the heli-
cotrema, see Nuttall and Dolan, 1993�. Forward traveling
waves generated in response to acoustic stimulation result in
inner hair cell �IHC� neurotransmitter release, neural activity,
and a corresponding auditory sensation �hearing�. When a
forward traveling wave is generated by electrical stimulation
of OHCs, we presume that there is a corresponding auditory
percept, which has been proposed as “electromotile hearing”
�Nuttall and Ren, 1995�. This work uses psychophysical
measures of function to directly test the hypothesis that there
is an auditory percept associated with electomotile hearing,
and further, that the percept is a tonal acoustic sensation. We
evaluated EEOAE generation in our subjects to confirm that
electrical stimulation produced an EEOAE �which is a less
invasive measure of traveling wave generation in the cochlea
than direct measurement of basilar membrane motion� in ad-
dition to the acoustic sensation assessed with psychophysical
procedures. The EEOAE data presented here provide key
evidence that the electrical stimulation paradigm we used
generated EEOAE responses that were equivalent to those in
other studies.

a�Portions of this research were presented at the Midwinter Meetings of the
Association for Research in Otolaryngology �for abstracts, see Le Prell
et al., 2000; 2002�.

b�Author to whom correspondence should be addressed; electronic mail:
colleeng@umich.edu

c�Current mailing address: Department of Otolaryngology, Kansai Medical
University, 10-15 Fumizonocho, Moriguchi, Osaka, 570-8506, Japan.
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II. MATERIALS AND METHODS

A. Subjects

Adult male guinea pigs �Elm Hill Breeding Labs,
Chelmsford, MA� were individually housed with free access
to water. All subjects weighed between 300-350 g at the on-
set of the experimental procedures. Weight gain was con-
tinual until subjects achieved a weight of at least 900 g. Food
intake �Purina Guinea Pig Chow� was then moderately re-
stricted. Animal treatment met or exceeded all guidelines in
the Guide for the Care and Use of Laboratory Animals �Na-
tional Research Council, 1996�. The University Committee
on the Use and Care of Animals of the University of Michi-
gan approved all animal care and testing protocols.

B. Electrophysiology

Anesthetized guinea pigs �40 mg/kg ketamine,
10 mg/kg xylazine� were initially screened for normal
acoustic sensitivity using the auditory brainstem response
�ABR� to acoustic stimulation as in Le Prell et al. �2004�.
Threshold sensitivity was determined for 2, 4, 8 and 16 kHz
tone bursts �10 m duration, 0.5 m rise/fall time� using
Tucker Davis Technology �TDT� SigGen software �version
3.2� and TDT System II hardware. Sound-evoked brainstem
responses were amplified �10 000x� and filtered �300–
3000 Hz�, digitized, then averaged �1020 presentations� and
viewed using TDT BIOSIG �version 3.2� software. Thresholds
were determined based on visual inspection of the ABR
wave forms.

ABR thresholds were typically reevaluated within two
weeks of surgically implanting an electrode inside the co-
chlea �see below�. In addition, the electrical impedance �si-
nusoid wave form at 1000 Hz� of the electrode was mea-
sured and electrically evoked auditory brainstem responses
�eABR� were assessed using the method described by Hall
�1990; see also Mitchell et al., 1997�. Intra-cochlear stimu-
lation used to evoke an eABR consisted of alternating-
polarity monophasic current pulses �50 �s duration� pre-
sented at a rate of 50 pulses/ s. Up to 2048 responses were
collected for analysis at stimulus currents ranging from 30 to
1000 �A. Responses were amplified �gain=10 000�, filtered
�0.1 Hz–3 kHz� and digitized using in-house software. The
eABR response was used to verify implant function, and to
measure direct electrical stimulation of spiral ganglion cells
based on visual inspection of wave P3 �see Black et al.,
1983; Tykocinski et al., 1995; Shepherd and Javel, 1997�. P3
was defined as the third peak of the eABR wave form occur-
ring approximately 1.5 ms poststimulus onset �see Hall,
1990�.

C. Psychophysical training and testing procedures

Subjects were tested five days per week for approxi-
mately 45 minutes using procedures described in Le Prell et
al. �2004�. In brief, subjects were trained using positive re-
inforcement procedures to depress a floor-mounted plastic
response button at the start of each test trial; trial onset was
signaled by illumination of a cue light mounted in front of
the response button. The subjects’ task was to depress the

response button during a quiet listening interval �1–9 s�, and
release the button upon detecting an acoustic stimulus. Sub-
jects received 45 mg Dustless Precision Pellets �Bio-Serv�
for correct release responses. Acoustic stimuli were pre-
sented during 75% of the total trials �“test trials”�. During the
remaining trials, release rates in the absence of the test signal
�“catch trials”� were monitored. Subjects were punished with
a brief �7 s� time out for any incorrect releases. During a
time out, the cue light was extinguished and a new trial could
not be initiated.

Acoustic tones were presented free field via an overhead
piezoelectric speaker �Motorola model KSN 1001A�
mounted approximately 8 in. above head level. Tone levels
were calibrated using a microphone �Bruel & Kjaer type
4136 microphone, type 2619 preamp, type 2804 power sup-
ply� placed in the test cage in a position that approximated
that of the guinea pig head when the animal was located in
the front of the test cage and pressing the response button.
Tone frequency �5.6, 8, 11.2, and 16 kHz� and level were
varied based on the method of constant stimuli �see Niemiec
and Moody, 1995�. At each frequency, subjects were pre-
sented with one subthreshold stimulus and 4–5 supra-
threshold stimuli. All tones were spaced in 10 dB incre-
ments, and each combination of frequency and stimulus level
was presented up to 20 times. Threshold was defined as the
stimulation level that produced a median response latency of
1500 ms; all thresholds were determined based on linear in-
terpolation between adjacent data points. Response latency
provides a sensitive measure of sensory effects, and equal
latencies presumably indicate equal sensory effects �for re-
view, see Moody, 1970�. Thresholds assigned based on re-
sponse latency closely corresponded to those assigned using
the criteria of 50% correct detection responses.

A reinforcement contingency required subjects to re-
spond rapidly after tone onset to receive a food pellet. This
contingency was set such that reinforcement was delivered
for approximately 90% of the correct releases, which ensured
consistent responses throughout the test session. If the guinea
pig did not respond within the trial duration �2550 ms, be-
ginning at tone onset�, a response latency of 2550 ms was
recorded, the tone was turned off, and a new trial was initi-
ated. If subjects did not complete at least ten test trials at
each stimulus level �with no more than 20% catch trial re-
leases�, the daily latency data were discarded.

Initial operant response training required approximately
3 months; base line latency functions were established within
another 2–3 months. Included in the latter 2–3 months was
the introduction of the reinforcement contingency, and ad-
justment of this contingency as animals developed more
rapid and more reliable response functions. Once reliable
latency functions were established for acoustic stimulation, a
ball electrode was implanted into the cochlea �see below�.
After establishing postimplant acoustic base lines, subjects
were transferred to an electric stimulus detection task. We
used a battery-powered optically isolated ac-coupled linear
transconductance amplifier to deliver a constant current
stimulus to the intra-cochlear electrode. Sinusoidal electric
stimulation frequencies were the same as the acoustic test
frequencies. Current level ranged from 1 to 374 �A rms �i.e.,
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0–52 dB re 1 �A�. Because the dynamic range between
threshold and the maximum comfortable stimulation level is
narrow for electric stimulation, electric stimulation levels
were varied in 5 dB increments.

Electric response functions were first established in a
quiet sound booth. Background acoustic stimuli were then
added to assess masking efficiency. Order of testing for back-
ground tones was randomly selected. Only one background
tone was presented during any given test session; multiple
electrical sinusoids were tested with each of the acoustic
maskers. Each background tone was tested for at least five
days to verify that all response functions were stable. Based
on the frequency-specific pattern of masking we observed,
not all background tones were assessed with all test frequen-
cies �i.e., having identified acoustic background tones with
no masking effect for a given electrical target, acoustic tones
with frequencies further from the electrical target were not
probed for masking effects�. Background tone level was ap-
proximately 10 dB above threshold; thresholds for back-
ground tone frequencies were estimated based on linear in-
terpolation of thresholds determined using ABR �2, 4, 8, and
16 kHz� and psychophysical �5.6, 8, 11.2, and 16 kHz� pro-
cedures.

Initial subjects were tested with 5.6, 8 and 11.2 kHz
electrical target signals and acoustic background tones
spaced in approximately 500 Hz increments �5.6, 7, 7.5, 8,
8.5, 9, 10, 10.5, 11.2, 12, 12.3 kHz�; completion of testing all
desired combinations of acoustic backgrounds and electrical
targets and periodic reevaluation of detection thresholds in
quiet required upwards of 2 years per subject. Results from
initial subjects indicated that masking effects were limited to
acoustic frequencies within one critical band of the electrical
target. Later subjects were therefore tested with 5.6, 8, 11.2,
and 16 kHz electrical target signals and acoustic background
tones that were at the same frequency as the electrical target,
at frequencies that separated by approximately 1/2 critical
band relative to the electrical target, and at frequencies that
were separated by approximately 1 critical band relative to
the electrical target �5.6, 7, 8, 9, 10, 11.2, 12, 14.5, 16, 17.5,
and 19 kHz�. Thus, the electrical target and the background
acoustic tone were either at the same frequency, closely
spaced frequencies, or at frequencies that were perceptually
quite distinct. For detailed discussion of cochlear place and
critical bandwidth, readers are referred to Greenwood
�1961�. This modification to the protocol resulted in masking
functions with tuning equivalent to those produced by sub-
jects with more densely spaced acoustic background tones
and provided the added benefit of reducing the total duration
of testing with electrical targets to approximately 1 year.

Because subjects showed continual improvement in
electric thresholds throughout the 1–2 year duration of test-
ing, testing in quiet was repeated at approximately bi-
monthly intervals. Given that threshold sensitivity changed
over time in our subjects, all masking effects were assessed
relative to the most temporally proximal set of base lines.
Masking effects are reported as shift in electric stimulus de-
tection threshold; masking functions were determined for
four subjects.

D. Surgical procedures

For the current investigation, chronic electrodes were
inserted into scala tympani as done by Nuttall et al. �2001�.
The surgical procedures were closely modeled after those
used by Le Prell et al. �2005�. In brief, a ball electrode �0.2–
0.25 mm diameter, constructed of Teflon-coated platinum–
iridium wire� was carefully inserted through the wall of the
cochlea via a small fenestra slightly lateral to the round win-
dow. The site of the electrode was located at approximately
22.4 kHz �based on surgically induced threshold deficits de-
scribed in Le Prell et al., 2004�. A silastic ball located
0.55 mm away from the end of the electrode prevented over
insertion of the electrode and prevented leaking of the peri-
lymph from the cochlea. Once appropriate placement of the
electrode was confirmed, carboxylate cement �Durelon,
ESPE, Germany� was used to seal the bulla defect and per-
manently fix the electrode in place. The opposing end of the
electrode was soldered to a two-pin connector �HSS-132-G2,
Samtec Inc., IN� prior to the onset of the surgical procedure.
A ground wire, connected to the second pin of the connector,
was then inserted into neck muscle. Methyl methacrylate ce-
ment �Jet Repair Acrylic, Lang Dental Manufacturing, IL�
was used to fix the connector to the skull and to seal the
tissue edges surrounding the head-mounted connector. The
postauricular incision was then sutured and the incision
cleaned. Subjects were treated with a multi-day postopera-
tive regimen of chloramphenical �30 mg/kg� to prevent in-
fection.

Prior to assessing the efficiency of acoustic background
stimuli in masking the detection of electrical sinusoids, the
subjects used in the masking experiments were unilaterally
deafened in the ear contralateral to the implanted electrode
�as in Le Prell et al., 2004�. The unilateral deafening proce-
dure ensured that subjects listened for electric and acoustic
stimulation with the same ear. To deafen the ear, we unilat-
erally injected neomycin sulfate �10% solution, 60 �l injec-
tion volume� through the round window membrane. Deafen-
ing was confirmed using ABR threshold assessment;
morphological lesion was confirmed after euthanasia.

E. Electrically evoked otoacoustic emission
assessment

Anesthetized guinea pigs �40 mg/kg ketamine,
10 mg/kg xylazine� were placed on a warmed heating pad.
The ear canal and the tympanic membrane were visually in-
spected �with magnification� prior to insertion and after re-
moval of a microphone �Etymotic Research, ER-10B� Low
Noise Microphone� from the ear canal. A short segment of
flexible vinyl tubing selected to be minimally smaller than
the guinea pig ear canal was placed around the microphone
assembly to seal the ear canal to provide a closed field test
condition. Tubing also served to prevent ear wax and other
biological debris from directly entering and occluding the
microphone itself; the tip of the tubing was close to, but did
not contact, the tympanic membrane. Sinusoidal electric
stimulation was delivered to the intra-cochlear electrode via
the constant current stimulator used during behavioral test-
ing.
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Electrically evoked OAEs were assessed in nine ani-
mals; procedures were typically conducted within the first
month postimplant, and repeated prior to euthanizing the ani-
mals at the conclusion of the experiments. For eight of these
animals, sinusoidal wave forms were produced by an audio
generator �LAG-120B; Leader� and amplified �1000x; ampli-
fier constructed in house�. Current ranged from 0 to 30 �A
peak to peak �i.e., 0–10.6 �A rms�. Current delivery was
based on signal voltage, determined using an oscilloscope
�40 MHz; Kenwood�. Stimulation frequency was fine tuned
such that the emission frequency was 5.6, 8, 11.2, or 16 kHz,
and emission frequency and amplitude were determined us-
ing a lock-in-amplifier �SR530; Stanford Research Systems�.
For the ninth animal, current remained fixed between 0
�noise floor� and 30 �A; however, stimulation frequency
�controlled by an SRS 830 lock-in amplifier� was stepped
from 1 to 35 kHz in 22 Hz increments �1 s dwell time per
frequency increment�, with a time constant of 3 s �as de-
scribed by Halsey et al., 2006�. Development of the latter
procedure significantly improved frequency resolution for
measuring the EEOAE response.

F. Morphological procedures

To confirm that daily electrical stimulation did not dam-
age cochlear hair cells, organ of Corti tissue was evaluated at
the conclusion of the psychophysical testing. Subjects were
deeply anesthetized and decapitated, and the ears were har-
vested and gently perfused with fixative �4% paraformalde-
hyde in phosphate buffer�. Placement of the electrode inside
the cochlea was visually confirmed, and the middle ear and
inner ear were carefully examined for any evidence of infec-
tion or other pathology. The following day, the otic capsule,
lateral wall, and tectorial membrane were removed, and the
bony modiolus was carefully detached at the base of the
cochlea. Organ of Corti tissue, attached to the modiolus, was
permeabilized with 0.3% Triton-X �Sigma, St. Louis, MO� in
phosphate buffered saline �PBS� for 10 min and then incu-
bated for 30 min with rhodamine phalloidin �Molecular
Probes, Eugene, OR� diluted 1:100 in PBS �room tempera-
ture�. After washing the tissues with PBS, individual turns
from the organ of Corti were carefully dissected from the
modiolus, mounted on microscope slides with GEL/Mount
�Biomedia, Foster City, CA�, and examined and photo-
graphed using a Leica �Eaton, PA� DMRB epifluorescence
microscope.

III. RESULTS

A. Electrophysiology

Complete data sets were collected from four guinea pigs.
Surgery-induced changes in ABR thresholds were generally
20 dB or less, although hearing loss was greater in one ani-
mal �P163, see Fig. 1�. Surgically induced threshold deficits
were greater than the changes of less than 10 dB in ABR
�Prieskorn and Miller, 2000; Le Prell et al., 2004� and psy-
chophysical detection �Le Prell et al., 2004� thresholds re-
ported previously as a consequence of intra-cochlear inser-
tion of polyimide tubing �outer diameter=0.16 mm�. One
possibility is that the larger fenestra required for inserting the

ball electrode �outer diameter=0.2–0.25 mm� led to greater
surgical trauma. Consistent with this hypothesis, Carvalho
and Lalwani �1999� described greater ABR threshold shifts
��30 dB at 16 kHz and above� after implanting a larger
intra-cochlear cannula �0.61 mm diameter�.

Electrically evoked ABR neural response thresholds
were less than 100 �A peak, with normal growth of input-
output functions observed from 100 to 1000 �A. In the one
animal �P163� in which threshold was carefully measured
using 10 �A steps, threshold was 47 �A.

B. Electrically evoked otoacoustic emissions
„EEOAEs…

EEOAEs were produced when current was applied to
the cochlea for all animals except P163, which had signifi-
cantly greater hearing loss postsurgery. For CP83 and CP91,
emissions were produced at current levels as low as 2 �A
rms at all stimulation frequencies �5.6, 8, 11.2, and 16 kHz�,
and EEOAE amplitude increased with current level. An EE-
OAE measured using a frequency sweep is illustrated in Fig.
2 �P161�. Emissions were comparable, in both shape and
amplitude, to those recorded from normal animals that have
not undergone daily electric stimulation �Halsey et al.,
2006�. To verify that the emissions we recorded depended on
OHC integrity, EEOAEs were assessed in an animal deaf-
ened with subcutaneous kanamycin �400 mg/kg� followed
2 h later by intra-venous ethacrynic acid �40 mg/kg�. This
treatment elevated ABR thresholds to acoustic stimulation to
�100 dB SPL, eliminated virtually all OHCs �evaluated his-
tologically�, and depressed EEOAE amplitude as previously
described by Nuttall and Ren �1995�.

C. Psychophysical testing: Base line functions

Examples of the dynamic ranges of acoustically and
electrically evoked reactions are shown in Fig. 3; data are
illustrated for animals CP83, CP91, and P163. All subjects
readily responded to electrical stimulation when transferred
from the acoustic signal detection task to the electrical signal

FIG. 1. Surgery-induced threshold shift was assessed as change in auditory
brainstem response �ABR� threshold at 2, 4, 8 and 16 kHz. Data are shown
for individual animals �CP83, CP91, P161, P163� to facilitate comparisons
with psychophysical and morphological data. Threshold deficits were typi-
cally 20 dB or less, although one animal �P163� had surgically induced
threshold deficits of 20–40 dB, suggesting significant trauma during surgery.
Consistent with this, we observed significant intra-cochlear bone growth in
P163 at the time of euthanasia.
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detection task. Acoustic data shown here were collected dur-
ing the first month postimplant; electrical data shown here
were collected during the next 1–2 months of testing. Dy-
namic range, i.e., the range of signal levels between maxi-
mum safe stimulation level �or, alternatively, the maximum
level presented without discomfort� and minimum detectable
level, was clearly narrower for electrical signals than for
acoustic signals, a result that is consistent with numerous
reports of narrower dynamic range for electrical signals. We
monitored maximum comfort level by increasing maximum
stimulus levels in small increments while carefully monitor-
ing subject responses via a video camera located inside the
test chamber with a monitor located remotely, outside the test
chamber. Any signal levels that appeared to result in discom-
fort, evidenced, for example, by an animal “leaping” off the
response key and hesitating to initiate a new trial, were not
repeated.

Although responses indicating detection of electrical
signals showed little change within any 1–2 month test win-
dow, detection thresholds tended to improve over longer pe-
riods of time. This result is shown in Fig. 4, where response
data for 8 kHz electrical signals is illustrated for each animal
at multiple times across the 1–2 year experimental duration.
In between the base line reevaluation periods shown in each
graph, animals were required to detect other electrical targets
in quiet, or to detect electrical targets in the presence of a
background tone. Because the subjects showed significant
improvement over time, in some cases up to 20 dB re 1 �A,
the effects of the background acoustic tones were evaluated
relative to the most recent tests in quiet.

D. Psychophysical testing: Masking functions

Preliminary manipulations conducted with two subjects
�CP83, CP91� revealed that masking of the electric signal by

an acoustic background was level dependent. That is, when
the acoustic stimulus and the electric target were the same
frequency, increasing the level of the background tone in-
creased masking �not depicted, see Le Prell et al., 2000�.
During the remainder of testing, masker level was fixed at
10 dB sensation level �SL� and masker frequency was var-
ied. Figure 5 depicts the frequency specificity and magnitude
of the masking effect, assessed as shift in electric threshold.
Background tones produced frequency-specific masking of
electric sinusoids in animals with normal acoustic thresholds
when the electric sinusoid was at least 8 kHz �see Fig. 5,
panels D–L�. Background tones had the greatest effect when
the background tone and the electric stimulation fell within
the same critical band �following Greenwood, 1961�. These
frequency-specific masking functions are consistent with
characterizations of auditory nerve tuning that show very
narrowly tuned �frequency specific� sound-driven responses
at low signal levels, and broadly tuned responses across a

FIG. 2. Electrically evoked otoacoustic emissions �EEOAEs� were assessed
in response to intra-cochlear electrical stimulation using a frequency sweep
paradigm. Emissions were assessed using this paradigm for a single animal
�P161�; testing was conducted on day 45 postimplant. For all other subjects,
testing was limited to 5.6, 8, 11.2, and 16 kHz, with each frequency pre-
sented at 0 �noise floor�, 5, 10, 20, and 30 �A as shown above using the
frequency sweep paradigm. The results were equivalent in that EEOAE
amplitude grew with increasing current level.

FIG. 3. Subjects were trained to report detection of 5.6 �A, B, C�, 8 �D, E,
F�, 11.2 �G, H, I�, and 16 �J, K, L� kHz acoustic signals. Once subjects were
trained and producing reliable response latency functions, a process which
typically required a total of 4–6 months, a ball electrode was implanted
through the wall of the cochlea, into scala tympani, for delivery of sinu-
soidal electrical signals. Here, we illustrate detection response latency for
5.6, 8, 11.2, and 16 kHz acoustic test signals in quiet, with tests conducted
over the first month postsurgery. Data are shown for subjects CP83 �A, D,
G, J�, CP91 �B, E, H, K� and P163 �C, F, I, J�. Subjects were then switched
to an electrical stimulus detection task. Subjects readily responded to elec-
trical stimulation. Data shown here were collected during the first 1–2
months of testing; all data were collected in a quiet background. Responses
were generally quite consistent, showing little improvement over any given
1–2 month test window, including the initial test period as illustrated here
�response data are mean ±S.E.�. Threshold was defined as the sound level
corresponding to a response latency of 1500 ms, see dashed lines.
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wider range of frequencies at higher signal levels �Liberman,
1978; Winter et al., 1990; Wang et al., 1997�. When tested
with 10 dB SL background tones, the animal with high-
frequency hearing loss �P163, see Fig. 1� did not show
frequency-specific masking effects with any electrical targets
�Fig. 5, panels N–P�. The 5.6 kHz electric target was not
masked by acoustic pure tones for any of the animals �Fig. 5,
panels A–C and M�.

E. Morphology

The organ of Corti from the implanted ears of two sub-
jects �CP83, P161� exhibited only mild and scattered OHC

loss �see Fig. 6�, consistent with age-related cell death �as
described by Coleman, 1976�. Little IHC loss was observed
throughout the cochlear duct. Thus, the process of introduc-
ing the electrode into ears with intact hair cell populations
and the daily electrical stimulation over extended temporal
periods had no apparent negative consequences in these ani-
mals.

OHC loss for a third subject that underwent long-term
daily electrical stimulation �CP91� was more widespread.
While OHC loss was fairly limited in the basal turn �approxi-
mately 10%�, scars indicating missing OHCs ranged from
approximately 50% in the upper second turn to 85%–90% in
the third turn and apex. This animal developed a hearing loss
characterized by an abrupt and pronounced shift in electrical
and acoustical detection thresholds approximately 21 months
after the start of the daily electrical stimulation experiments.
There was no evidence that this pathology progressed over
time with the daily delivery of electric stimulation, as detec-
tion thresholds improved slowly over time throughout the
first 21 months of testing �i.e., prior to the onset of the sud-
den and severe deficits�. Two months later, after using behav-
ioral techniques to characterize the hearing loss for both
electrical and acoustic stimulation in this animal, it was eu-
thanized. At that time, the OHC scars appeared thick and
mature as previously described by Raphael and Altschuler
�1991�. IHC loss was limited to about 5% in the base and
second turn, and 10% in the third turn and apex.

In the final animal to undergo long-term daily electrical
stimulation tests �P163�, the ball electrode was completely
encased in bone inside the cochlea at the conclusion of the
experiments. This bone appeared to project from the modio-
lus, such that a portion of the organ of Corti was also en-
cased in bone. Evaluation of the organ of Corti revealed the
first and second turns to have normal hair cell populations. In
the third turn, there was approximately 15% OHC loss, pre-
dominantly within the third row of OHCs. IHC loss was
limited to 8% in the third turn. Given the significant bone
growth in this animal, in which the electrode was found to be
encased in bone, it appears that surgical trauma clearly can
induce a biological response. However, implants that are
minimally invasive generally do not induce significant tissue
response �see, for example, Brown et al., 1993; Le Prell et
al., 2004�; the current report of minimal tissue response
across animals is consistent with results from earlier investi-
gations using similarly minimally invasive implants.

IV. DISCUSSION

A. Electrical stimulation of ears with intact hair cells
produces electrically evoked otoacoustic
emissions

EEOAEs, generated by forward and reverse traveling
motion along the basilar membrane, have been interpreted by
others as likely to be accompanied by an acoustic percept
termed electromotile hearing �Nuttall and Ren, 1995�. In the
current study, we used EEOAE measures primarily to con-
firm that sinusoidal electrical stimulation of our implants in
our animals produces EEOAEs as described by others. For
all but one test subject, EEOAE amplitude grew with current

FIG. 4. Subjects were retested in quiet in the detection task requiring re-
sponse to 5.6, 8, 11.2, and 16 kHz sinusoidal signals delivered via intra-
cochlear electrical stimulation of a ball electrode. Here, we illustrate detec-
tion response latency for 8 kHz test signals in quiet, with tests conducted at
various times over 1–2 year periods. Pronounced improvement with long-
term testing was observed for three subjects �CP83, CP91, P161�, with
thresholds improving up to 20 dB re 1 �A. All masking effects were there-
fore assessed relative to the most recent data in quiet.
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level, and with frequency; results that are equivalent to those
described in detail by others. Although EEOAEs were
smaller in amplitude at the lowest test frequency �5.6 kHz�
for those animals tested at a restricted set of frequencies �i.e.,
5.6, 8, 11.2, and 16 kHz�, responses were clearly above the
noise floor even at the lowest frequency. Thus, there was not
a clear relationship between EEOAE presence and efficacy
of background masking signals; i.e., the lack of frequency
specific masking at 5.6 kHz was not accompanied by lack of
an EEOAE in response to 5.6 kHz stimulation. This is

clearly illustrated in Fig. 2, which illustrates EEOAE re-
sponses at frequencies as low as 1 kHz. Because EEOAEs
were evaluated in all subjects, we were also able to confirm
that the single animal lacking an EEOAE in response to elec-
trical stimulation �P163� had acoustic percepts that were dis-
tinctly different from those of other animals in which EE-
OAEs were generated by electrical stimulation of the
implant.

B. Electrical stimulation of ears with intact hair cells
produces frequency-specific masking, suggesting
a tone-like sensation at higher frequencies

Anecdotal descriptions from human patients implanted
with a cochlear prosthesis suggest the auditory percept asso-
ciated with direct depolarization of auditory neurons is not
tone-like �Jones et al., 1940; House and Urban, 1973; Bilger,
1977b; 1977a; Bilger and Black, 1977; Eddington et al.,
1978; Tong et al., 1982; Watson et al., 1991; Dorman et al.,
1994; Blamey et al., 1995; Collins et al., 1997�. In contrast,
preliminary data from a study in which electrical current was
applied to a cochlea with intact hair cells suggest that electric
stimulation of intact hair cells results in a tonal percept. In a
pitch-matching experiment using a single human subject,
sinusoidal electric stimulation �8 kHz� of an electrode placed
on the promontory was matched in pitch to approximately
8 kHz acoustic stimulation in the contralateral ear �A. Nut-
tall, personal communication�.

Interactions of electric and acoustic stimuli have been

FIG. 5. Subjects were trained to report
detection of 5.6 �A, B, C, M�, 8 �D, E,
F, N�, 11.2 �G, H, I, O�, and 16 �J, K,
L, P� kHz sinusoidal signals. Sinu-
soidal signals were acoustic during
initial training, and later delivered us-
ing intra-cochlear electrical stimula-
tion. Here, we illustrate the shift in
electrical sinusoid detection thresholds
when 10–dB SL acoustic pure-tone
background maskers were presented
�see x axis�. Target signal frequency is
indicated in each panel using down-
wards arrows. Shift in detection
threshold was calculated as the
background-induced change from the
most temporally proximate detection
thresholds assessed in quiet; threshold
shifts were greatest at frequencies
closest to the electrical stimulation fre-
quency except when the electrical tar-
get was a 5.6 kHz sinusoid. Anatomi-
cal evaluations were relatively normal
in two animals �CP83, P161�. The
third animal �CP91� developed a sud-
den elevation in both acoustic and
electrical signal detection thresholds
and was found to have corresponding
hair cell loss. In the fourth subject
�P163, see right panels�, the electrode
was encased in bone.

FIG. 6. Whole-mount surface preparations of cochlear tissues from CP83
�left� and P161 �right�. Actin filaments in the organ of Corti were labeled
using rhodamine-phalloidin and visualized under epifluorescence. Tissues
are from the basal turn �A, B�, second turn �C, D�, and third turn �E, F�.
Images were focused at the level of the OHC apical surface. Only mild and
scattered OHC loss, consistent with age-related cell death �see Coleman
1976�, was observed in these tissues �for examples, see arrows in panel A,
where each arrow points at a site of a single missing OHC�. IHC loss was
generally not observed.
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shown at the single-fiber level �Moxon, 1971; von Ilberg et
al., 1999� and with the whole-nerve compound action poten-
tial �CAP�. Specific evidence includes masking of the acous-
tically evoked CAP by electric pulses �McAnally et al.,
1993; Kirk and Yates, 1994; McAnally and Clark, 1994;
McAnally et al., 1997c; 1997a; 1997b� and masking of the
electrically evoked CAP by acoustic stimuli �Aran et al.,
1986; Kirk and Yates, 1994; James et al., 2001�. Our experi-
ments revealed an interaction of electric and acoustic stimu-
lation at the perceptual level. Background acoustic pure
tones masked the detection of electrical stimulation provided
that the stimulation frequencies were similar �i.e., within the
same critical band� and that the electrical test frequency was
8 kHz or greater.

C. Does electrical stimulation of ears with intact hair
cells produce an acoustic percept at lower
frequencies?

There are several possible explanations for the observa-
tion that the 5.6 kHz electric sinusoid was not masked by
acoustic stimulation. First, the 5.6 kHz electric stimulation
may have resulted in an acoustic sensation that was not tone-
like, such as would be expected if the auditory nerve were
directly stimulated. A noise-like sensation would not be
masked by pure-tone acoustic background tones. Alterna-
tively, the 5.6 kHz electric stimulation may have produced a
nonauditory sensation concurrent with, or, in the absence of,
an auditory sensation. Thus, in the presence of the 5.6 kHz
acoustic background, detection of an acoustic percept may
have been masked but a nonauditory cue would provide a
discriminative cue to perform the release response. Consis-
tent with this suggestion, we observed a single guinea pig
subject react to 4 kHz low-current electric stimulation as
though the stimulation was painful. This stimulation was dis-
continued for this subject, and was not repeated with addi-
tional animals. Bipolar stimulation of the cochlea �i.e.,
stimulation of two intra-cochlear electrodes� was unpleasant
when lower rates of pulsatile stimulation were applied near
the round window �Fearn and Wolfe, 2000�, and a single
human subject described lower-frequency �2 kHz� electric
stimulation delivered to the promontory as aversive �A. Nut-
tall, personal communication�. Thus, some unknown tactile
sensation may accompany lower frequency electric stimula-
tion. That there may be an anomalous nonacoustic compo-
nent to electric stimulation of the cochlea has been proposed
previously, based on a single subject with consistent psycho-
physical detection responses in the absence of a reliable
eABR �Miller et al., 1995a�.

D. Electromotile hearing?

Acoustic percepts may have been elicited through one or
more of four distinct mechanisms. First, the tonotopically
resonant basilar membrane motion that produced the EEOAE
may have resulted in deflection of IHC stereocilia, release of
excitatory neurotransmitter substance by the IHCs �for re-
view, see Le Prell et al., 2001�, and auditory nerve activity
�e.g., electromotile hearing�. Alternatively, current injected
into the cochlea may have directly stimulated spiral ganglion

cells within the broad vicinity of the electrode �for discus-
sion, see Spelman et al., 1980; 1982; Clopton and Spelman,
1995; Spelman et al., 1995; Kral et al., 1998�. Data from
Cohen et al. �2003� suggest that spread of excitation falls off
fairly sharply, with most probe/masker electrode interactions
occurring within a region of about 10% of the length of the
organ of Corti either basal to or apical to the site of stimu-
lation. The placement of the electrode at approximately
22.4 kHz can be presumed to be located approximately 15%
of the total cochlear length measured from the base, and the
highest electrical stimulation frequency of 16 kHz can be
presumed to be located approximately 20% of the total co-
chlear length measured from the base �from Tsuji and Liber-
man, 1997, percent distance from base
=66.4–38.2*log�kHz��. Thus, it is possible that there was
some direct stimulation of auditory neurons located in the
vicinity of the organ of Corti that would best respond to
16 kHz stimulation. However, it is unlikely that there was
any significant direct neural excitation of neurons responding
best to the 11.2 kHz or lower test frequencies, which are
located 26% �11.2 kHz�, 32% �8 kHz�, and 38% �5.6 kHz�
of the total cochlear length measured from the base. Arguing
against the notion that there was significant direct electrical
neural excitation at the 16 kHz place in the cochlea, we note
that direct electrical stimulation is typically not described as
tonal by human listeners, whereas the 16 kHz stimulation
was masked only by background tones that were similar in
frequency relative to the 16 kHz electrical target. While it is
conceivable that stimulation of the IHCs by the intra-
cochlear electrical current triggered the release of excitatory
neurotransmitter and the consequent auditory nerve activity
and perception of sound, electrical stimulation of the IHCs
would be subject to the same spatial constraints imposed by
limited current spread as described for direct neural stimula-
tion. Finally, while it is conceivable that stimulation of the
facial nerve or vestibular system could occur, sensations gen-
erated via this mechanism would not be masked by pure-tone
acoustic signals.

Based on the frequency map of the guinea pig cochlea
provided by Tsuji and Liberman �1997�, and the demonstra-
tion by Cohen et al. �2003� that spread of excitation falls off
fairly sharply at distance extending beyond about 10% of the
length of the organ of Corti, we consider it unlikely that
direct electrical stimulation of auditory hair cells or auditory
neurons generated the tone-like percepts associated with
electrical stimulation at the higher stimulation frequencies.
We can further attempt to discriminate among these mecha-
nisms by estimating the thresholds for direct electrical stimu-
lation of auditory neurons. Thresholds for detection of neural
stimulation, in the absence of hair cell stimulation, are avail-
able from animals in which hair cell populations were elimi-
nated with ototoxic drugs prior to implant with a cochlear
prosthesis. eABR thresholds for our animals �with intact hair
cell populations� were generally consistent with those re-
ported by A. L. Miller and colleagues �1999�, and somewhat
lower than those reported by C. A. Miller and colleagues
�1995b�. From the limited existing data sets, we know that
guinea pig eABR thresholds are approximately 16 �A for
3 kHz stimulation �Miller et al., 1999�, and that neural
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stimulation thresholds increase by approximately
4 dB/octave �in monkeys, see Pfingst, 1984�. Based on these
data sets, we calculate that average detection thresholds for
auditory nerve stimulation �in the absence of intact hair cell
populations� might be expected to be approximately 25 �A
rms at 6 kHz, 40 �A rms at 12 kHz, and 63 �A rms at
24 kHz. Electric detection thresholds for 8 kHz �bipolar�
sinusoidal stimulation in a single cat �see Smith et al., 1995�
are consistent with the predicted thresholds �see Fig. 7�. Al-
though the data sets are disparate, including psychophysical
and electrophysiological thresholds for sinusoidal, as well as
monophasic/monopolar and biphasic/bipolar signals, psycho-
physical and electrophysiological thresholds are typically
well correlated �Borg and Engstrom, 1983; Miller et al.,
1995b; Szymanski et al., 1999; Wolski et al., 2003; Le Prell
et al., 2004�.

At our lowest test frequency �5.6 kHz�, guinea pig
thresholds were generally equivalent to predicted thresholds
for detection of direct neural stimulation �see Fig. 7�. Thus,
direct neural stimulation probably provided a salient cue for
detection of 5.6 kHz electric sinusoids. This effect is consis-
tent with the failure of pure-tone acoustic signals to mask
detection of the 5.6 kHz electric sinusoid �see Figs.
5�A�–5�C� and 5�M��. At higher test frequencies, most sub-
jects �CP83, CP91, P161� detected sinusoidal electric stimu-
lation at current levels well below those predicted to result in
neural stimulation �see Fig. 7�. These responses we interpret
as electromotile hearing. Consistent with the purported na-
ture of electromotile hearing, pure-tone acoustic stimuli had
frequency-specific masking effects at 8, 11.2, and 16 kHz
�see Figs. 5�D�–5�L��. In contrast, our subject P163, for
whom the electrode was found to be encased in bone, had
thresholds that were approximately equal to the predicted
neural stimulation thresholds �Fig. 7�. Consistent with the
premise that direct neural stimulation does not result in a
tone-like percept, we did not observe strong evidence of
frequency-specific masking for this subject �see Figs.
5�M�–5�P��.

An alternative experimental approach that would have

allowed more direct comparison of electrophonic responses
and those driven by direct depolarization would include oto-
toxic drug treatment following the collection of base line
electrical signal detection data. Ototoxic drugs would elimi-
nate the electrophonic response, without disrupting the neu-
ral response driven by direct depolarization of auditory neu-
rons. We considered this approach for our investigation;
however, this approach does not permit us to identify any
disruption of hair cell survival as a consequence of chronic
electrical stimulation. Therefore, we did not choose to use
this experimental approach. Such manipulations may repre-
sent an interesting approach for future investigations de-
signed to clarify the mechanisms of perception across stimu-
lation levels.

E. Electrical stimulation of ears with intact hair cells
does not damage these cells

Although some patterns of electrical stimulation �i.e.,
continuous low frequency stimulation� can be detrimental to
the survival of cochlear hair cells �Duckert, 1983; Duckert
and Miller, 1984�, other stimulation patterns do not produce
functional or morphological deficits �Ni et al., 1992�. One
animal in the present study demonstrated a sudden shift in
thresholds following 21 months of testing �see Sec. III E,
Morphology�, but there was no evidence of any progressive
deficits prior to this time. Data from our experiments with
guinea pigs thus importantly suggest that intact hair cell
populations are not damaged by daily electrical stimulation
at levels that result in acoustic sensations. These data signifi-
cantly extend the duration of testing from 85 days �von Il-
berg et al., 1999�, during which time no changes in CAP
were observed, to approximately 2 years �i.e., in the current
experiments�.

F. Clinical utility

The treatment of choice for those with profound hearing
loss is the cochlear prosthesis; a device that directly stimu-
lates the auditory nerve using electrical signals. Users of this
device can comprehend open-set speech information without
the aid of lip reading �Skinner et al., 1994; 1997; Waltzman
et al., 1997; Firszt et al., 2004�. Historically, the benefits of
the implant have been dependent on the density and excit-
ability of surviving auditory nerve fibers �Clopton et al.,
1980; Nadol et al., 1989; Incesulu and Nadol, 1998; see also
Skinner et al., 2002�. However, as the criteria for implanting
human patients with cochlear prostheses relax �NIH Consen-
sus Statement, 1995�, patients with greater residual hearing
are being implanted with intra-cochlear electrode arrays.

Gantz and colleagues recently began to implant shorter
�10 mm� intra-cochlear electrode arrays that preserve intact
low-frequency hearing. They demonstrated that electrical
stimulation of the base of the cochlea combined with acous-
tic stimulation of the intact apical cochlea �via hearing aid
use� enhances perceptual experience for cochlear implant us-
ers �Gantz et al., 2000; Tyler et al., 2000; Gantz and Turner,
2003; 2004; Turner et al., 2004�. Similar results have been
described in a case study by Skarzynski et al. �2003� and
also by Kiefer and colleagues �von Ilberg et al., 1999; Kiefer

FIG. 7. Detection thresholds for electrical stimulation are plotted at all test
frequencies �5.6, 8, 11.2, and 16 kHz� for each of our subjects �CP83, CP91,
P161, P163�. In addition, we plot the lowest current level predicted to result
in detectable electrical stimulation of auditory neurons in animals without
outer hair cells �“Neural”�. Electric detection thresholds for 8 kHz �bipolar�
sinusoidal stimulation in a single deafened cat �taken from Smith et al.,
1995� are consistent with the “predicted” neural thresholds. Empirically de-
termined thresholds lower than the predicted neural stimulation thresholds
are interpreted as the first direct perceptual evidence for the psychological
phenomena termed “electromotile hearing”.
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et al., 2005�, who report that patients can “merge” acoustic
and electric stimuli into a unified sensation that is more
pleasant than either the electric or acoustic component alone.

The suggestion that cochlear implant users with some
residual hearing could benefit from cochlear stimulation
strategies that take advantage of intact OHC populations is
increasingly popular �Risberg et al., 1990; McAnally and
Clark, 1994; Nuttall and Ren, 1995; McAnally et al., 1997b�.
By minimizing surgical trauma during cochlear implant pro-
cedures, residual populations of hair cells may be retained,
resulting in superior implant performance. This concept of
“soft surgery” for cochlear implants was first articulated by
Lehnhardt �1993�, and later described by Cohen �1997�. In a
population of 26 human patients implanted using the soft
surgery technique, 62% retained their residual hearing 1
month postoperative, whereas 5% lost all residual hearing
�Skarzynski et al., 2002�. The morphology of OHCs was
normal following surgery designed to minimize trauma in
guinea pigs euthanized 2–6 weeks postimplant �Rogowski et
al., 1995�.

The current data set extends our understanding of inter-
actions occurring as a consequence of combined use of
acoustic and electric signals. Specifically, the current data
illustrate the potential for generation of tone-like percepts
with electromotile stimulation in the patient with a sufficient
population of surviving hair cells. Improving the perception
of tonal signals would have significant benefit for perception
of music, which is typically quite poor in implant users �Mc-
Dermott, 2004; Rubinstein, 2004; e.g., Gantz et al., 2005;
Gfeller et al., 2005; Laneau et al., 2006�. Presumably, ben-
efits of electromotile stimulation would also include im-
proved speech discrimination by speakers of tonal languages
�Huang et al., 1995; 1996; Fu et al., 1998; Lan et al., 2004;
Huang et al., 2005; Lee and van Hasselt, 2005�.

V. CONCLUSIONS

Psychophysical tuning curves are the gold standard for
frequency-specific processing in the auditory periphery.
Thus, these data provide clear and robust evidence of
frequency-specific perception with electrical stimulation of
the intact cochlea. Taken together, our results indicate intra-
cochlear electric stimulation of OHCs in intact ears produces
an acoustic sensation that is tone-like at least at higher fre-
quencies �i.e., at or above 8 kHz�. This behavioral result im-
plies an electrically evoked traveling wave that is “acoustic-
like.” Our results suggest that if intact OHCs are present in
cochleae with residual hearing, then stimulation of these hair
cells may result in an acoustic sensation. These results may
help to explain the recent observations that the perceptual
experience of cochlear prosthesis users is improved by
stimulation of remaining OHCs in patients that use both a
hearing aid, and a cochlear prosthesis �von Ilberg et al.,
1999; Kiefer et al., 2005�.
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Data from an earlier study �Hamernik et al. �2003�. J. Acoust. Soc. Am. 114, 386–395� were
consistent in showing that, for equivalent energy �Leq=100 dB�A�� and spectra, exposure to a
continuous, nonGaussian �nonG� noise could produce substantially greater hearing and sensory cell
loss in the chinchilla model than a Gaussian �G� noise exposure and that the statistical metric,
kurtosis, computed on the amplitude distribution of the noise could order the extent of the trauma.
This paper extends these results to Leq=90 and 110 dB�A�, and to nonG noises that are generated
using broadband noise bursts, and band limited impacts within a continuous G background noise.
Data from nine new experimental groups with 11 or 12 chinchillas/group is presented. Evoked
response audiometry established hearing thresholds and surface preparation histology quantified
sensory cell loss. At the lowest level �Leq=90 dB�A�� there were no differences in the trauma
produced by G and nonG exposures. For Leq�90 dB�A� nonG exposures produced increased
trauma relative to equivalent G exposures. Removing energy from the impacts by limiting their
bandwidth reduced trauma. The use of noise bursts to produce the nonG noise instead of impacts
also reduced the amount of trauma. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2372455�

PACS number�s�: 43.66.Ed, 43.50.Pn �BLM� Pages: 3901–3906

I. INTRODUCTION

High-level nonGaussian �nonG� noise exposures are
very common in industrial and military environments and
clearly pose a hazard to hearing for large numbers of the
exposed population. Over the past several decades a number
of published papers have shown, in an animal model, that
exposure to nonG noise produces more hearing and sensory
cell loss than does an equivalent energy Gaussian �G� expo-
sure �e.g., Dunn et al., 1991; Lei et al., 1994; Lataye and
Campo, 1996; Hamernik and Qiu, 2001; Harding and Bohne,
2004�. These results along with similar findings from human
epidemiologic data �Sulkowski and Lipowczan, 1982; Taylor
et al., 1984; Thiery and Meyer-Bisch, 1988� challenge the
use of the equal energy hypothesis �EEH� that forms the
basis of current criteria for human exposure to noise �e.g.,
ISO 1999, 1990�. One consequence of categorizing a tempo-
rally diverse and complex set of exposures with a single
metric such as energy may be the appearance of large vari-
ability in the hearing threshold levels that is typically found
in epidemiologic studies. This large variability �Mills et al.,
1996� precludes meaningful comparisons across exposure
conditions as well as estimates of individual risk of hearing
loss.

Since temporal variables do not affect an energy metric
and since there are an infinite number of very different noise
exposures characterized by the same Leq, it seems reason-
able that a metric that would incorporate both temporal and
level variables might be a useful adjunct to the Leq metric.

One such metric is the kurtosis of a sample distribution that
is defined as the ratio of the fourth-order central moment to
the squared second-order moment of the amplitude distribu-
tion. This statistic, used to estimate the deviation of a distri-
bution from the Gaussian, can be computed on the unfiltered
and the filtered time-domain signal. All the variables that
characterize a nonG noise such as transient peaks, intertran-
sient intervals, transient durations, crest factor, etc., have an
effect on the kurtosis. While the effect on kurtosis of any one
of these variables can be predicted, the effect of them all
acting in unison is less predictable.

Several years ago data were presented from a number of
different exposures �Hamernik et al., 2003� that were consis-
tent with the above referenced work in showing that, for
equivalent energy �Leq=100 dB�A�� and spectra, exposure to
a continuous, nonG noise could produce substantially greater
hearing and sensory cell loss in the chinchilla model than a G
noise exposure and that the statistical metric, kurtosis ���t��,
computed on the amplitude distribution of the noise, could
order the extent of the trauma. This presentation extends
these results to Leq=90 and 110 dB�A� and to nonG noises
that are generated using broadband noise bursts, and band-
limited impacts. A metric based on some combination of kur-
tosis and energy may be useful in the assessment of indus-
trial noise environments for hearing conservation purposes.

II. METHODS

The experimental design and methods were identical to
those used in the Hamernik et al. �2003� paper. One hundred
and six chinchillas, divided into nine experimental groups,
were used as subjects. Briefly, each animal was made mon-
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aural by the surgical destruction, under anesthesia, of the left
cochlea. During this procedure a bipolar electrode was im-
planted, under stereotaxic control, into the left inferior colli-
culus and the electrode plug cemented to the skull for the
recording of auditory evoked potentials �AEP�. The AEP was
used to estimate pure tone thresholds and surface prepara-
tions of the organ of Corti were used to estimate the inner
and outer hair cell �IHC, OHC� populations.

A. Experimental protocol

The animals were randomly assigned to one of nine ex-
perimental groups with 11 or 12 animals/group. Following a
two-week postsurgical recovery, three AEP preexposure au-
diograms were obtained �on different days� on each animal at
octave intervals between 0.5 and 16.0 kHz. If the mean of
the three audiograms, at more than one test frequency, fell
beyond one standard deviation of laboratory norms
�Hamernik and Qiu, 2001� in the direction of poorer thresh-
olds the animal was rejected.

The animals, confined to individual cages �10�11
�16 in. � with free access to food and water, were exposed
three or four at a time to one of the noise conditions sum-
marized in Table I. Exposures lasted 24 h/day for five days
and were interrupted once daily for approximately
20–30 min for AEP testing. The five-day exposures pro-
duced an asymptotic threshold shift. Thirty days following
the last exposure day, three more audiograms were collected
on different days and the mean used to define the postexpo-
sure threshold from which permanent threshold shift �PTS�
was obtained.

B. Histology

Following the last AEP test protocol, each animal was
euthanized under anesthesia and the right auditory bulla re-
moved and opened to gain access to the cochlea for perfu-
sion. Fixation solution consisting of 2.5% glutaraldehyde in
veronal acetate buffer �final pH=7.3� was perfused through

the cochlea. After 12–24 h of fixation the cochlea was post-
fixed in 1% OsO4 in veronal acetate buffer. Surface prepara-
tion mounts of the entire organ of Corti were prepared and
IHC and OHC populations were plotted as a function of
frequency and location using the frequency-place map of El-
dredge et al. �1981�. Missing cells were identified by the
presence of a characteristic phalangeal scar. For purposes of
this presentation, sensory cell population data are presented
as group averages �in percent missing� taken over octave
band lengths of the cochlea centered on the primary AEP test
frequencies or as the group mean total number of IHCs or
OHCs missing.

C. Noise measurement and analyses

The design and digital generation of the acoustic signal
is detailed in Hsueh and Hamernik �1990, 1991� and
Hamernik et al. �2003�. The noise was created using an
Electro-Voice Xi-1152/94 speaker and amplifiers �Model
P1200 and P2000�. During exposure the sound level of noise
field was monitored with a Larson Davis 814 sound level
meter equipped with a 1/2 in. microphone. The sound field
was recorded using a Bruel and Kjaer 1 /2 in. microphone
�Model 4134�, amplified by a Bruel and Kjaer �Model 2610�
measuring amplifier and digitalized by an analog-to-digital/
digital-to-analog converter �Model PCI-6221, National In-
strument Inc.�. The signal was sampled at 48 kHz in 16 bits
with a recording duration of 5.5 min. Several segments of
the signal were recorded at each cage and saved on a hard
disk for off line analysis. The sound preasure level �SPL� and
spectral data on both impact and background noise were ob-
tained from these recordings using programs developed us-
ing MATLAB. The SPLs, across cages, in the middle of each
cage, varied within less than ±1 dB.

D. Noise exposures

Each exposure had in common approximately the same
broadband �0.125–20 kHz� spectrum that was reasonably

TABLE I. Summary of exposure conditions

Leq

dB�A� ��t�
Noise
typea

Group
No. N

Peak range
dB SPL

Impulse
probability

Lb-background
dB�A�

90 3 �1� 47 12 ¯ ¯ ¯

90 32 �2� 48 11 �104, 118� 0.6 84
90 35 �3� 56 12 �105, 120� 0.6 83.5
100 21 �4� 50 11 �114, 128� 0.6 95.5
100 27 �5� 70�*� 12 �105, 115��**� 0.6 91
100 33 �3� 77 12 �115, 129� 0.22–0.35 91.5
100 45 �5� 82 12 �106, 117��**� 0.6 92
110 3 �1� 42 12 ¯ ¯ ¯

110 20 �2� 45 12 �129, 134� 0.6 104
110 27 �3� 78 12 �132, 137� 0.6 104

aNoise type: �1� Broadband Gaussian. �2� NonGaussian noise, with a Gaussian background component defined
by Lb. The transients which provide the nonGaussian character of the noise were impacts created from three
400 Hz bands of energy centered at 1, 2, and 4 kHz. �3� Same as in �2� except the transients were broadband
�710–5680 kHz�. �4� Same as in �2� except the transients were narrow band �1800–2200 Hz�. �5� For these
exposures the transients were broadband �710–5680 Hz� noise bursts.
�*�Data of group 70 is taken from Hamernik et al. �2003�.
�**�Levels represent the rms SPL of the noise burst.
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flat between 0.125 and 10.0 kHz as shown in Fig. 1. It was
this flat portion of the spectrum that was manipulated to
produce the various types of nonG noises. The noise was
presented at an Leq=90, 100, or 110 dB�A� SPL. The nonG
noises were created by inserting either impacts or noise
bursts into the continuous G noise. The impact or noise burst
transients were created from several different regions of the
energy spectrum. The probability of a transient occurring in a
750 ms window was set at 0.6 for each exposure except for
experimental group 77 where it was randomly varied be-
tween 0.225 and 0.35. For group 50, impact transients were
created from the energy in a single 400 Hz wide band cen-
tered at 2 kHz; for groups 45 and 48 the energy in the im-
pacts was derived from three, 400 Hz wide bands centered at
1, 2, and 4 kHz and for groups 56, 70, 78, and 82 the energy
for either the impacts or the noise bursts was derived from
the 710–5680 Hz region of the spectrum, i.e., broadband
transients. The spectrum of the continuous G background
noise �Fig. 2� consisted of the frequencies that were not used
to produce the transients. The background noise level given
as Lb in Table I was measured from digital recordings of the
noise signal between impacts. The overall Leq of the expo-
sure was adjusted in an iterative fashion by adjusting the
impact variables and the Lb to obtain the required Leq.

III. RESULTS AND DISCUSSION

Summary data for the groups defined in Table I are
shown as the symbols in Fig. 3 where they are identified by
group numbers. Panel �a� shows the group mean total num-
ber of OHCs lost while panel �b� presents the group mean
PTS averaged over the 2, 4, and 8 kHz �PTS2,4,8� test fre-
quencies as a function of the kurtosis, ��t�. Bars on the data
points represent the standard error �s.e.�. If a bar is not
present the s.e. was less than the size of the symbol. For
reference purposes, the total number of OHCs in the chin-
chilla cochlea is approximately 7300 �Bohne et al., 1982 and
Hamernik et al., 1988�. The two solid lines numbered �ii�
and �iii� were taken from the Hamernik et al., �2003� paper
and represent the best fit of the function shown to the data
that were obtained from a series of exposures extending from
��t�=3 to ��t��100 at an Leq=100 dB�A�. Broadband im-
pacts were used in the nonG exposures that produced curve

�ii� while the impacts used in the nonG exposures that pro-
duced curve �iii� were created from the energy in three
400 Hz wide bands centered at 1, 2, and 4 kHz. These two
pairs of curves show that the nonG exposures produced more
OHC loss and PTS than did the energy and spectrally equiva-
lent G noise, i.e., the exposures at a ��t�=3. For the nonG
exposure containing broadband impacts �curve �ii�� the upper
limit of OHC loss and PTS is 4515 missing OHCs and 49 dB
PTS, respectively, while for the equivalent G exposure there
are �660 missing OHCs and a PTS of about 14 dB. IHC
losses are not presented since they are much smaller than
OHC losses and typically much less susceptible to noise
damage than are the OHCs. IHC losses, however, did follow
the trends presented for the OHCs.

Curve �iii� shows that as energy is removed from the
impact and incorporated into the G background noise the
degree of trauma is reduced considerably. The number of
OHCs lost at the asymptotic value of this function drops to
about 3000 and the PTS to about 33 dB, but this is still
greater than for the ��t�=3, G exposure. This result could be
anticipated since in the limit as the impact energy approaches
zero the exposure approaches the Gaussian condition ��t�
=3. These curves are used as a reference for the additional
exposure conditions reported here. The same function will be
used to relate the higher and lower level exposures �curves
�i� and �iv� in Fig. 3� to this earlier data set.

The effect of increasing the Leq to 110 dB�A� �groups 42
and 78� and fitting the same function as used for curve �ii�
through the pair of data points �42 and 78� shifts the curves,
as expected, upward. The G exposure �group 42� produced

FIG. 1. The average spectrum of a 40 s sample of a nonG noise incorpo-
rating broadband impacts. This long-term spectrum was common to all the
exposures. The inset shows a 15 s sample of one of the nonG wave forms.

FIG. 2. The upper panel �a� shows the spectrum and wave form of the
narrow band �1.8–2.2 kHz� impulse transient used in the exposure of group
50. The peak SPL was randomly varied between 114 and 128 dB and the
probability of an impact occurring in a 750 ms window was set at 0.6. The
lower panel �b� shows the complementary spectrum of the G background
noise that was mixed with the impacts to create the nonG continuous noise.
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4230 missing OHCs and a PTS2,4,8=50 dB while the nonG
exposure �group 78� containing broadband impacts produced
6875 missing OHCs and a PTS2,4,8=66 dB. Thus, at the
higher Leq the nonG exposure still produced considerably
more trauma than did the equivalent G exposure. Removing
energy from the impact by limiting its bandwidth and in-
creasing the energy in the G component by a corresponding
amount would be expected to cause a lessening of trauma.
This is seen in the results from group 45. At an Leq

=110 dB�A� the total cell loss and mean PTS for group 45,
an exposure that used the three, 400 Hz narrow bands of
energy centered at 1, 2, and 4 kHz to produce the impacts,
was statistically similar to the G exposure, condition 42.
However, it is instructive to look at the frequency specific
data when comparing the nonG and G groups 45 and 42,
respectively.

Figure 4 compares the PTS and percent OHC loss for
groups 42, 45, and 78 exposed to the 110 dB�A� noises.
There are large differences in cell loss and PTS at the lower
frequencies �0.5, 1.0, and 2.0 kHz� between groups 42 and
45 that are not reflected in the summary data shown in Fig. 3.
Focusing on the high frequency mean PTS2,4,8 and the group
mean total OHC loss obscures the increased low frequency
trauma produced by introducing nonG components into the

exposure. The increased low frequency OHC loss in group
45 is reflected in the 12–15 dB increase in PTS at 0.5 and
1.0 kHz over the PTS produced by the G exposure �group
42�. There is a group mean loss of 2031 OHCs in the 0.5 and
1.0 kHz octave band lengths of the basilar membrane follow-
ing the nonG exposure of group 45 compared to 1164 miss-
ing as a result of the G exposure �group 42�. Thus, the nonG
exposure, incorporating the bandlimited impacts, also pro-
duced greater trauma than the equivalent G exposure but less
than the group 78 that had more energy in the impacts. The
series of curves in Fig. 4 clearly illustrate the increased
trauma associated with high ��t� exposures at 110 dB as well
as the progression of the trauma toward the lower audiomet-
ric test frequencies as a greater fraction of the total energy is
put into the impacts. At this level for the broadband impact
condition a ceiling effect is beginning to appear. There is
100% OHC loss over a large part of the cochlea.

Group 50 was exposed to a nonG noise with ��t�=21 at
100 dB�A� in which the impacts were produced from a
single 400 Hz wide band of the spectrum centered at 2 kHz.
Using the points on curves �ii� and �iii� in Fig. 3 at the
corresponding ��t�=21 as a reference it is clear that remov-
ing additional energy from the impacts, as in this one-band

FIG. 3. �a� The group mean total outer
hair cell �OHC� loss for the ten groups
of animals exposed to the equal energy
and spectrum Gaussian ���t�=3� and
nonGaussian ���t��3� noises. �b� The
group mean permanent threshold shift
averaged over the 2.0, 4.0 and 8.0 kHz
AEP test frequencies �PTS2,4,8�. Num-
bers adjacent to data symbols identify
the experimental groups outlined in
Table I. Curves �ii� and �iii� represent
the curve fit to data taken from
Hamernik et al. �2003�.
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exposure condition, causes a still further reduction in the
trauma despite the presence of impact peaks that varied be-
tween 114 and 128 dB peak SPL. The impacts used in the
exposures that produced curves �ii� and �iii� had approxi-
mately the same range of peak SPLs as those used in the
exposure of group 50. The lessening of trauma from lower
energy impacts having the same peaks suggests that the en-
ergy in the impact is more important in the production of
hearing loss than is the impact peak SPL. Finally, it should
be noted that despite the lower energy in the impacts the cell
loss but not the PTS2,4,8 for group 50 is statistically greater
than the equivalent G exposure �i.e., the ��t�=3 point on
curves �ii� and �iii� in Figs 3�a� and 3�b��. The group mean
total number of OHCs lost was 1250. This loss for group 50
was distributed across the entire basilar membrane and var-
ied from 10% to 15% loss at the lower frequencies to 25% to
30% loss at 8 kHz and above. As with the OHC loss the PTS
was evenly distributed across the test frequencies varying
between 10 and 15 dB across the 0.5 through 16 kHz range.

The probability �P� of a transient occurring in a 750 ms
window of the noise was set at 0.6 for all nonG exposures
except group 77. For group 77, P was randomly varied such
that 0.22� P�0.35. The reduction of P resulted in less sen-
sory cell loss and PTS2,4,8 than for the P=0.6 conditions;
curve �iii�. This reduction in trauma agrees with a similar
reduction reported in the Hamernik et al. �2003� paper when
P=0.1 was used for several nonG exposures. Using broad-

band �710–5680 Hz� noise bursts instead of impacts to pro-
duce a nonG exposure condition as in groups 70 and 82 also
had the effect of reducing the level of trauma at both values
of ��t� but the exposure still produced more trauma than the
��t�=3 exposure. The rms level of the noise bursts varied
between 105 and 117 dB.

Groups 47, 48, and 56 received an Leq=90 dB�A� expo-
sure. At this Leq, both nonG groups �48 and 56�, regardless
of the bandwidth of the transients, produced the same degree
of trauma as the G noise exposure group 47 �Fig. 3�. While
exposure conditions for the Leq=90 dB are limited, the avail-
able data suggest that for exposures that produce relatively
small amounts of PTS and sensory cell loss the EEH holds
regardless of the value of the kurtosis. A similar conclusion
was reached by Hamernik et al. �1981� using lower levels of
nonG noise and a different experimental paradigm.

IV. CONCLUSIONS

The results presented above complement and extend our
earlier results �Hamernik et al., 2003� in showing that for
noise exposures that have the potential for producing hearing
loss a high kurtosis exposure will exacerbate the loss. Under
such conditions the EEH does not apply. Temporally com-
plex noise exposures having equivalent energy and spectrum
if characterized by only an Leq can result in hearing loss data
showing extreme variability across exposed subjects. The
kurtosis metric, which incorporates a number of variables
that have in the past been examined individually such as
impact peaks, inter-impact intervals, impact duration and
crest factor can, however, separate exposed subjects into
similarly exposed groups in a quantitative way and reduce
variability. The kurtosis metric and the Leq coupled with an
examination of the transients in a complex exposure in terms
of their range of peaks and spectrum may prove useful in the
development of occupational noise exposure criteria for the
protection of hearing.
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It is commonly assumed that one can always assign a direction—upward or downward—to a percept
of pitch change. The present study shows that this is true for some, but not all, listeners. Frequency
difference limens �FDLs, in cents� for pure tones roved in frequency were measured in two
conditions. In one condition, the task was to detect frequency changes; in the other condition, the
task was to identify the direction of frequency changes. For three listeners, the identification FDL
was about 1.5 times smaller than the detection FDL, as predicted �counterintuitively� by signal
detection theory under the assumption that performance in the two conditions was limited by one
and the same internal noise. For three other listeners, however, the identification FDL was much
larger than the detection FDL. The latter listeners had relatively high detection FDLs. They had no
difficulty in identifying the direction of just-detectable changes in intensity, or in the frequency of
amplitude modulation. Their difficulty in perceiving the direction of small frequency/pitch changes
showed up not only when the task required absolute judgments of direction, but also when the
directions of two successive frequency changes had to be judged as identical or different. © 2006
Acoustical Society of America. �DOI: 10.1121/1.2357708�

PACS number�s�: 43.66.Hg, 43.66.Fe �AJO� Pages: 3907–3915

I. INTRODUCTION

The American National Standards Institute �ANSI,
1994� defines pitch as “that attribute of auditory sensation in
terms of which sounds may be ordered on a scale extending
from low to high.” This definition tallies with the fact that, in
numerous languages, the expression meaning “pitch” �e.g.,
hauteur tonale in French, Tonhöhe in German, visina tona in
Croatian and Serbian� incorporates a notion of height. Sev-
eral authors �e.g., Bachem, 1950� have argued that pitch is
not reducible to “tone height” because two tones one octave
apart, which are quite distinct with respect to tone height,
share at the same time another pitch quality �“tone chroma”�.
Nevertheless, it is generally believed that one can always
assign a direction—upward or downward—to a percept of
pitch change. Is this actually true for every listener, regard-
less of the size of the pitch change?

Using pure-tone stimuli, Jesteadt and Bilger �1974� mea-
sured the frequency discrimination abilities of four listeners
�ordinary students, apparently� in several psychophysical
paradigms. One of these paradigms was a two-interval
forced-choice �2IFC� task; on each trial, two successive
tones differing in frequency �by �F� were presented and the
listener had to indicate whether the second tone was higher
or lower than the first; the frequency of the first tone varied
randomly from trial to trial �“roving” procedure�, between
795 and 1260 Hz. In a second paradigm, two successive
tones were again presented on each trial, but this time they
could be either identical or different in frequency and the
listener had to make a same/different �SD� judgment; when

the two tones differed from each other, the second tone was
always higher; the frequency of the first tone was again
roved from trial to trial. Whereas the 2IFC task required a
sensitivity to the direction of frequency changes �and thus
pitch changes, presumably�, this was not the case for the SD
task. For each task, Jesteadt and Bilger measured the slope of
the individual psychometric functions �d� /�F�. Under the
assumption that for both tasks the decision variable was a
signed pitch difference, signal detection theory �Green and
Swets, 1974� predicted that the slopes of the psychometric
functions would be two times higher in the 2IFC task than in
the SD task. The experimental results appeared to be consis-
tent with this prediction. Therefore, Jesteadt and Bilger’s
study suggests that as soon as a pitch change between two
tones is detected, its direction can be identified.

Contrary to Jesteadt and Bilger, however, Wickelgren
�1969� suggested that SD judgments in the frequency/pitch
domain are not based on the same internal variable as are
higher/lower judgments. In Wickelgren’s study, three listen-
ers were presented with sequences of three tones �T1, T2,
T3�. On each trial, the frequency of T1 was selected ran-
domly between 400 and 490 Hz, and T3 could be higher,
lower, or identical to T1. The task was to identify the relation
between T3 and T1 using three response categories �higher,
lower, same� and a three-level confidence rating; T2 had a
fixed frequency, always remote from those of T1 and T3. An
analysis of the receiver operating characteristics �ROCs; cf.
Green and Swets, 1974, chap. 2� led Wickelgren to argue that
listeners’ judgments were partly based on the relative “famil-
iarity” of the pitch evoked by T3, a variable depending on
the unsigned difference between T1 and T3. Wickelgren pos-
ited that this variable of familiarity is the main determinant
of SD judgments on pitch when the differences to be de-
tected are small.
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More recently, Neuhoff et al. �2002� performed on a
large group of students �tested in an auditorium� a short ex-
periment which was similar to that of Wickelgren, but in
which there was no tonal interference between the two tones
to be compared on each trial. Neuhoff et al. found that when
the two tones differed in frequency, a large majority of errors
consisted of incorrect judgments of direction �“higher” in-
stead of “lower,” or vice versa� rather than “same” responses.
This finding was consistent with Wickelgren’s main point.
One possible interpretation of the results was that, for a sig-
nificant fraction of human listeners, upward and downward
pitch changes are perceptually confusable. However, Neu-
hoff et al. did not interpret their data in this way. They sug-
gested instead that the incorrect judgments of direction were
due partly to a failure to detect some shifts and partly, in the
authors’ words, to “conceptual errors,” that is, the “lack of
knowledge of the appropriate labels for rising and falling
pitch.”

In a fourth study, by Johnsrude et al. �2000�, two groups
of listeners were tested. One group was neurologically nor-
mal and the other consisted of patients with lesions in the left
or right temporal lobe. In both groups, using adaptive proce-
dures, the authors measured frequency difference limens
�FDLs� for pure tones close to 1000 Hz. As in Jesteadt and
Bilger’s �1974� study, the listeners were required to perform,
in separate blocks of trials, an SD task and a 2IFC task
�higher/lower judgments�. The mean FDLs measured in the
SD task were similar for the two groups. In the 2IFC task,
the mean FDLs of patients with lesions in the left temporal
lobe were also similar to those of the normal group, but
performance was significantly poorer for patients with le-
sions in the right temporal lobe when these lesions affected
the gyrus of Heschl. This demonstrated a dissociation be-
tween the ability to detect frequency changes and the ability
to identify the direction of such changes. Johnsrude et al.
concluded that: �1� The ability to identify pitch direction cru-
cially depends on neural processes taking place in the gyrus
of Heschl of the right hemisphere; �2� lower-order neural
processes are sufficient for pitch change detection. It should
be noted, however, that the mean FDLs measured in normal
listeners by Johnsrude et al. were very much higher than
those previously obtained by other authors in very similar
experimental conditions �see, e.g., Sek and Moore, 1995�.
The subjects of Johnsrude et al. were apparently not trained
and it is likely that, after some training, their performances
would have been quite different �see, e.g., Demany and
Semal, 2002�. In another neuropsychological investigation
which was methodologically similar to that of Johnsrude
et al., Tramo et al. �2002� tested in particular a patient with
bilateral lesions of the auditory cortex. This patient appeared
to have abnormally high FDLs in the SD task as well as the
2IFC task. However, his deficit relative to normal controls
was definitely larger in the 2IFC task, in accordance with the
dissociation reported by Johnsrude et al.

The foregoing literature review shows that conflicting
findings and conclusions have been reported regarding hu-
man listeners’ sensitivity to pitch direction in small
frequency/pitch changes. The starting point of the present
research was the informal observation, by the authors, of a

pronounced difference between them in this respect. Both
authors are neurologically and audiologically normal. More-
over, both are able to detect small frequency changes in the
absence of loudness cues and, therefore, neither of them is
“tone deaf” �Peretz and Hyde, 2003; Foxton et al., 2004�.
However, one of the authors is completely unable to identify
the direction of small, but perfectly detectable, frequency/
pitch changes, whereas this problem does not exist for the
other author. The experiments reported here were intended to
confirm the reality of such individual differences.

II. EXPERIMENT 1

In this experiment, performed on nine normal-hearing
listeners, we measured FDLs in two conditions assessing,
respectively, the ability to detect frequency changes and the
ability to identify their direction. The frequencies and sound
pressure level �SPL� of the pure tones used as stimuli were
such that the perceptual correlate of a frequency change
could always be assumed to be nothing but a pitch change.
Trials had exactly the same form in the two conditions, and a
two-alternative forced choice task was used in each case. The
two conditions differed from each other only with respect to
the question asked on each trial. The observed relations be-
tween the two types of FDLs were compared to the relation
predicted by signal detection theory for an ideal listener.

A. Method

1. Subjects

The nine subjects �L1,L2,L3, . . .L9� included the au-
thors �L1 and L7� and seven college students who were paid
for their services. Three of the students �L4, L8, and L9�
were selected among 68 persons who were pre-tested collec-
tively in an auditorium. The aim of this pre-test was to iden-
tify and recruit listeners having difficulties regarding the per-
ception of pitch direction.1 All subjects had normal
audiograms from 125 to 4000 Hz, and considered themselves
as neurologically healthy. None of the subjects had a thor-
ough musical education, but two of them �L1 and L3� were
amateur musicians. L1 and L7 had a considerable prior ex-
perience in psychoacoustical tasks �including frequency dis-
crimination tasks�, whereas the other subjects were novices.

2. Procedure

Subjects were tested individually in a sound-attenuating
booth �Gisol, Bordeaux�. On each trial, four successive pure
tones were presented diotically, through headphones
�Sennheiser HD265�. They were generated via 24 bit digital-
to-analog converters �RME�, at a sampling rate of 44.1 kHz.
They had equal amplitudes, a nominal SPL of 65 dB, a total
duration of 250 ms, and were gated on and off with 20 ms
cosinusoidal amplitude ramps. There was a silent interval
�ISI� of 250 ms between the first two tones and between the
last two tones. A longer ISI—700 ms—separated the second
and third tones, thus segmenting the whole sequence into
two pairs of tones. One of the pairs, selected at random,
consisted of identical tones, whereas the two members of the
other pair differed in frequency. The frequencies of the first
members of the pairs were selected randomly, independently
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of each other, between 400 and 2400 Hz �the probability
distribution being rectangular on a log-frequency scale�. In
the pair including different tones, frequency changed either
upwards or downwards, equiprobably.

FDLs were measured in a “detection” condition and an
“identification” condition, corresponding to separate blocks
of trials. In the detection condition, the task was to indicate
on each trial if the pair including different tones was the first
or the second pair. In the identification condition, the task
was to identify the direction �upward or downward� of the
frequency change that occurred within one pair, without
specifying if this was the first or second pair. Responses were
given by making a mouse-click on one of two labeled zones
of a monitor screen, and were immediately followed by vi-
sual feedback. Response times were unlimited. Within a
block of trials, there was a 600 ms pause between each re-
sponse and the first tone of the next trial.

The critical frequency change occurring on each trial
��F� was defined in musical cents rather than in Hertz
�1 cent=1/100 semitone=1/1200 octave�. It was desirable
to do so because, from 400 to 2400 Hz, FDLs vary markedly
in terms of Hertz but are roughly constant in relative terms
�see, e.g., Sek and Moore, 1995�. In all blocks of trials, ��F�
was initially large. It was decreased following each correct
response, and increased following each incorrect response. A
block ended after the 14th reversal in the variation of ��F�.
Up to the fourth reversal, ��F� was multiplied by 2.25 when
it was increased, and divided by the cube root of the same

factor when it was decreased. After the fourth reversal, ��F�
was either multiplied by 1.5 or divided by the cube root of
this factor. The FDL measured in a block of trials was de-
fined as the geometric mean of all the ��F� values used from
the fifth reversal on. This statistic estimated the 75% correct
point of the psychometric function �Kaernbach, 1991�.

In each test session, FDLs were measured alternately in
the detection condition and the identification condition. The
switch occurred after each FDL measurement. The number
of FDL measurements varied from session to session but
overall, for each listener, 50 FDL measurements were made
in each condition; this corresponded to approximately 2000
trials per condition.

B. Results and discussion

For each condition and listener, we computed the geo-
metric mean of the 50 measured FDLs. The results are dis-
played in Fig. 1�a�. Here, each listener is represented by a
specific symbol, as indicated on the top of the figure. The
horizontal and vertical coordinates represent detection and
identification performances, respectively, on identical loga-
rithmic scales.

Two parallel oblique lines are drawn in each panel. The
upper oblique line—i.e., the diagonal—indicates where the
data points should be if identification performance �FDLs in
the case of Fig. 1�a�� was equal to detection performance.
Under the assumptions of “high-threshold theory” �Green

FIG. 1. �a� Detection and identifica-
tion FDLs �frequency difference li-
mens� of the nine listeners tested in
experiment 1; FDLs were measured in
musical cents and are here scaled loga-
rithmically. �b� Detection and identifi-
cation IDLs �intensity difference li-
mens� of the seven listeners tested in
experiment 4. �c� FDLs measured in
experiment 5 for 60–120 Hz pure
tones. �d� FDLs measured in experi-
ment 5 for 60–120 Hz sinusoidal am-
plitude modulations. In each panel, the
lower oblique line represents a predic-
tion of signal detection theory �see the
text�.
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and Swets, 1974, chap. 5�, if the detection of a frequency/
pitch change was always sufficient for the identification of its
direction, then the data points should be on this diagonal;
moreover, it should be impossible to find a data point signifi-
cantly below the diagonal because this would mean that the
direction of nondetectable frequency changes can be identi-
fied. The lower oblique line, on the other hand, represents the
expected loci of the data points for an ideal listener defined
in the framework of signal detection theory. For the ideal
listener ��� in question: �1� A given pitch sensation is a point
on an internal low-high continuum that is mathematically
equivalent to a logarithmically scaled frequency axis; �2�
performance in the two experimental conditions is limited
only by a Gaussian random variability of the pitch sensations
evoked by a tone of fixed frequency; �3� the variance of pitch
for a given frequency corresponds to a given frequency ratio,
independent of frequency. The strategy of � on each trial is
optimal. In the detection condition, therefore, � measures the
size of the pitch change elicited by each pair of tones, and
then votes for the pair for which the change is larger. In the
identification condition, � votes for the direction of the
larger of the two pitch changes. We determined by means of
computer simulations that in order to obtain, from �, 75% of
correct responses in the two conditions, the signal �i.e., the
frequency change presented in one pair of tones� had to be
1.56 times larger in the detection condition than in the iden-
tification condition.2 This factor of 1.56 corresponds to the
vertical or horizontal distance of the two oblique lines in
each panel of Fig. 1.

Consider now the nine data points of Fig. 1�a�. In the
detection condition, the geometric standard errors of the nine
mean FDLs had a mean value of 4.8% and ranged from 3.6%
to 7.6%. In the identification condition, the corresponding
standard errors had a mean value of 8.0% and ranged from
4.4% to 12.8%. So, the precision of the data is such that,
vertically as well as horizontally, each of the nine symbols
displayed in Fig. 1�a� has a size exceeding two standard
errors. It can be seen that the nine data points form three
clusters of three points. One cluster includes the data of three
listeners �L1, L2, L3� for whom the detection FDLs were
lowest �around 15 cents�. For each of these three listeners,
the identification FDL was lower than the detection FDL,
and in each case the corresponding trend was statistically
significant �t�98��3.93; P�0.001�. The three data points
are close to the lower oblique line, which means that L1, L2,
and L3 behaved almost exactly like the ideal listener � de-
fined above.3 Let us point out that even for this subgroup of
“best” listeners, the obtained detection and identification
FDLs were higher than the FDLs reported by a number of
authors �e.g., Wier et al., 1977; Nelson et al., 1983; Sek and
Moore, 1995�. This may be largely due to the fact that FDLs
are generally measured for fixed standard tones, whereas we
used here a roving procedure �see in this respect Demany and
Semal, 2005�.

L4, L5, and L6 produced a second cluster. Their detec-
tion FDLs �around 20 cents� are somewhat poorer that those
of L1, L2, and L3. Their identification FDLs are approxi-
mately equal to their detection FDLs.

L7, L8, and L9 produced the third cluster. Their detec-

tion FDLs �around 35 cents� were the poorest. In the detec-
tion condition, however, these listeners’ FDLs were only two
or three times larger than those of L1, L2, or L3. By contrast,
their identification FDLs were dramatically poor: They range
from 163 to 317 cents. The ratio of the two types of FDL
�identification/detection� is equal to 4.7 for L7, 4.8 for L9,
and as much as 9.2 for L8. It is clear that these three listeners
were completely unable to identify the direction of frequency
changes that they nonetheless detected perfectly.

Globally, there was a correlation �Pearson r� of 0.90
between the logarithms of the detection FDLs and the loga-
rithms of the ratios of the two types of FDL. This correlation
is statistically significant �d. f . =7, P�0.01�.

In the experiment, as mentioned above, the response
given on each trial was followed by visual feedback. In the
identification condition, the feedback should have solved
very rapidly the problem of a subject who would be able to
perceive pitch direction without any difficulty but would not
know the appropriate response for each direction. However,
the feedback was also liable to have a more protracted ben-
efit for listeners having difficulty in perceiving pitch direc-
tion: Thanks to the feedback, such listeners might have pro-
gressively learned to perceive pitch direction. This
hypothesis led us to analyze the evolution of the FDLs mea-
sured in L7, L8, and L9 during the experiment. For each
condition and listener, the geometric means of the FDLs
measured in trial blocks 1–5,6–10, . . .46–50 are displayed
in Fig. 2, where open and closed symbols represent detection
and identification FDLs, respectively. The identification
FDLs of L9 did improve during the experiment, and got
closer and closer to her detection FDLs. For L7 and L8, in
contrast, there was no sign of perceptual learning.

III. EXPERIMENT 2

In experiment 1, L7, L8, and L9 were unable to identify
the direction of frequency changes that they nonetheless de-
tected perfectly. This suggests that L7, L8, and L9 can per-
ceive a pitch change without being able to identify its direc-
tion. However, an alternative interpretation of these listeners’
results in experiment 1 was possible. It could be argued that
they detected �F on the basis of some cue other than pitch,
and that it was only for ��F� values close to the identification
FDLs that they began to perceive �F as a genuine change in
pitch. If so, all the listeners tested in experiment 1 would in
fact be able to identify the direction of any pitch change
detectable as such.

What could be the “cue other than pitch” used by L7,
L8, and L9 in the detection condition of experiment 1? Since
these listeners had normal audiograms, it is very unlikely
that they detected �F on the basis of loudness changes. An-
other conceivable hypothesis is that, when they were pre-
sented with a given pair of tones, they monitored the excita-
tion level of a single auditory filter activated by both tones. A
change in frequency from the first tone to the second tone
produced a change in the excitation level of the filter, thus
allowing the listeners to perform not too badly in the detec-
tion condition. On the other hand, if the filter was chosen at
random, on either side of the tones’ excitation patterns, and if
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its center frequency was ignored, the direction of the change
in excitation level did not provide information about the di-
rection of the frequency change, which could explain the
difficulty of the identification condition.

In experiment 2, this single-filter hypothesis was tested
on L7 and L8 by replicating the detection condition of ex-
periment 1 with the addition of random changes in intensity
from tone to tone. In half of the FDL measurements, i.e., 20
blocks of trials for each subject, the SPL of every tone could
take equiprobably any value between 60 and 70 dB. In the
other half, the SPL was fixed at 65 dB, as in experiment 1.
These two types of blocks were run alternately. If, on any
given trial, L7 and L8 were monitoring the excitation level of
a single auditory filter, then their FDLs should have been
markedly larger with than without the intensity roving.

This was not the case. For L7, the geometric means of
the FDLs obtained with and without the intensity roving
were, respectively, 24.4 and 24.6 cents. For L8, the corre-
sponding figures were 44.7 and 32.5 cents. So, on average,
the roving of intensity increased the FDL by merely 17%.
Moore and Glasberg �1989� and Emmerich et al. �1989� per-
formed experiments comparable to the present one on listen-
ers who had no difficulty in identifying pitch direction. The
intensity roving range used by Moore and Glasberg �6 dB�
was smaller than ours �10 dB�. In their experiment, nonethe-
less, intensity roving had an average effect of the same size

as the effect observed here. Emmerich et al. �1989�, who
used a 20 dB roving range, obtained a much larger effect.

In conclusion, experiment 2 did not support the idea
that, in the detection condition of experiment 1, L7 and L8
used a perceptual cue other than pitch. It appears in any case
that these listeners have no difficulty in dissociating pitch
from loudness.

IV. EXPERIMENT 3

In the identification condition of experiment 1, subjects
had to make absolute judgments on the direction of fre-
quency changes. It is conceivable that a listener having dif-
ficulty in this task would nonetheless be able to perceive that
a frequency change in a given direction is more similar to
another frequency change in the same direction than to a
frequency change in the opposite direction. The main goal of
experiment 3 was to determine if this was true for L7, L8,
and L9, the three listeners who had very poor identification
FDLs in experiment 1.

A. Method

L1, L2, L3, L7, L8, and L9 were tested in two condi-
tions, illustrated in Fig. 3. On each trial, three successive
pairs of pure tones were presented. Within two of the three
pairs, frequency changed in the same direction. In the re-
maining pair, there was either no frequency change �condi-
tion A� or a frequency change in the opposite direction �con-
dition B�. This “odd” pair was either Pair 2 or Pair 3, at
random, and the subject’s task was to identify its position in
a 2AFC paradigm. The two elements of Pair 1 were always
200 cents apart, but the direction of the corresponding fre-
quency change varied randomly from trial to trial. In condi-
tion B, therefore, the direction of the frequency change made
in the odd pair also varied randomly from trial to trial. How-
ever, on every trial run in condition B, the changes made in
Pairs 2 and 3 had identical sizes �in cents�. As in experiment

FIG. 2. Evolution of the FDLs measured in listeners L7, L8, and L9 during
experiment 1. Open and closed symbols respectively represent detection and
identification FDLs. Each data point is the geometric mean of five consecu-
tive FDL measurements.

FIG. 3. The two conditions of experiment 3, illustrated by an example.
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1, the tones had equal amplitudes, a nominal sound pressure
level of 65 dB, and a duration of 250 ms. The ISI was again
250 ms within pairs and 700 ms between pairs. The fre-
quency of the first member of each pair was again selected
randomly between 400 and 2400 Hz. Visual feedback was
once more provided following each response.

In each condition, the size of the frequency change �F
made in Pair 2 and/or Pair 3 was varied from trial to trial,
according to the same adaptive procedure as that used in
experiment 1. We thus measured FDLs corresponding to the
value of ��F� for which P�C� was 75%. For L1, L2, and L3,
who can identify the direction of frequency in just-detectable
frequency changes, our prediction was that FDLs would be
lower in condition B than in condition A; this was to be
expected because, for a given value of ��F�, the difference
between Pairs 2 and 3 was larger in condition B than in
condition A. On the other hand, an opposite prediction was
made for L7, L8, and L9, who were unable in experiment 1
to identify the direction of frequency changes well above
their detection threshold; for these listeners, it could be ex-
pected that condition B would be the more difficult condition
because it crucially required perceptual sensitivity to the di-
rection of frequency changes, whereas this was not the case
in condition A.

Within each test session, as in experiment 1, FDLs were
measured alternately in the two conditions. The total number
of FDL measurements per condition was equal to 6 for L1,
25 for L2, 10 for L3, 15 for L7 and L8, and 18 for L9.

B. Results and discussion

Figure 4 displays the geometric mean of the FDL mea-
surements made for each condition and listener, as well as
the associated standard errors. The results are extremely
clear-cut and they agree with the predictions stated above:

The FDLs of L1, L2, and L3 were lower in condition B than
in condition A, whereas the opposite was true for L7, L8, and
L9. In both conditions, L7, L8, and L9 were less efficient
than L1, L2, and L3. However, the two groups do not differ
dramatically from each other in condition A: Their average
FDLs are in a ratio of about 3 for this condition. In condition
B, by contrast, their average FDLs differ by a factor of about
60. Let us note that, in the blocks of trials estimating the
FDL of L7, L8, and L9 in condition B, the initial value of
��F� was generally smaller than the FDL estimate eventually
obtained. In consequence, the true FDLs of these listeners in
condition B may be even higher than the estimates displayed
in Fig. 4.

It is not surprising that L7, L8, and L9 were so ineffi-
cient in condition B given that the frequency change occur-
ring in Pair 1 had a magnitude of 200 cents. This magnitude
of change was well above all the detection FDLs measured
in experiment 1, but not larger than the mean identification
FDL of L7, L8, and L9 �216 cents�. These three listeners
might be somewhat more efficient in condition B if the fre-
quency change produced in Pair 1 were larger. In any case,
the present data make clear that their poor performance in the
identification condition of experiment 1 is not due to the fact
that the task required absolute judgments: L7, L8, and L9
show a perceptual insensitivity to the direction of frequency
changes in relative as well as absolute judgments.

V. EXPERIMENT 4

We have shown above that there are pronounced indi-
vidual differences regarding the perception of direction in
frequency—and presumably pitch—changes. Is pitch special
from that point of view? This question led us to perform a
variant of experiment 1 in which the acoustic changes to be
detected and identified as upward or downward changes were
changes in intensity rather than frequency. Except for this
novelty, the procedure and stimuli were identical to those of
experiment 1. On each trial, therefore, four tones were pre-
sented in two pairs, and one tone �tone 2 or tone 4� differed
in intensity from the other three �all at 65 dB�. The intensity
difference, �I, was at random positive or negative. Its abso-
lute value ��I� was varied adaptively from trial to trial in
order to find intensity difference limens �IDLs�; the dB value
of ��I� was manipulated exactly like ��F� �in cents� previ-
ously. On a given trial, the two elements of each pair of tones
now had the same frequency. However, the frequencies of
tones 1 and 3 were, as before, selected at random and inde-
pendently of each other; in consequence, there was again a
generally large frequency change from the first pair to the
second pair. Since intensity comparisons between pure tones
are markedly easier and more accurate for tones of the same
frequency than for tones with different frequencies �Lim
et al., 1977�, it was reasonable to assume that the IDLs mea-
sured here would be based exclusively on within-pair com-
parisons, as was the case for the FDLs measured in experi-
ment 1.

The tested listeners included all those previously tested
in experiment 1, except for L4 and L6. For each listener
�with the exception of L9�, 50 IDL measurements �15 for L9�

FIG. 4. Results of experiment 3. Each listener is represented by a specific
symbol, the same as in Fig. 1. The error bars represent geometric standard
errors. Error bars smaller than the symbol indicating the mean are not vis-
ible.
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were made in the detection condition and in the identification
condition. The results are displayed in Fig. 1�b�. Each of the
seven data points lies between the two oblique lines. Thus,
the performance of all listeners was consistent with the idea
that they could identify the direction of an intensity change
as soon as they could detect it. In this respect, L7, L8, and L9
did not behave at all here as in experiment 1. Note, however,
that they were in both experiments the three subjects for
whom performance was poorest in the detection condition.

VI. EXPERIMENT 5

It could still be hypothesized, after experiment 4, that
the perceptual problem of listeners such as L7, L8, and L9 is
not exclusively a difficulty to perceive the direction of pitch,
but more generally a difficulty to perceive the direction of
frequency. The frequency of, for instance, a sinusoidal am-
plitude modulation imposed on a pure tone does not evoke a
salient pitch percept when this modulation frequency is at
least 15 times lower than the carrier frequency �Ritsma,
1962�. On the other hand, a �sufficiently large� change in the
modulation frequency can be heard �by many listeners, at
least� as an increase or decrease in the number of modulation
cycles per unit of time; by contrast, pure tones are perceived
as smooth. In experiment 5, we replicated the procedure of
experiment 1 on: �1� A continuum of modulation frequency,
ranging from 60 to 120 Hz �for the first tone in each pair�;
�2� an audio-frequency continuum also ranging from 60 to
120 Hz. In the first of these two conditions, the modulations
were sinusoidal and imposed on a sinusoidal carrier of
2000 Hz and 61 dB SPL. In the second condition, the stimuli
were pure tones, approximately equalized in loudness at a
level of 65 phons �by decreasing the SPL continuously from
85 to 75 dB between 60 and 120 Hz�. The duration of all
stimuli was set to 500 ms.

The experiment was performed on L1, L3, L7, and L8.
For each continuum and listener, 15 FDL measurements
were made in the detection condition and the identification
condition. The results are displayed in Figs. 1�c� and 1�d�.
Not surprisingly, all the detection FDLs were much higher
than those obtained in experiment 1. When the stimuli were
pure tones �Fig. 1�c��, L1 and L3 behaved once more almost
exactly like the ideal listener �, and for L8 the identification
FDL was once more definitely larger than the detection FDL.
However, contrary to what had been found in experiment 1,
the identification FDL of L7 was very close to her detection
FDL. When the manipulated frequency was a modulation
frequency �Fig. 1�d��, the four listeners behaved similarly
and none of them appeared to encounter a difficulty in the
identification condition. It is remarkable that for L8, from
Fig. 1�c� to Fig. 1�d�, the detection FDL increases whereas
the identification FDL decreases. Both of these trends are
statistically significant �t�28��2.53; P�0.017�. It is clear,
therefore, that the perceptual problem of this listener is a
difficulty to identify the direction of pitch rather than fre-
quency per se.

For both L7 and L8, when the stimuli were pure tones,
identification performance was not very much poorer than
detection performance, in contrast to what had been found in

experiment 1. Did this reflect an improvement, due to learn-
ing, in the ability of these listeners to perceive pitch direc-
tion? To answer that question, we retested L7 and L8 in the
detection and identification conditions of experiment 1. A
total of 20 new FDL measurements were made for each lis-
tener. The obtained geometric means of the detection and
identification FDLs were, respectively, 24.8 and 317.8 cents
for L7, and 37.3 and 238.8 cents for L8. Thus, the learning
hypothesis had to be rejected. We believe instead that, for
these listeners, a pitch change must exceed an approximately
fixed magnitude in order to be identifiable as an upward
change or a downward change. This conjecture makes sense
of the fact that the identification FDLs of L7 and L8 for pure
tones had similar values in experiments 1 and 5 �see Fig. 1�.

VII. GENERAL DISCUSSION

As pointed out in the Introduction, Johnsrude et al.
�2000� argued that the detection of frequency/pitch changes
and the identification of their direction are distinct perceptual
abilities, mediated by separate neural processes. The behav-
ior of three of our subjects �L7, L8, and L9� was consistent
with this thesis since these three subjects proved unable to
identify the direction of frequency changes that, nonetheless,
they detected perfectly and apparently heard as pitch
changes. Although the subjects in question were neurologi-
cally normal, they showed the same dissociation as that ob-
served by Johnsrude et al. �2000� or Tramo et al. �2002� in
certain patients with brain lesions. On the other hand, the
behavior of three other participants in our study �L1, L2, and
L3� was quite different: In experiment 1, their identification
FDLs were significantly lower than their detection FDLs.
Their data were approximately consistent with the predic-
tions of a model assuming that the detection of a frequency
change and the identification of its direction are limited by
one and the same internal noise: a random variability of the
pitch sensations evoked by a tone of a given frequency.

In experiment 1, we also found that the ability to iden-
tify frequency direction in a just-detectable frequency change
was strongly correlated with the detection FDL itself: The
subjects who were efficient in the identification task were
also efficient in the detection task. This result is remarkable
because it suggests that, contrary to the thesis of Johnsrude et
al., the neural processes underlying the detection of
frequency/pitch changes and the identification of their direc-
tion are not independent of each other. One possible specu-
lation is that there are two separate detection mechanisms: an
optimal mechanism which is sensitive to the direction of
changes, and a non-optimal mechanism which is not
direction-sensitive.

Although L7, L8, and L9 were unable to identify the
direction of one-semitone changes in frequency, they could
identify the direction of larger changes, and were indeed
relatively successful for changes amounting to a few semi-
tones. This effect of size is difficult to understand. The lis-
teners themselves have little to say about the nature of their
perceptual problem. Not surprisingly, the three of them are
unable to sing in tune; but they are able to identify well-
known melodies, and L8 enjoys listening to music. The per-

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 C. Semal and L. Demany: Sensitivity to pitch direction 3913



ceptual problem of some of the subjects who have difficulty
in identifying the direction of small frequency/pitch changes
may disappear following a long period of adequate training.
However, this seems unlikely for L7 and L8 since, at the end
of the present study, they had made no progress after more
than 2000 identification trials run using an adaptive proce-
dure including feedback. It would be interesting to get some
idea of the prevalence of their apparently irremediable per-
ceptual difficulty in the general population; let us emphasize
in this regard that the group tested here may not be a repre-
sentative sample.

Paavilainen et al. �1999� reported electro-encephalo-
graphic data concerning the sensitivity of human listeners to
the direction of frequency changes. Their subjects were pre-
sented with a long sequence of pure tone pairs with ran-
domly varying frequencies. Each tone had a duration of
50 ms and there was a 40 ms ISI within pairs. Frequency
changed upward in most �87.5%� of the pairs, and downward
in the remaining pairs. The authors’ aim was to determine if
the infrequent downward changes would elicit a significant
mismatch negativity �MMN�. This was indeed the case for
the tested group as a whole. Because the MMN is a largely
automatic �attention-independent� brain response, the authors
suggested that the human brain contains neuronal popula-
tions which are selectively sensitive to the direction of dis-
crete frequency changes. In the experiment of Paavilainen et
al., it was apparently not attempted to find differences be-
tween listeners. However, given that the frequency changes
used had a minimum size of two semitones and were gener-
ally much larger, a significant MMN might have been found
even in our subjects L7, L8, and L9. It would be interesting
to perform a similar experiment using smaller frequency
changes and separate subgroups of listeners, with different
behavioral abilities to identify pitch direction.

Demany and Ramos �2005� also supported the hypoth-
esis that the human brain contains direction-sensitive detec-
tors of discrete frequency/pitch changes. They did so on the
basis of purely psychophysical experiments. On each trial,
their subjects were presented with a random “chord” of five
simultaneous pure tones, followed after an ISI by a single
tone �T�. Because the component tones of the chords were
gated on and off synchronously, they were very hard to hear
out individually. This was confirmed in a condition where,
on any trial, T could be either identical to a randomly se-
lected component of the chord or halfway in �log� frequency
between two components: Discriminating between the two
corresponding types of chord-T sequences appeared to be
very difficult. However, in another condition where T was
instead one-semitone higher or lower than a randomly se-
lected component of the chord and the task was to vote for
“higher” or “lower,” performance was much better �even
when the ISI was several seconds long�. In the latter condi-
tion, it appeared that listeners were able to perceive con-
sciously the direction of a pitch movement produced by two
tones without perceiving consciously the pitch of the first
tone. This result, and those of related experiments, seemed to
constitute strong evidence for the existence of automatic and
direction-sensitive “frequency-shift detectors” in the human
brain. Demany and Ramos conjectured that the detectors in

question respond to frequency shifts of less than one semi-
tone, and indeed respond to any frequency shift which is
large enough to be audible. If this is true, then the results of
the present research imply that such detectors do not exist in
the brain of some listeners. We are inclined to think instead
that they exist in the brain of every normal listener but that,
for some listeners, they do not respond to very small shifts.
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Three experiments tested the hypothesis that fundamental frequency �f0� discrimination depends on
the resolvability of harmonics within a tone complex. Fundamental frequency difference limens �f0

DLs� were measured for random-phase harmonic complexes with eight f0’s between 75 and 400 Hz,
bandpass filtered between 1.5 and 3.5 kHz, and presented at 12.5-dB/component average sensation
level in threshold equalizing noise with levels of 10, 40, and 65 dB SPL per equivalent rectangular
auditory filter bandwidth. With increasing level, the transition from large �poor� to small �good� f0

DLs shifted to a higher f0. This shift corresponded to a decrease in harmonic resolvability, as
estimated in the same listeners with excitation patterns derived from measures of auditory filter
shape and with a more direct measure that involved hearing out individual harmonics. The results
are consistent with the idea that resolved harmonics are necessary for good f0 discrimination.
Additionally, f0 DLs for high f0’s increased with stimulus level in the same way as pure-tone
frequency DLs, suggesting that for this frequency range, the frequencies of harmonics are more
poorly encoded at higher levels, even when harmonics are well resolved. © 2006 Acoustical Society
of America. �DOI: 10.1121/1.2372451�
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I. INTRODUCTION

Harmonic sounds, consisting of a sum of sinusoids, each
with a frequency at a multiple of the fundamental frequency
�f0�, are ubiquitous in our natural environment. Voiced hu-
man speech, the sounds of many musical instruments, animal
vocalizations, and mechanical vibrations are all periodic sig-
nals whose frequency spectra are made up of sinusoids at
discrete harmonically related frequencies. The auditory sys-
tem tends to group the individual harmonic components to-
gether into a single percept with a pitch that usually corre-
sponds to the f0 of the complex, even if the component at the
f0 is absent from the stimulus or is masked �Schouten, 1940;
Licklider, 1954�.

Recent debates surrounding pitch perception have fo-
cused on the dependence of f0 discrimination on harmonic
number. The just-noticeable difference in the f0 of a har-
monic complex �the f0 difference limen, or f0 DL� has been
shown to be smallest for complexes containing low-order
harmonics, below about the tenth �Houtsma and Smurzynski,
1990; Shackleton and Carlyon, 1994; Krumbholz et al.,
2000; Kaernbach and Bering, 2001; Bernstein and Oxenham,
2003; 2005�. This dependence of f0 DLs on harmonic num-
ber has generally been ascribed to harmonic resolvability. On

a linear frequency scale, individual components of a har-
monic complex are equally spaced, whereas auditory filter
bandwidths increase with increasing center frequency. As a
result, low-order harmonics, spaced wider than filter band-
widths along the basilar membrane, are resolved by the au-
ditory periphery, whereas multiple high-order harmonics fall
within the bandwidth of a single auditory filter and are there-
fore unresolved.

Although many models of pitch perception are able to
account for the dependence of f0 discrimination on harmonic
number, they do so in different ways. “Spectral” �Goldstein,
1973; Terhardt, 1974; 1979� and some “spectro-temporal”
�Srulovicz and Goldstein, 1983; Shamma and Klein, 2000;
Cedolin and Delgutte, 2005� models of pitch propose that the
f0 of a harmonic complex is identified by comparing the
frequencies of individual harmonics to internally stored “har-
monic templates.” Because spectral models require spectrally
resolved components to extract the f0, they predict perfor-
mance to worsen with increasing harmonic number due to a
reduction in harmonic resolvability. “Temporal” models of
pitch typically discard place information and extract f0 infor-
mation based on an autocorrelation or all-order interval
analysis of auditory-nerve firing patterns, pooled across the
population of fibers �Meddis and Hewitt, 1991; 1992; Cariani
and Delgutte, 1996a,b; Meddis and O’Mard, 1997�. These
models predict a deterioration in f0 discrimination with in-
creasing absolute frequency �Cariani and Delgutte, 1996a;
Carlyon, 1998�, as a result of the roll-off of phase-locking in
the auditory nerve �Weiss and Rose, 1988�, but are unable to
account for the dependence of f0 discrimination on harmonic
number per se �Carlyon, 1998�. A recent modification of the

a�Author to whom correspondence should be addressed. Present address:
Army Audiology and Speech Center, Walter Reed Army Medical Center,
6900 Georgia Avenue NW, Washington, DC 20307. Electronic mail:
joshua.bernstein@amedd.army.mil

b�Present address: Department of Psychology, University of Minnesota, 75
East River Road, Minneapolis, MN 55455. Electronic mail:
oxenham@umn.edu

3916 J. Acoust. Soc. Am. 120 �6�, December 2006 © 2006 Acoustical Society of America0001-4966/2006/120�6�/3916/13/$22.50



autocorrelation model �Bernstein and Oxenham, 2005� was
designed to account for the effects of harmonic number by
limiting the range of periodicities over which the autocorre-
lation function is calculated relative to each filter’s charac-
teristic frequency �CF� �Schouten, 1970; Moore, 1982;
Ghitza, 1986�. However, the resulting dependence on har-
monic number is not determined at the periphery and so is
not based on harmonic resolvability. Although the inclusion
of place information in this modified temporal model renders
it “spectro-temporal” in nature, this type of model is referred
to as “CF-dependent temporal” to differentiate it from the
harmonic-template spectro-temporal models �e.g., Srulovicz
and Goldstein, 1983; Shamma and Klein, 2000; Cedolin and
Delgutte, 2005� mentioned above.

The question addressed in this study is whether the in-
crease in f0 DLs with increasing lowest harmonic number is
directly related to a decrease in the resolvability of the har-
monics �as predicted by spectral models�, or whether the
increase is related to harmonic number, independent of re-
solvability �as predicted by a CF-dependent temporal
model�. Our study exploits the fact that frequency selectivity,
measured both physiologically �e.g., Rhode, 1971; Robles et
al., 1986� and psychophysically �e.g., Weber, 1977; Pick,
1980; Moore and Glasberg, 1987; Glasberg and Moore,
1990; Rosen and Stock, 1992; Hicks and Bacon, 1999�,
broadens at high levels, at least for frequencies of 1 kHz and
above. The link between harmonic resolvability and pitch
perception was examined by measuring the effects of stimu-
lus level on complex-tone f0 discrimination, pure-tone fre-
quency discrimination, auditory filter bandwidths, and the
ability to hear out the frequencies of individual harmonics in
the same normal-hearing listeners. A companion paper
�Bernstein and Oxenham, 2006� investigates the relationship
between frequency selectivity and pitch discrimination in lis-
teners with sensorineural hearing loss.

II. EXPERIMENT 1: FUNDAMENTAL FREQUENCY
DISCRIMINATION

A. Rationale

Fundamental frequency DLs are known to increase with
increasing lowest harmonic number present. Low-order har-
monics yield small f0 DLs ��1% of the f0� and high-order
harmonics yield large f0 DLs �2 to 12% of the f0, depending
on the sensation level and phase relationships of the harmon-
ics�, with a steep transition between the two regions occur-
ring around the tenth harmonic. This transition is seen
whether harmonic complexes are bandpass filtered into a
fixed spectral region and the f0 adjusted �Hoekstra, 1979;
Shackleton and Carlyon, 1994; Bernstein and Oxenham,
2005� or the f0 is held constant and the harmonic number
adjusted �Houtsma and Smurzynski, 1990; Bernstein and
Oxenham, 2003�. The aim of this experiment was to deter-
mine whether the f0 DL transition point varies with stimulus
level. Fundamental frequency DLs were measured as a func-
tion of f0 for bandpass-filtered harmonic complexes. By us-
ing this paradigm instead of holding f0 constant and adjust-
ing harmonic number �Houtsma and Smurzynski, 1990;
Bernstein and Oxenham, 2003�, the spectral region remained

constant for all stimuli, eliminating the potentially confound-
ing effects of absolute frequency on the level dependence of
frequency selectivity �Baker et al., 1998�. If small f0 DLs are
associated with resolved harmonics, then the transition be-
tween small and large f0 DLs should occur at a higher f0

�lower harmonic number� at high stimulus levels where fre-
quency selectivity is poorer, because a wider frequency spac-
ing would be required to resolve individual harmonics.

B. Methods

All stimuli were presented in threshold equalizing noise
�TEN; Moore et al., 2000�, for four reasons. First, the use of
a background noise enables the presentation of stimuli at a
constant sensation level �SL� while varying the absolute
sound-pressure level �SPL� over a wide range. This reduced
the possibility that stimulus SL could have a confounding
influence on f0 DLs �Hoekstra, 1979�. Second, TEN is in-
tended to yield detection thresholds for pure tones in noise
that are constant across frequency such that harmonics with
equal SPL will also be equal in terms of SL. Third, the noise
serves to mask any possible combination tones in the fre-
quency region below the stimulus frequency range. Fourth,
the presentation of harmonic complexes in a background
noise is thought to aid the fusion of individual partials into a
single perceptual object �Grose et al., 2002�, enabling the
listeners to focus their attention more easily on the f0 of the
stimulus.

The stimulus levels presented in this experiment were
referenced to the pure-tone detection thresholds for three
TEN levels: 10, 40, and 65 dB SPL per equivalent rectangu-
lar auditory filter bandwidth �ERBN; Glasberg and Moore,
1990�. Because some of the stimuli presented in the high-
level noise were uncomfortably loud for one of the listeners
�S2�, the highest-level noise was reduced by 3 dB to 62 dB
SPL/ERBN for this listener. To determine the SL reference,
pure-tone detection thresholds were measured for each lis-
tener at each noise level for 1.5-, 2.5-, and 3.5-kHz tones,
frequencies that, respectively, correspond to the lower-
frequency cutoff, center frequency, and upper-frequency cut-
off of the bandpass filter used in the f0 discrimination experi-
ment. Although TEN was intended to yield constant pure-
tone detection thresholds, there was some small variation in
the threshold SPL at the three frequencies tested. Therefore,
we defined 0 dB SL for each noise level as the maximum of
the thresholds measured across the three tested frequencies.
Across listeners, the 0-dB SL reference ranged from 5.5 to
10.7, 36 to 38.5, and 60.5 to 64.5 dB SPL for the 10-, 40-,
and 65-dB SPL/ERBN TEN levels, respectively. Harmonic
complex stimuli were presented at an average 12.5 dB SL
per component. The absolute stimulus SPLs corresponding to
this SL for the three levels of background TEN are referred
to as the low, mid, and high levels, respectively. Although the
across-frequency variation was greater at the low level
�across-subject mean of the across-frequency standard
deviation=2.2 dB� than the mid and high levels �standard
deviation 1.0 dB in each case�, this resulted in an average SL
only 0.5 dB higher at the low level than at the mid and high
levels.
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The stimuli for this experiment consisted of 500-ms �in-
cluding 30-ms raised-cosine rise and fall ramps� bandpass-
filtered random-phase harmonic complexes. A new set of
phases was selected independently from a uniform distribu-
tion for each stimulus. The large f0 DLs produced by
random-phase complexes for unresolved harmonics �Bern-
stein and Oxenham, 2005� should maximize the difference
between f0 DLs associated with low and high f0’s, thus pro-
viding the best opportunity to observe the transition between
the two regions. The bandpass filter was held constant
throughout the experiment, with 1.5- and 3.5-kHz corner fre-
quencies and 50-dB/octave low- and high-frequency slopes.
The filtering operation was implemented in the spectral do-
main by first adjusting the amplitude of each sinusoidal com-
ponent, then summing all the components together. Stimuli
were presented to the left ear in the TEN background at each
of the three levels described above. Uncorrelated TEN with
the same frequency content and level was also presented to
the contralateral �right� ear to prevent detection of the stimu-
lus in the contralateral ear via acoustic or electric crosstalk.
Fundamental frequency discrimination was tested for eight
average f0’s �75, 125, 150, 175, 200, 250, 325, and 400 Hz�,
at each of the three levels, with five repetitions per data
point, for a total of 120 runs per listener. It is possible that
with this bandpass-filter f0 DL paradigm, listeners could
have tracked individual frequencies rather than the f0 in the
case of resolved harmonics �Houtsma and Goldstein, 1972�.
However, Moore and Glasberg �1990� demonstrated that for
harmonic complexes, listeners tend to base their pitch com-
parisons on the missing f0 rather than on the frequencies of
individual resolved components, even in cases where it
would be advantageous to ignore the missing f0. This sug-
gests that listeners in the current study were also likely to
base their responses on the f0 and not on individual resolved
frequencies.

The experimental method was similar to that described
by Bernstein and Oxenham �2005�. Fundamental frequency
DLs were estimated in a three-interval, three-alternative
forced-choice �3I-3AFC� adaptive procedure, using a two-
down, one-up algorithm to track the 70.7% correct point on
the psychometric function �Levitt, 1971�. Two intervals con-
tained a stimulus with a base f0 �f0,base� and the other interval
contained a complex with a higher f0. The listener’s task was
to identify the interval containing the complex with the
higher pitch. The f0 difference ��f0�, which was initially set
to 20% of the f0, changed by a factor of 1.59 until the second
reversal and then changed by a factor of 1.26 for six more
reversals. The f0 DL was estimated as the geometric mean of
the �f0’s at the last six reversal points.

To reduce the effectiveness of loudness as an alternative
discrimination cue, the root-mean-squared �rms� power was
first equalized across the three intervals and then a random
level perturbation was added to each interval, chosen from a
uniform distribution of ±2.5 dB. In addition, f0,base was
roved from trial to trial within a run, chosen from a uniform
distribution between ±5% of the average f0. This was in-
tended to encourage listeners to compare the pitches of the
stimuli in each of the intervals of one trial, rather than com-
paring the pitch of each interval with some internally stored

representation of the f0,base, although the f0 roving may not
have been effective for low f0’s where measured f0 DLs were
relatively large �8% or more�.

After the f0 DL measurements were completed, fre-
quency DLs �FDLs� were measured for a pure tone with an
average frequency of 1500 Hz, presented at an average SL of
12.5 dB in each of the three levels of background TEN. The
1500-Hz frequency was chosen for the FDL measurement
because it represented the lower corner frequency of the
bandpass-filtered harmonic tones, and was thus the most
likely frequency region to yield resolved harmonics for the
stimuli used in the f0 DL measurements. FDL measurements
were repeated four times at each level for each listener, using
the same procedure as the f0 DL measure, including level
roving and frequency randomization.

Four normal-hearing listeners �one female� participated.
Ages ranged from 22 to 30 years. All had audiometric
thresholds of 15 dB HL or less re ANSI-1996 at octave fre-
quencies between 250 and 8000 Hz. Two listeners �S2 and
S3� were professional musicians with more than 10 years of
formal musical training, and two �S1 and S4� were amateur
musicians with at least 3 years of musical training. Each lis-
tener completed a training period of at least 4 h, which con-
tinued until FDLs and f0 DLs no longer showed steady im-
provement.

The stimuli were generated digitally and played out via a
soundcard �LynxStudio LynxOne� with 24-bit resolution and
a sampling frequency of 32 kHz. The stimuli were then
passed through a programmable attenuator �TDT PA4� and
headphone buffer �TDT HB6� before being presented to the
listener via Sennheiser HD 580 headphones. Listeners were
seated in a double-walled sound-attenuating chamber. Inter-
vals were marked by colored boxes on a computer screen,
and feedback �correct/incorrect� was provided following
each response.

C. Results

Figure 1 plots f0 DLs and pure-tone FDLs for each of
the individual listeners in the experiment �upper four panels�
and the mean across the four listeners �lower panel�. For all
stimulus levels, f0 DLs generally decreased with increasing
f0 �decreasing harmonic number�, with a steep transition be-
tween large f0 DLs for low f0’s and small f0 DLs for high
f0’s, consistent with previous findings �Hoekstra, 1979;
Houtsma and Smurzynski, 1990; Shackleton and Carlyon,
1994; Bernstein and Oxenham, 2003; 2005�. There were two
effects of level on f0 DLs, both of which occurred only as the
level increased from mid to high. First, there was an increase
in the f0 at which the f0 DL transition occurred. This effect
was observed in the mean data as well as for three of the four
individual listeners. In the mean data, f0 DLs decreased to a
low plateau level for a 200-Hz f0 at the low and mid stimulus
levels, but not until the f0 reached approximately 250 Hz at
the high level. Second, both the 1500-Hz pure-tone FDL and
the minimum f0 DL �f0 DLmin� achieved at the highest f0’s
were elevated at the high level, an effect that was apparent in
all four listeners and the mean data.

The f0 DL data were parametrized to quantify and sta-
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tistically test the two observed effects of level on f0 DLs. A
sigmoid function1 with four free parameters was fitted to the
log-transformed f0 DLs. The sigmoid functions that best fit
the f0 DL data are depicted as solid curves in each panel of
Fig. 1. The f0 transition point �f0,tr, vertical dashed lines in
Fig. 1� was defined as the estimate of the f0 for which f0 DLs
were halfway �on a log scale� between the f0 DLmin

�achieved at high f0’s� and the maximum f0 DL �f0 DLmax,
achieved at low f0’s� for a given stimulus level.

The effects of level on f0,tr and f0DLmin were analyzed
statistically using bootstrap resampling methods �Efron and
Tibishirani, 1993�. For each individual listener and level,
1000 estimates of each parameter were generated, with each
estimate obtained by fitting the sigmoid function to a random
resampling �with replacement� of five f0 DL estimates at
each f0. For the group data, the bootstrap estimates were
generated by randomly resampling �with replacement� four
individual listener mean f0 DLs at each f0. Bootstrapped fits
yielding f0,tr estimates that fell outside of the 75 to 400-Hz
range of f0’s tested were discarded. Two estimates were
deemed to be significantly different if the 95% confidence
interval �CI� of the difference between them, derived empiri-
cally by pairwise subtraction of the 1000 bootstrap estimates
for each, did not overlap zero. The f0,tr estimates are shown
as circles in each panel of Fig. 2, with error bars representing
the 95% CIs of each estimate �the other symbols represent
frequency selectivity estimates from experiments 2 and 3,
which will be described in Secs. III and IV, respectively�.
Significant differences between the high- and either the mid-
�open symbols� or low-level �closed symbols� parameter es-
timates are identified by small symbols beneath the high-
level estimates along the bottom of each panel of Fig. 2

FIG. 1. Fundamental frequency DLs as a function of f0

and FDLs for a 1500-Hz pure tone for the four indi-
vidual listeners �upper four panels� and the mean data
across the four listeners �lower panel�. Stimuli were
presented at an average 12.5 dB SL per component in
the three TEN background levels specified in the leg-
end. Error bars indicate ±1 standard error of the mean
f0 DL across the five runs for each condition, or across
the four listeners in the case of the mean data. Solid
lines represent the sigmoid functions �Eq. �1�� that best
fit the data at each stimulus level. Vertical dashed lines
indicate the f0 DL transition derived from the sigmoid
fit, where f0 DLs are halfway �on a log scale� between
minimum and maximum.

FIG. 2. Summary f0 DL �experiment 1� and frequency selectivity measures
�experiments 2 and 3� for each individual listener �upper four panels� and
for the data pooled across listeners �lower panel�. Small symbols at the
bottom of the plot underneath the high-level data indicate that a given high-
level parameter estimate was significantly different from the corresponding
low- �closed symbols� or mid-level estimate �open symbols�. Error bars
represent the 95% confidence intervals obtained from bootstrap resampling
of each measure �not available for the f0,ExPat estimates based on the group
data�. Listener S4 did not participate in experiment 3.
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�parameter estimates were never found to be significantly
different between the mid and low levels�. For example, for
listener S1, the f0,tr was significantly different between the
low and high conditions �small filled circle� and between the
mid and high conditions �small open circle�.

The high-level f0,tr was significantly larger �p�0.05�
than both the low- and mid-level f0,tr’s both for the group
analysis and for three out of four listeners �S1, S3, and S4�.
Only listener S2 showed no significant differences in f0,tr

across stimulus level. The log-transformed f0 DLmin �Fig. 1�
was also significantly larger at the high than at the low and
mid levels in the group data and in three �S1, S2, and S4� out
of four individual listeners �bootstrap CI estimates not
shown�. Although listener S3 showed no significant differ-
ences in f0 DLmin across level, this may simply reflect the
poor sigmoid fit for a large number of bootstrap resamplings
of the high-level data for this subject, as an effect of level is
visually apparent in the f0 DL data for this subject. The ob-
servation that f0 DL level effects only occurred between the
mid and high conditions �where significant differences were
observed� and not between the low and mid conditions
�where no significant differences were observed� was con-
firmed by an additional bootstrap analysis comparing the
high-mid versus mid-low differences in f0,tr and f0 DLmin.
The high-mid difference was significantly greater �p�0.05�
than the mid-low difference for both group analyses �f0,tr and
f0 DLmin� and for two �S3 and S4� and three �S1, S2, and S4�
out of four individual subjects for the f0,tr and f0 DLmin esti-
mates, respectively.

An effect of level similar to that observed in the
f0 DLmin was also observed in the 1500-Hz pure-tone FDLs
�Fig. 1�. Fisher LSD t-tests on the mean data showed that
pure-tone FDLs were larger at the high level than at both the
mid and low levels.

D. Discussion

The shift toward higher f0’s of the transition from large
to small f0 DLs at the high level is consistent with the hy-
pothesis that good f0 discrimination performance is associ-
ated with resolved harmonics. With reduced frequency selec-
tivity at higher stimulus levels, higher f0’s would be needed
to yield resolved harmonics in the considered spectral region.
This hypothesis is tested further in experiments 2 and 3 by
comparing the results with estimates of frequency selectivity.
S2, the one listener who did not show this effect, was also
the listener tested at a slightly lower level in the high-level
condition than the other listeners �TEN level 62 dB instead
of 65-dB SPL/ERBN�, and may have shown results more
similar to the other listeners if tested at the slightly higher
level.

The increase from the mid to the high level led not only
to an increase in f0,tr, but also to an increase in the f0 DLmin.
One possible interpretation for the increased f0 DLmin is that
frequency selectivity was reduced to such a degree that indi-
vidual harmonics were not well resolved, even at the
400-Hz f0, yielding poor f0 DLs. However, two aspects of
the data argue against this conclusion. First, it appears that a
plateau was in fact reached, whereby f0 DLs no longer de-

creased for f0’s above 250 Hz. Second, a similar effect was
observed for the FDL of the 1500-Hz pure tone, which, being
the only tone present and presented at an average level
12.5 dB above threshold, is resolved by definition. These two
observations suggest another explanation, namely that the
increase in f0 DLmin and FDL at the high level reflects a
deterioration in the frequency coding of the individual re-
solved components. A similar effect of level on FDLs for
pure tones presented in background noise was observed by
Dye and Hafter �1980�, but at higher frequencies. Possible
implications of this finding are addressed in Sec. V. Regard-
less of the mechanism by which individual pure-tone fre-
quencies are encoded, it may be that a similar increase in
pure-tone FDLs with level is not observed in the absence of
background noise �e.g., Wier et al., 1977� because informa-
tion from off-frequency channels is available, which would
not be affected by spectral or temporal distortions that may
occur at high levels.

III. EXPERIMENT 2: AUDITORY FILTER SHAPES

A. Rationale

The central hypothesis of this study was that a reduction
in frequency selectivity at higher signal levels would de-
crease the number of available resolved harmonics, thereby
shifting the transition from large to small f0 DLs to higher
f0’s. This experiment was designed to verify the first part of
this hypothesis, that frequency selectivity becomes worse
with increasing level, which we expect given previous results
�e.g., Weber, 1977; Pick, 1980; Moore and Glasberg, 1987;
Rosen and Stock, 1992; Hicks and Bacon, 1999�. Measure-
ments of auditory filters in this experiment allowed a com-
parison between the variation in frequency selectivity with
stimulus level and the f0 DLs measured in the same listeners
in experiment 1.

A version of the notched-noise method �Patterson,
1976�, described by Rosen and Baker �1994�, was used to
measure the level of a noise that just masked a pure tone
presented at a constant level, as a function of the width of the
noise’s spectral notch. A model auditory-filter shape was then
fitted to the data. Stimulus levels and durations were similar
to those of experiment 1 to ensure that the auditory filter
shapes estimated in this experiment were as similar as pos-
sible to those presumably used by listeners for f0 discrimi-
nation in the previous experiment. Auditory filter shapes
were estimated using simultaneous rather than forward
masking to mimic the simultaneous masking between com-
ponents that occurs with the simultaneous presentation of the
harmonics of a complex.

B. Methods

The notched-noise level that just masked a pure-tone
signal was measured as a function of the masker notch width.
Throughout the experiment, the pure-tone signal had a con-
stant frequency �fsig� of 1500 Hz, corresponding to the low-
frequency edge of the passband in experiment 1, where har-
monics were most likely to be resolved. Three level
conditions were tested �low, mid, and high�, whereby the
signal was fixed at the SPL level corresponding to 10 dB SL
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�adjusted for each listener� re one of the TEN levels that was
used in experiment 1. This signal level was at the lower end
of the 10–15-dB SL per component level range that was
used in experiment 1. Although the signal SPL was adjusted
relative to the detection threshold in TEN, the TEN back-
ground was not used in this experiment.

Each trial in the experiment consisted of three intervals,
each with a 700-ms duration, separated by 500-ms silent
gaps. Two of the intervals contained only a 700-ms noise
burst �including 10-ms raised-cosine onset and offset ramps�.
The other interval also contained a 500-ms pure-tone signal
�including 30-ms raised-cosine onset and offset ramps�, tem-
porally centered within the noise burst. The listeners’ task
was to identify which of the three intervals contained the
pure-tone signal. A 3I-3AFC procedure with a two-up, one-
down adaptive algorithm tracked the 70.7% correct point
�Levitt, 1971�. The spectrum level of the noise was initially
set to −25, 5, and 30 dB SPL/Hz in the low, mid, and high
conditions, respectively, and changed by 8 dB for the first
two reversals, 4 dB for the next two reversals, and 2 dB for
the last eight reversals. Threshold was estimated as the mean
of the noise levels at the last eight reversal points.

To reduce the overall level of the masking noise at a
given masker spectrum level, the two bandpass noises mak-
ing up the noise masker had narrower bandwidths than in the
Rosen and Baker �1994� study �200 Hz, or 0.13fsig, com-
pared to a range of 0.4 to 0.8fsig used by Rosen and Baker�.
The notch width was defined in terms of the deviations from
the signal frequency, expressed as a proportion of fsig, of the
high-frequency edge of the lower-frequency noise band ��f l�
and the low-frequency edge of the upper-frequency noise
band ��fu�. The maximum notch deviation relative to the
signal frequency was also limited relative to the Rosen and
Baker study �±0.2fsig as compared to ±0.4fsig�. The limited
range of notch widths reduced our ability to estimate the
filter tail shapes, but was necessary to avoid the uncomfort-
ably loud masker levels that would have been needed to
mask the signal at wider notch widths. Three symmetrical
notch conditions were tested, with equal �f l and �fu values
of 0 �no notch�, 0.1, and 0.2fsig. To allow for the possibility
of asymmetrical filters, there were also two asymmetric con-
ditions, one with �f l=0.1fsig and �fu=0.2fsig, and the other
with �f l=0.2fsig and �fu=0.1fsig. A further modification to
the Rosen and Baker �1994� paradigm was the addition of a
low-pass noise to mask any possible low-frequency combi-
nation bands �Greenwood, 1972� that could facilitate the de-
tection of the signal. The low-pass noise had a cutoff fre-
quency equal to the low-frequency edge of the lower-
frequency noise band and a spectrum level 20 dB below that
of the notched noise. To prevent the use of the contralateral
ear for signal detection based on acoustic or electric
crosstalk, an uncorrelated contralateral noise was presented,
centered on fsig with a bandwidth three times the ERBN

�Glasberg and Moore, 1990� and a spectrum level 40 dB be-
low the signal level.

The same listeners took part in this experiment as had
taken part in experiment 1. All listeners underwent a short
training period where one masked threshold for each of the

15 �five notch widths at three levels� conditions was esti-
mated. Listeners then completed four measurements for each
data point, for a total of 60 runs.

C. Results and discussion

A standard fitting procedure was used to derive auditory
filter shapes �Glasberg and Moore, 1990�. Because of the
small number of conditions tested �5 notch widths�3 stimu-
lus levels=15 conditions�, it was desirable to limit the num-
ber of free parameters in the filter shape model that were
used to fit the data. This was accomplished by assuming the
filter-tip shape �defined by the slope p� to be symmetrical
and invariant across stimulus level, and assuming that both p
and k �the signal-to-noise ratio in the filter output required
for signal detection� were level invariant. Thus, the only pa-
rameter that was allowed to vary across level was the dy-
namic range limitation �r�. The dynamic range limitation was
applied only to the low-frequency side of the filter, represent-
ing the wide low-frequency tails observed in auditory-nerve
fiber tuning curves �Kiang et al., 1965�. With these con-
straints, the 15 data points per listener were fitted with five
free parameters: p, k, and three values of r. Limiting the
number of free parameters to five only marginally sacrificed
the overall goodness of fit. The root-mean-squared �rms� fit-
ting error �resulting from fitting each the individual listener’s
data with a separate set of filters� was 1.95 dB in the five free
parameter case and 1.45 dB in the case where r, p, and k
were all allowed to vary with level �12 free parameters�.

The assumed level invariance of the filter-tip shape is
similar to the approach taken by Glasberg et al. �1999� and
Glasberg and Moore �2000�, whereby the filter tail and high-
frequency slope of the filter tip were held constant across
level, and only the gain of the filter tip and its low-frequency
slope varied with stimulus level. In the present study, only
the gain of the filter tip relative to the flat filter tail is allowed
to vary with level, as modeled by the dynamic range limita-
tion, r. The use of a level-invariant filter-tip shape models the
physiologically observed two-component response of the
basilar membrane �Ruggero, 1992; Ruggero et al., 1997�,
with one broadly tuned linear filter corresponding to the pas-
sive mechanical properties of the basilar membrane, and one
narrowly tuned variable-gain filter representing the level-
dependent active mechanism thought to be governed by the
outer hair cells �Ruggero and Rich, 1991�.

The fitting procedure took into account the Sennheiser
HD580 transfer function, the middle-ear transfer function,
the possibility of off-frequency listening and variations in
filter bandwidth in proportion with CF, as described by Glas-
berg and Moore �1990�. Although the filter tip was assumed
to be symmetric, the asymmetrical application of the
dynamic-range limitation and the combination of off-
frequency listening and proportional variation in filter band-
width with CF accounted for unequal threshold measure-
ments in the two asymmetric notch conditions.

The means and standard deviations �across the four lis-
teners� of each of the best-fitting model parameters are listed
in Table I.2 Figure 3 shows the fitted filter shapes for each
stimulus level based on the mean filter parameters from
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Table I. The main finding of this analysis is that the filter
shape changed continuously with increasing level: the filter’s
dynamic range decreased as the stimulus level increased
from the low to the mid to the high level. This trend is
notably different from that observed in experiment 1, where
f0 DLs remained unchanged as the stimulus level increased
from the low to the mid level, and then increased as the
stimulus level increased from the mid to the high level.

D. Quantifying frequency selectivity

To directly test the hypothesis that small f0 DLs are
associated with resolved harmonics, two summary measures
of frequency selectivity were derived and compared to the
estimates of the f0,tr �see Sec. II C�. The first measure was the
equivalent rectangular bandwidth �ERB� of the fitted filter
shapes �Sec. III D 1�. The second measure was an estimate of
harmonic resolvability, based on peak-to-valley ratios
�PVRs� in excitation patterns derived from the fitted filter
shape functions and the spectra of the harmonic stimuli �Sec.
III D 2�.

1. Equivalent rectangular bandwidth „ERB…

Filter ERBs, calculated by integrating the fitted filter
shape across frequency �Hartmann, 1998�, are plotted as
squares in Fig. 2 for individual listeners �upper four panels�
and for filters derived from the data pooled across listeners
�lower panel�. Error bars indicate the 95% CIs derived from
1000 bootstrap estimates of each ERB. As for the f0,tr and
f0 DLmin, there was little difference between the low- and
mid-level ERBs, but an increase in the ERB from the mid to
the high level. This was confirmed statistically, where ERBs
were significantly greater at the high than both the mid

�small filled squares� and the low levels �small open squares�
for the group analysis and for all four listeners. Providing
further support for this observation, the high-mid ERB dif-
ference was significantly larger than the mid-low difference
in three out of four subjects �S2, S3, and S4�, although this
comparison failed to reach significance �p=0.07� in the
group analysis. �The intersubject variability in ERBs did not
match that observed in the f0,tr, where only listener S2 did
not show a high-mid difference that was significantly greater
than the mid-low difference.� Overall, the similar pattern of
results for the effect of level on f0 DLs and ERBs supports
the idea that f0 discrimination performance is related to fre-
quency selectivity and that the poorer f0 discrimination per-
formance observed at the high level is related to the reduc-
tion in frequency selectivity associated with these stimuli.

The ERBs �Fig. 2, squares� varied with level in a differ-
ent manner than the auditory filter shapes �Fig. 3�. Whereas
auditory filter shapes changed continuously with level, the
resulting ERBs remain unchanged until the stimulus level
increased above the mid level. This result is related to the
fact that only the dynamic range limitation �r� was allowed
to vary with level. When r has a large negative value �in dB�,
the tail of the filter has little effect on the overall ERB. It is
not until the dynamic range of the filter decreases substan-
tially that the energy in the tail of the filter begins to affect
the filter’s ERB.

2. Excitation pattern model

The ERB measure provided a general statistic describing
the frequency selectivity of the auditory system for compari-
son with the f0 discrimination data. To more directly test the
hypothesis that good f0 discrimination is associated with re-
solved harmonics, harmonic resolvability was estimated
based on the PVRs in peripheral excitation patterns, calcu-
lated using the fitted filters described above. The filterbank
was produced using the mean filter parameters that best fit
the notched-noise masking data for individual listeners
�Table I�. The filter parameter estimates for the 1.5-kHz CF
were assumed to be scalable to other CFs along the cochlear
partition, such that filters were identical on a logarithmic
frequency scale across CF. The filterbank consisted of 501
model filters with CFs logarithmically spaced between
100 Hz and 10 kHz. Excitation patterns were calculated in
the spectral domain, such that the excitation for each CF in
the filterbank was the output power of the filter in response
to the power spectrum of the harmonic stimulus plus back-
ground noise. The background noise was set at 10, 40, or
65-dB SPL/ERBN and the signal level was set at 12.5 dB SL,
where the 0-dB SL reference was averaged across the four
listeners. A different excitation pattern was produced for
each f0 and stimulus level tested in experiment 1, with the
appropriate filterbank used at each stimulus level, based on
the filters derived in experiment 2.

Sample excitation patterns for the mid-level conditions
are shown in Fig. 4 for 75-, 200-, and 400-Hz stimulus f0’s.
For the lowest f0 of 75 Hz, there are no discernible peaks
present in the excitation pattern, because the frequency spac-
ing between adjacent harmonic components is too narrow for
the harmonics to be spectrally resolved by the filter bank. As

TABLE I. Means and standard deviations across listeners of the filter-model
parameters that best fit the notched-noise data of experiment 2.

Parameter Level Mean value Standard deviation

p All 47.18 9.99
r Low −35.30 2.85

Mid −22.23 2.63
High −11.82 1.97

k All −1.25 0.59

FIG. 3. Auditory filters at the three stimulus levels, based on the mean of
each of four best-fitting filter parameters �p and three values of r� across the
four listeners.

3922 J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 J. G. Bernstein and A. J. Oxenham: Level effects in pitch discrimination



the f0 increases, peaks in the excitation pattern appear and
become more prominent as individual components become
increasingly spectrally resolved. The PVR quantified the de-
gree to which harmonics were resolved by the filterbank. The
PVR was measured between the first peak in the excitation
pattern occurring at a CF�1.5 kHz �vertical dashed lines in
Fig. 4�, and the valley at a higher CF immediately adjacent to
the peak.

Figure 5 shows PVRs as a function of f0 for each stimu-
lus level. PVRs are roughly equal for the low and mid stimu-
lus levels, and are smaller at the high stimulus level, a trend
similar to that observed for the ERB and f0,tr estimates. To
directly compare the PVRs to the f0 DL data, a threshold
PVR �PVRth�, defined as the minimum PVR that yielded
resolved harmonics, was varied as a single free parameter to
fit the PVR estimates to the f0,tr estimates derived from the
pooled f0 DL data of experiment 1 �circles in Fig. 2, lower
panel�.3 The PVRth �horizontal dashed line in Fig. 5� was
adjusted to minimize the least-squares difference between
the f0 needed to achieve the PVRth �termed f0,ExPat, vertical
dashed lines in Fig. 5� and the f0,tr estimates derived from the

f0 DL data. The PVRs for f0’s between those tested in ex-
periment 1 were linearly interpolated as shown in Fig. 5. The
fitted PVRth represents the estimate of the PVR needed in the
excitation pattern to yield f0 DLs halfway �on a log scale�
between f0DLmax and f0DLmin.

The estimated f0,ExPat at which the PVR was equal to the
best-fitting PVRth of 1.98 dB are plotted as triangles in the
lower panel of Fig. 2. The pattern of results is qualitatively
similar to the effect of stimulus level on the f0,tr, with f0,ExPat,
remaining roughly constant between the low and mid levels
�172.8 and 174.2 Hz, respectively�, but increasing at the high
level �190.8 Hz�. The same trend was seen in the PVR ver-
sus f0 plots of Fig. 5. As with the ERB, changes in the filter
tail did not affect the PVR until the high level. Quantita-
tively, the excitation pattern model did not show as large of
an effect of level on the f0,ExPat �approximately a 10%
change� relative to that observed in the f0,tr �approximately a
25% change from the mid to the high level�. It may be that f0

discrimination is based on a complex analysis of several re-
solved harmonics, and not just the first resolved harmonic as
modeled here. Supporting this idea, there was a smaller dif-
ference between the level effects on the f0,ExPat and f0,tr when
the PVR for the f0,ExPat estimate was calculated for the sec-
ond or third rather than the first peak in the excitation pattern
�simulation results not shown�.

3. Allowing the auditory filter tip shape to vary with
level

Several filter-shape models that allowed the filter tip to
vary with level were also investigated �results not shown�.
Three such models variations were tested: �1� symmetrical
tip with low-frequency dynamic range limitation; �2� asym-
metrical tip and low-frequency dynamic range limitation;
and �3� asymmetrical tip without dynamic range limitation.
For all three variations, the filter ERB increased regularly
with increasing level, inconsistent with the trend observed in
the f0,tr. The trend in frequency selectivity was consistent
with the trend in f0,tr as a function of level only when the
filter tip was held constant across level as described in Sec.
III C.

IV. EXPERIMENT 3: HEARING OUT HARMONICS

A. Rationale

This experiment measured the ability of listeners to hear
out the frequencies of individual harmonics. A method simi-
lar to that of Bernstein and Oxenham �2003� measured per-
formance in discriminating the frequency of a target har-
monic embedded in a complex from that of a pure tone
presented in isolation. The target harmonic was gated on and
off repeatedly in order to draw listeners’ attention to it with-
out affecting peripheral resolvability. This approach was suc-
cessful in the earlier study �Bernstein and Oxenham, 2003�,
estimating that approximately 9 to 11 harmonics are resolved
for 100- and 200-Hz tone complexes, a number that closely
corresponded to the transition from large to small f0 DLs.

FIG. 4. Sample excitation patterns for three f0’s presented at the mid level.

FIG. 5. Peak-to-valley ratios �PVRs� as a function of stimulus f0 for the first
excitation pattern peak occurring at a CF of 1500 Hz or higher. The hori-
zontal dashed line indicates the PVRth=1.98 dB that minimized the mean-
squared difference between the corresponding f0,res �vertical dashed lines�
and the f0,tr estimates derived from the f0 DL data �Fig. 1�.
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B. Methods

A schematic of the stimulus paradigm is shown in Fig. 6.
Each trial consisted of two intervals, each with duration
500 ms, separated by 375 ms. The second interval contained
a bandpass-filtered harmonic complex, identical to that of
experiment 1, except that one harmonic �the target tone� was
gated on and off in time, with three bursts of a 150-ms sinu-
soid �comparison tone�, including 30-ms raised-cosine onset
and offset ramps, separated by 25-ms silent gaps. The first
interval contained a single stimulus frequency �the compari-
son tone� gated on and off in the same manner as the target
tone. Harmonic complexes were presented in random phase.
This reduced the possibility that the frequency of an unre-
solved harmonic could be detected based on the Duifhuis
�1970� effect, whereby a sinusoid at the frequency of the
missing harmonic may appear in the waveform during the
temporal dips associated with sine-phase complexes �see
Bernstein and Oxenham, 2003, footnote 2, for a discussion�.
Both intervals were presented to the left ear in the same
wideband TEN background as experiment 1, which was
turned on 250 ms before the start of the first interval, and
turned off 250 ms following the end of the second interval.
Again, uncorrelated TEN was presented to the contralateral
ear to prevent the detection of the signal via acoustic or
electric crosstalk. Each component �before filtering, where
applicable� was presented at 12.5 dB SL �adjusted for each
listener�. Level randomization was not used in this experi-
ment, because overall loudness variations would not have
provided a usable cue. The frequency of the comparison tone
�fcomp� was 3.5% higher or lower �each with probability 0.5�
than the frequency of the target tone �f targ�. The listener was
required to discriminate whether the target was higher or
lower in frequency than the comparison tone. Feedback was
provided following each response.

The target harmonic was chosen such that its nominal
frequency fell between 1600 and 1750 Hz. For six of the
nominal f0’s, only one harmonic fell in this range. For the
75- and 125-Hz f0’s, two harmonics fell within this range,
and the total number of trials was evenly divided between
the two possibilities. The limited range of f targ’s created the
possibility that listeners could obtain correct responses based
on the absolute frequency of the comparison tone alone,
without comparing it to the frequency of the target tone. In

fact, an fcomp below 1600 Hz or above 1750 Hz could only
be lower or higher, respectively, than an f targ. Three steps
were taken to reduce the likelihood that listeners would use
such a strategy. First, the presentation order of the eight
nominal f0 values of the complex was randomized. Second,
the actual value of the f0 was roved, with the frequency of
the target component chosen from a uniform distribution
ranging from 50 Hz below to 50 Hz above the nominal target
frequency, and the f0 set accordingly. Third, dummy trials
were added in such a way that the probability across dummy
and nondummy trials that a given comparison tone frequency
was higher than the target tone was roughly 50% for all
possible comparison-tone frequencies. For example, in the
fcomp�1750 Hz range where in the nondummy trials fcomp

would always be larger than f targ, dummy trials were added
where a similar fcomp was always lower than f targ. The
dummy trials were selected to have a mix of f0’s, comprising
unresolved �f0�100 Hz�, partly unresolved �f0

=150–200 Hz�, and mostly resolved �f0�300 Hz� harmon-
ics. The dummy comparison tones, which sometimes had
frequencies below 1500 Hz, were not subjected to the slope
of the bandpass filter. If listeners were responding based on
the fcomp alone, then responses would have been biased to-
ward “lower” and “higher” for low and high fcomp, respec-
tively. However, an analysis of the data �not shown� indi-
cated that this was not the case. Across all dummy and
nondummy trials, listeners responded “lower” or “higher”
with a probability of roughly 0.5 for the entire range of
fcomp’s presented.

Each run consisted of 72 trials for one stimulus level
condition. There were 48 nondummy trials �six trials for each
of the eight f0’s tested in experiment 1�, plus 24 dummy
trials �two trials each for 12 combinations of f0 and target
frequency�. There were 17 runs for each of the three stimulus
levels, for a total of 102 nondummy trials for each f0 and
stimulus level. The stimulus level for each run was randomly
selected, without replacement, until three runs were com-
pleted, and then the process was repeated.

Three of the four listeners from experiments 1 and 2
participated in this experiment �listener S4 did not partici-
pate�. Each was given at least 1 h of additional training.

C. Results and discussion

The percentage correct as function of f0 and level are
plotted for each of the three individual listeners and for the
mean data in Fig. 7. For each listener and stimulus level,
there was a transition from chance performance �or below� at
the lowest f0’s to near-perfect performance for the highest
f0’s, consistent with the interpretation that harmonics are un-
resolved for low f0’s, and resolved for high f0’s. To compare
with the f0 DL data of experiment 1, the data were fitted to a
psychometric function fixed to 50% and 100% correct at the
extremes �solid curves in Fig. 7�, and the f0 required to reach
75% correct was defined as the limit of harmonic resolvabil-
ity, termed the f0,res �vertical dashed lines in Fig. 7�.

The effect of level on the f0,res �diamonds in each panel
of Fig. 2� was similar to the level effects observed in the
previous experiments. As for the f0,tr �circles� and ERB

FIG. 6. Schematic of the stimulus paradigm used in experiment 3. Listeners
compared the frequencies of the gated comparison tone presented in isola-
tion �interval 1� with the frequency of a gated harmonic component of a
bandpass filtered complex �interval 2�. Shading represents the amplitude of
each frequency component; components falling within the filter skirt are
shown in lighter gray.
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�squares�, the f0,res was similar at the low and mid levels, and
then increased at the high level. This observation was sup-
ported by bootstrap resampling performed for each indi-
vidual listener by randomly resampling �with replacement�
102 responses �correct/incorrect�, and for the group data by
resampling �with replacement� four individual-subject per-
cent correct scores at each f0 for a given level �95% CIs are
shown as error bars in Fig. 2�. The estimated f0,res values
were significantly larger at the high than both the mid and
low levels for the group data and all three individual listeners
�open diamonds at the bottom of each panel in Fig. 2�. Fur-
thermore, the high-mid f0,res difference was significantly
greater than the mid-low difference for all three subjects and
the group analysis. The similarity in the overall pattern of
results across the three experiments provides further evi-
dence that the effects of stimulus level on f0 DLs are related
to frequency selectivity and the resolvability of individual
harmonics.

Finally, below-chance performance was observed for the
lowest f0’s, suggesting that listeners may have had access to
information regarding the frequency of the gated target har-
monic, but that they used this information incorrectly. Simi-
lar below-chance performance was sometimes observed for
similar conditions in the Bernstein and Oxenham �2003�
study. One possibility is that listeners were comparing the
pure-tone frequency to that of a harmonic adjacent to the
gated harmonic that sometimes became unmasked during the
“off” intervals. However, the fact that listeners were not able
to use this cue to produce better performance, despite feed-
back, suggests that the cue was unreliable and was funda-
mentally different from that used at the high f0’s, presumably
reflecting a difference in harmonic resolvability.

V. GENERAL DISCUSSION

A. The relationship between f0 discrimination and
frequency selectivity

As pointed out by Shackleton and Carlyon �1994�, a
quantitative measure of the limit of harmonic resolvability
may depend on the task and the detection criteria used in any
given experiment. The current study to some extent avoids
the problem of comparing results from different paradigms
by comparing patterns of results, as a function of an inde-
pendent variable �in this case level�, rather than single val-
ues. Predictions based on the excitation pattern model �ex-
periment 2� and the more direct hearing-out-harmonics
paradigm �experiment 3� both led to the conclusion that har-
monic resolvability depends on stimulus level in a similar
way to the f0 DL transition point in experiment 1. There was
little or no change from the low to the mid stimulus level, but
a similar increase in both the minimum f0 for which harmon-
ics could be heard out and the f0 DL transition point from the
mid to the high stimulus level. The fact that the two esti-
mates of harmonic resolvability and the f0 DL transition
point depended on stimulus level in the same way provides
support for the hypothesis that resolved harmonics are asso-
ciated with good f0 performance.

Some intersubject variability was observed in the experi-
mental results, in that not all listeners showed an effect of
level or a significantly greater high-mid versus mid-low dif-
ference for each f0 discrimination and frequency selectivity
measure. Moreover, on an individual listener basis the lack
of a significant difference in one measure did not always
correspond to the lack of significant difference in another.
Nevertheless, each of these measures behaved similarly with
respect to level when the data were averaged across listeners.

The results shown here may appear to be in conflict with
the results of Krumbholz et al. �2000; see also Pressnitzer et
al., 2001�. They concentrated on the lower limit of f0 dis-
crimination, and found that it corresponded more to a con-
stant f0 between 32 and 64 Hz, than to a constant harmonic
number. Our conclusions can be reconciled with theirs if one
assumes that pitch perception is constrained by two separate
limits, one determined by the lower absolute limit of period-
icity pitch �which appears to be between 30 and 60 Hz�, and
one determined by the spectral content, which is dependent
on harmonic number, at least for f0’s between about 100 and
400 Hz.

B. Frequency selectivity and the coding of pure tones

In addition to the f0,tr effect, this study also found that
both the pure-tone FDL and the f0 DLmin �i.e. the f0 DL
associated with resolved harmonics� behaved in a similar
manner to the various estimates of frequency selectivity, re-
maining constant from the low to the mid levels then increas-
ing at the high stimulus level. It could be that level affected
the two aspects of f0 discrimination �i.e., increased f0 DLmin

and increased f0,tr� in a similar manner simply because both
rely on the frequency selectivity of the auditory system. This
would be predicted by place-based models of pitch and fre-
quency discrimination. On the other hand, the frequency
coding of pure tones may rely on different mechanisms from

FIG. 7. Results of experiment 3 showing the percent correct in hearing out
the frequency of an individual harmonic in the 1600–1750-Hz range as a
function of stimulus f0 for three stimulus levels for each individual listener
�two upper panels and lower left panel� and for the mean data across the
three listeners who participated in this experiment �lower right panel�. Solid
lines indicate the sigmoid function that best fit the data at each stimulus
level, while vertical dashed lines represent the estimate of the limit of har-
monic resolvability �f0,res� based on the 75% correct point. Error bars for the
mean data represent ±1 standard error across the three listeners.
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those that underlie harmonic resolvability, but which also
deteriorate at high levels. In this case, the question arises as
to whether the increase in the transition point, f0,tr, really
reflects harmonic resolvability, or whether it simply reflects
poorer coding of individual harmonics �by a mechanism
other than frequency selectivity, such as poorer temporal
coding�, making them more susceptible to interference by
neighboring harmonics. We tested this possibility using a
simple signal-detection model, with two independent addi-
tive noises representing the encoding accuracy of individual
partials and the influence of neighboring partials, respec-
tively. Using this simple model, we found that it was not
possible to predict the observed shift in f0,tr by simply in-
creasing the noise associated with the coding of individual
harmonics. Instead, an increase in both types of noise was
required to predict the changes in both f0,tr and f0 DLmin.
Thus, while we cannot completely rule out influences other
than frequency selectivity and harmonic resolvability on f0,tr,
it appears reasonable to assume that a change in frequency
selectivity is responsible for the increase in f0,tr at the high
level.

C. Implications for theories of pitch perception

The results presented here, identifying a correspondence
between f0 discrimination performance and frequency selec-
tivity, have implications for models of pitch perception, as
discussed below.

1. Temporal models

“Temporal” models of pitch perception estimate f0 using
temporal information, often derived from auditory nerve fir-
ing patterns. Bernstein and Oxenham �2005� showed that a
temporal autocorrelation model of pitch �Meddis and
O’Mard, 1997� can account for the effect of harmonic num-
ber on f0 discrimination performance if it is modified to in-
clude CF dependence, thus rendering it no longer a purely
temporal model. In the modified model, “lag windows” limit
the range of f0’s to which the model responds, relative to a
given channel’s CF, thereby forcing a dependence on har-
monic number. However, because the dependence on har-
monic number is not a consequence of harmonic resolvabil-
ity or frequency selectivity, this model would be unlikely to
predict a detrimental effect of reduced frequency selectivity
on the f0 DL transition point.

In a novel implementation of the autocorrelation model
by de Cheveigné and Pressnitzer �2006�, the range of lags
achieved for a given CF is limited by the duration of the
impulse response, and therefore the bandwidth, of the filter.
For this model, the ability to efficiently code f0 would be
likely to depend on filter bandwidth, and hence on level, in a
way similar to that found in our data. Furthermore, this
model is also likely to resolve the apparent discrepancy be-
tween the current results that show a relationship between
accurate f0 and harmonic resolvability and those of Bernstein
and Oxenham �2003� where increasing peripheral resolvabil-
ity by presenting even and odd harmonics to opposite ears
did not improve f0 discrimination performance. The de
Cheveigné and Pressnitzer �2006� model is in principle con-

sistent with both sets of results because the model’s depen-
dence on harmonic number derives from the frequency se-
lectivity of the auditory periphery, which would not be
affected by dichotic presentation, but would be affected by
changes in stimulus level.

It is not clear how temporal models, including that of de
Cheveigné and Pressnitzer �2006�, could account for the in-
crease in f0 DLmin and pure-tone FDLs observed at the high
stimulus level, as phase locking in the auditory nerve does
not generally deteriorate at high levels �Johnson, 1980�. Fur-
thermore, physiological evidence shows that when tones are
presented in a background noise, the degree of phase locking
is mainly dependent on the SNR �Rhode et al., 1978; Abbas,
1981�, rather than absolute level. In our experiment, stimuli
were presented at equal SL across level, which is likely to
have yielded a roughly constant SNR at the filter output. One
possibility, suggested by a reviewer, is that the accuracy of
phase locking to a pure-tone frequency could be disrupted at
high stimulus levels by a relative increase in the ANF re-
sponse to low-frequency background-noise energy resulting
from the reduced filter tip-to-tail ratio.

2. Spectral models

Most spectral models of pitch are based on the concept
that individual resolved frequencies are first identified and
then compared to an internally stored template to derive the
f0 �e.g., Goldstein, 1973; Wightman, 1973; Terhardt, 1974;
1979�. Models in this category are generally consistent with
the observed shift in the f0 DL transition point toward higher
f0’s at a higher stimulus level. With increased filter band-
widths, higher f0’s will be needed to yield the increased
separation between adjacent partials needed for resolved har-
monics. Of course, all models that require resolved harmon-
ics fail to predict the �albeit poor� pitch perception elicited
by unresolved harmonics, and would therefore require a
separate temporal envelope pitch extraction mechanism to
account for these percepts.

The increase in the f0 DLmin and the pure-tone FDL with
level may also be consistent with spectral pure-tone fre-
quency encoding. Dye and Hafter �1980� observed a similar
effect of level on FDLs, but only for a relatively high-
frequency �4 kHz� tone. For a 500-Hz or 1-kHz tone, FDLs
decreased. This was interpreted in terms of reduced phase
locking at 4 kHz, leading to frequency being encoded via
spectral cues that are affected by the reduction in frequency
selectivity with level. Although 1.5 kHz is lower than the
frequency limits normally associated with a roll-off in phase
locking in frequency discrimination �e.g., Moore and Sek,
1995�, the similar effects of level observed in the Dye and
Hafter and the current studies, together with the parallel de-
pendence of frequency selectivity on level �experiment 2�,
suggest a possible role for spectral or spectro-temporal �as
opposed to purely temporal� encoding in the 1.5- to 3.5
kHz frequency region tested in the current experiment. A
spectral model might account for the effect of level on the
f0 DLmin and the pure-tone FDL in terms of a broadening of
the excitation pattern �e.g., Zwicker, 1970� or in terms of rate
saturation of the relatively large population of high
spontaneous-rate auditory-nerve fibers �Liberman, 1978� at

3926 J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 J. G. Bernstein and A. J. Oxenham: Level effects in pitch discrimination



high levels, leaving only a relatively small population of me-
dium or low spontaneous-rate fibers for rate-based frequency
encoding. However, a purely spectral model is unlikely to
account for the observed deterioration in pure-tone frequency
encoding �e.g., Moore and Sek, 1995� and resolved complex-
tone f0 discrimination performance �Moore et al., 2006� at
high absolute frequencies, thought to reflect the roll-off of
phase locking in the auditory nerve �Weiss and Rose, 1988�.

3. Harmonic-template spectro-temporal models

This class of pitch model uses a combination of place
and temporal information to extract the individual frequen-
cies of the harmonic components and calculate the f0. Like
purely spectral harmonic template models, these models also
require the resolution of individual harmonic frequencies,
and would therefore be likely to correctly predict an increase
in f0,tr with increasing level. In one type of model in this
class, frequency information is extracted from the rapid tran-
sitions in the filter phase response near CF �Shamma, 1985;
Cedolin and Delgutte, 2005�. These models might also ex-
plain the observed effect of level on f0 DLmin, in that phase
transitions, as measured on the basilar membrane, tend to
become more gradual with the increased filter bandwidths at
high stimulus levels �Rhode and Cooper, 1996; Ruggero et
al., 1997�.

Like the temporal models described above, spectro-
temporal models that involve the extraction of individual re-
solved frequencies from phase-locking information in the au-
ditory nerve �e.g., Srulovicz and Goldstein, 1983� do not
depend on cochlear frequency selectivity to identify the fre-
quencies of individual components. It is therefore not clear
whether they could account for the observed increased in
f0 DLmin with level. While these models might account for
the increased f0,tr in terms of a disruption of the temporal
coding of individual frequency components due to the inter-
action of unresolved harmonics, Delgutte �1984� argued that
the identification of individual frequency components based
on a Fourier analysis of auditory-nerve responses would be
robust to peripheral filtering.

VI. SUMMARY AND CONCLUSIONS

At high stimulus levels, f0 DL performance for
bandpass-filtered harmonic complexes deteriorates in two
ways. First, the transition from high �poor� to low �good� f0

DLs shifts to a higher f0, implying that a larger spacing
between adjacent harmonics is needed for good f0 discrimi-
nation performance. The shift in the f0 DL transition point as
a function of level closely matches estimates of harmonic
resolvability based on measures of auditory filter shapes and
hearing out harmonics, consistent with the idea that resolved
harmonics are necessary for accurate f0 discrimination per-
formance. Second, the minimum f0 DL �at the highest f0

tested� increases with increasing stimulus level, as does pure-
tone FDLs at a comparable frequency, indicating that even
resolved harmonic frequencies may be more poorly encoded
at high stimulus levels. Overall, the results provide evidence
in favor of spectral, spectro-temporal, or CF-dependent tem-
poral models of pitch perception that depend on peripheral

frequency selectivity to encode f0 information, but not nec-
essarily to the exclusion of temporal information.
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1The sigmoid function was defined as

10 log10�f0DL�%�� = DLmin + ��DLmax − DLmin��/��
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m�f0−f0,tr�

�

exp�− �f0��
2�df0� �1�

where DLmax and DLmin are the maximum and minimum values of
10 log10�f0 DL�%�� achieved at very low and very high f0’s, respectively,
m is the slope of the function, and f0,tr is the f0 that yields an f0 DL
halfway �on a log scale� between DLmin and DLmax.
2The set of filter parameters that best fit the masking data pooled across
listeners �not shown� was similar to the mean of each filter parameters fit to
the individual listeners shown in Table I.

3Excitation pattern model fits were not performed for each individual lis-
tener. Since the intersubject variability in the f0,tr level effects did not match
the intersubject variability in the ERB level effects, we would not expect
the excitation pattern model based on the same data to closely fit the f0 DL
data on an individual subject basis.
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This study tested the relationship between frequency selectivity and the minimum spacing between
harmonics necessary for accurate f0 discrimination. Fundamental frequency difference limens �f0

DLs� were measured for ten listeners with moderate sensorineural hearing loss �SNHL� and three
normal-hearing listeners for sine- and random-phase harmonic complexes, bandpass filtered
between 1500 and 3500 Hz, with f0’s ranging from 75 to 500 Hz �or higher�. All listeners showed
a transition between small �good� f0 DLs at high f0’s and large �poor� f0 DLs at low f0’s, although
the f0 at which this transition occurred �f0,tr� varied across listeners. Three measures thought to
reflect frequency selectivity were significantly correlated to both the f0,tr and the minimum f0 DL
achieved at high f0’s: �1� the maximum f0 for which f0 DLs were phase dependent, �2� the
maximum modulation frequency for which amplitude modulation and quasi-frequency modulation
were discriminable, and �3� the equivalent rectangular bandwidth of the auditory filter, estimated
using the notched-noise method. These results provide evidence of a relationship between f0

discrimination performance and frequency selectivity in listeners with SNHL, supporting “spectral”
and “spectro-temporal” theories of pitch perception that rely on sharp tuning in the auditory
periphery to accurately extract f0 information. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2372452�

PACS number�s�: 43.66.Hg, 43.66.Sr, 43.66.Fe, 43.66.Nm �JHG� Pages: 3929–3945

I. INTRODUCTION

Harmonic sounds are ubiquitous in the natural environ-
ment. The pitch of such sounds, usually corresponding to the
fundamental frequency �f0�, is a useful attribute in an every-
day listening environment. For example, pitch can convey
musical melody, prosody in running speech, and linguistic
information in Asiatic tonal languages. Pitch information can
also provide a cue for the segregation of simultaneous talkers
�e.g., Darwin and Hukin, 2000�, thus aiding speech intelligi-
bility in complex environments.

Listeners with sensorineural hearing loss �SNHL� are
often faced with an impaired ability to discriminate the f0 of
complex sounds �Hoekstra and Ritsma, 1977; Hoekstra,
1979; Moore and Glasberg, 1988; 1990a; Moore and Peters,
1992; Arehart, 1994; Moore, 1995; Arehart and Burns, 1999;
Moore and Moore, 2003; for a recent review, see Moore and
Carlyon, 2005�. The mechanisms underlying the pitch pro-
cessing deficit that accompanies SNHL remain poorly under-
stood. One possible cause is the reduction in peripheral fre-
quency selectivity that often accompanies SNHL �Glasberg
and Moore, 1986�. “Spectral” �e.g., Goldstein, 1973; Wight-

man, 1973; Terhardt, 1974; 1979� and some “spectro-
temporal” �e.g., Shamma and Klein, 2000; Cedolin and Del-
gutte, 2005� models of pitch are based on the assumption that
individual harmonics of a complex tone must be resolved
within the peripheral auditory system for the f0 to be suc-
cessfully extracted �for a recent review, see de Cheveigné,
2005�. These models predict that reduced harmonic resolv-
ability in listeners with SNHL due to the broadening of pe-
ripheral filters �e.g., Tyler et al., 1983; Glasberg and Moore,
1986; Moore et al., 1999� should impair pitch processing.

Certain results in normal-hearing �NH� listeners support
the role of frequency selectivity and harmonic resolvability
in f0 discrimination. A number of studies have found that f0

difference limens �DLs� increase substantially as the lowest
harmonic number present in the stimulus increases beyond
about 10 �Hoekstra, 1979; Houtsma and Smurzynski, 1990;
Shackleton and Carlyon, 1994; Bernstein and Oxenham,
2003; 2005; 2006; Moore et al., 2006�. The transition from
good to poor f0 discrimination appears to correspond reason-
ably well with the point at which individual harmonics can
no longer be heard out reliably �Bernstein and Oxenham,
2003�, and the point at which the phase relation between
components begins to affect f0 DLs �Houtsma and Smurzyn-
ski, 1990; Bernstein and Oxenham, 2005�, although the esti-
mated limit of resolvability varies somewhat, depending on
the method used �Plomp, 1964; Moore and Ohgushi, 1993;
Shackleton and Carlyon, 1994; Moore et al., 2006�. Further-
more, our companion paper �Bernstein and Oxenham, 2006�
found that the increase in auditory filter bandwidths at high
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stimulus levels in NH listeners is accompanied by a shift in
the transition point between good and poor f0 discrimination
towards higher f0’s �or lower harmonic numbers�, as would
be expected if low f0 DLs required the presence of resolved
harmonics.

Several studies have specifically investigated the rela-
tionship between frequency selectivity and f0 discrimination
in listeners with SNHL, but none has identified a strong cor-
relation between the two �Hoekstra, 1979; Moore and Glas-
berg, 1990a; Moore and Peters, 1992�. Moore and Glasberg
�1990a� measured f0 discrimination in listeners with unilat-
eral SNHL for harmonic complexes containing both low- and
high-order harmonics �1-12� and for complexes containing
only high-order, less well resolved harmonics �6-12�. They
also estimated frequency selectivity by measuring auditory
filter shapes �Glasberg and Moore, 1986�. No significant cor-
relation between frequency selectivity and f0 discrimination
was observed, although none of the listeners with poor fre-
quency selectivity showed normal f0 discrimination. In a re-
lated study, Moore and Peters �1992� investigated frequency
selectivity and f0 discrimination in both young and elderly
NH and hearing-impaired �HI� listeners. While they found
both reduced frequency selectivity and reduced f0 discrimi-
nation performance for many of the HI listeners, there was
only a weak correlation between the two measures.

Hoekstra �1979� and Hoekstra and Ritsma �1977� also
measured f0 discrimination in listeners with hearing impair-
ment believed to be of cochlear origin. They used harmonic
complexes with a range of f0’s, bandpass filtered into a fixed
spectral region. They found that f0 DLs decreased with in-
creasing f0, but that the transition between small and large f0

DLs occurred at higher f0’s for HI listeners. This result is
consistent with the idea that listeners with SNHL require a
larger spacing between components to yield resolved har-
monics and therefore good f0 discrimination. Although
Hoekstra �1979� and Hoekstra and Ritsma �1977� estimated
frequency selectivity using psychophysical tuning curves
�PTCs� in a subset of the HI listeners, the number of listeners
in this subset was too small to permit a correlational analysis
of the relationship between f0 discrimination and frequency
selectivity. Nevertheless, Hoekstra and Ritsma �1977� noted
that those listeners with abnormally high f0 DL transition
f0’s also demonstrated abnormal PTCs, suggesting a relation-
ship between the two measures. Arehart �1994�, who varied
the number of the lowest harmonic present, also found that
the transition between small and large f0 DLs occurred at a
lower harmonic number for listeners with SNHL than for
normal-hearing listeners, but did not relate this measure to
estimates of peripheral frequency selectivity.

The goal of current study was to test the hypothesis that
the harmonic spacing at which f0 DLs change from large to
small is dependent on peripheral frequency selectivity. This
study differs from previous investigations of the relationship
between f0 discrimination and frequency selectivity in that it
�1� focuses on the point of transition between large and small
f0 DLs �Experiment 1�, and �2� relates this transition to mea-
sures of frequency selectivity �Experiments 2 and 3� in a
sufficiently large and diverse population of HI listeners to
enable a correlational analysis. The harmonic complexes

were filtered into a passband extending from 1500 to
3500 Hz. Single-frequency measures of frequency selectivity
and frequency discrimination used a signal frequency of
1500 Hz. This value, representing the lower cutoff of the
passband for the complexes, was selected because it was the
point at which the harmonics within the complex should
have been best resolved, and is likely to represent the upper
limit of performance �Houtsma and Smurzynski, 1990�.

II. EXPERIMENT 1: FUNDAMENTAL FREQUENCY
DIFFERENCE LIMENS

A. Rationale

Experiment 1 measured f0 DLs as a function of f0 for
harmonic complexes, bandpass filtered into a fixed spectral
region, in listeners with SNHL. By investigating the depen-
dence of f0 DLs on harmonic resolvability while keeping the
frequency region constant, this paradigm avoided a possible
confounding factor of SNHL that varies across frequency
regions, which might arise in a paradigm that keeps f0 con-
stant while varying harmonic number �e.g. Houtsma and
Smurzynski, 1990; Bernstein and Oxenham, 2003�. With this
paradigm, it is possible that listeners could have tracked in-
dividual frequencies rather than the f0 in the case of resolved
harmonics �Houtsma and Goldstein, 1972�. However, Moore
and Glasberg �1990b� demonstrated that listeners tend to
base their pitch comparisons on the missing f0 rather than on
the frequencies of individual resolved components, even in
cases where it would be advantageous to ignore the missing
f0.

Harmonic stimuli were presented in both sine and ran-
dom phase to give an estimate of harmonic resolvability
based on the phase dependence of f0 DLs. In NH listeners,
the phase relationships between harmonic components have
been shown to affect f0 DLs for complexes containing only
high-order harmonics but not for those containing low-order
harmonics �Moore, 1977; Houtsma and Smurzynski, 1990;
Bernstein and Oxenham, 2005�. This result is generally in-
terpreted in terms of harmonic resolvability. For high-order
unresolved harmonics that interact within individual periph-
eral filters, the phase relationship between components af-
fects the temporal envelope and therefore the pitch percept
associated with these complexes. In contrast, low-order re-
solved harmonics do not interact appreciably within indi-
vidual peripheral filters, so the pitch percept associated with
these harmonics is not affected by phase manipulations.

B. Listeners

Ten listeners �four female� with SNHL participated in
the study. Pure-tone audiograms were measured using an
AD229e diagnostic audiometer �Interacoustics� and TDH39
headphones. Bone-conduction threshold measurements �Ra-
dioear B-71� verified that the hearing loss for each listener
was sensorineural in nature, based on the absence of any
air-borne gaps larger than 10 dB. All listeners had moderate
�30–65 dB HL re ANSI-1996� losses at audiometric frequen-
cies between 1.5 and 4 kHz,1 the relevant frequencies for the
stimulus frequency range �1.5–3.5 kHz� used in the study,
with two exceptions where the hearing loss still fell within
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the specified range between 1.5 and 2 kHz, but was milder at
higher frequencies.2 A threshold equalizing noise �TEN� test
for octave frequencies between 0.25 and 8 kHz verified the
absence of “dead regions” in each listener �Moore et al.,
2000�. Ages ranged from 27 to 78 years, with a mean of 49.7
and a median of 50.5 years. One HI listener �I6� was a
trained musician with decades of musical experience, while
the remaining HI listeners were nonmusicians. For each HI
listener, measurements were made for the ear in which the
hearing loss fell between 30 and 65 dB HL. If both ears met
this criterion, the ear with the greater hearing loss was se-
lected. Listeners with symmetrical losses were given their
choice of test ear. One listener with an asymmetrical loss �I9�
was tested in both ears. For simplicity, the two ears of this
listener were treated as if they were from separate listeners
�I9�1� and I9�r��, so that the total number of HI listeners was
considered to be eleven. Audiograms for the 11 ears with

SNHL are shown in Fig. 1, with vertical lines indicating the
1.5–3.5 kHz stimulus region tested in this study.

The study was designed to investigate correlations be-
tween f0 discrimination and frequency selectivity within a
group of listeners with SNHL, rather than to compare groups
of NH and HI listeners. Nevertheless, three NH listeners �one
female� were also included in the study to provide base line
measurements. Normal-hearing listeners had audiometric
thresholds of 15 dB HL or less re ANSI-1996 at octave fre-
quencies between 0.25 and 8 kHz. The ages of the NH lis-
teners were 19, 20, and 52 years. Each NH listener was
tested with stimuli presented to the left ear. Two NH listeners
�N1 and N2� were trained musicians with more than five
years of formal training, while the third NH listener �N3�
was a nonmusician. Table I provides audiological informa-
tion for each NH and HI listener, as well as information
regarding the stimulus level�s� tested in each of the three
experiments �see Sec. II C 2�. All listeners were paid for their
time.

C. Method

The stimuli and methods for estimating f0 DLs were
similar to those used by Bernstein and Oxenham �2006�, as
described below.

1. Stimuli

Fundamental frequency DLs were measured as a func-
tion of f0 for 500-ms �including 30-ms raised co-sine rise
and fall ramps� random- and sine-phase harmonic com-
plexes, bandpass filtered between 1.5 and 3.5 kHz, with
50 dB/oct. slopes. New phases were selected for each pre-
sentation of a random-phase complex. The filtering operation

FIG. 1. Audiograms for the ten HI listeners �11 ears� who participated in the
study. Vertical lines represent the 1.5–3.5 kHz stimulus region used in Ex-
periments 1–3.

TABLE I. Audiological and stimulus level information for the ten HI listeners �11 ears� and three NH listeners
who participated in the study. �*� Measurements were made in both the left and right ears of listener I9. �**�
Absolute thresholds were not measured in NH listeners using the adaptive technique and HD 580 headphones
that were used in Experiments 1–3.

Listener Age Sex
Test
ear

Audiometric
threshold at

1.5 kHz
�dB HL�
TDH 39

Max.
adaptive

threshold,
1.5–3.5

kHz
�dB SPL�
HD 580

TEN level
�dB SPL/

ERBN�

Hearing impaired I1 29 F R 50 49.3 50
I2 58 M L 45 46.3 50
I3 67 M R 30 36.5 50
I4 58 F L 35 44.8 50
I5 52 M R 55 48.2 50
I6 78 F R 27.5 47 50
I7 27 M L 60 57 60
I8 33 M L 35 50.2 50

I9�l�* 46 F L 45 58.7 60
I9�r�* 46 F R 65 61 62
I10 49 M L 40 46 50

Normal hearing N1 19 M L −5 ** 50,65
N2 20 M L −2.5 ** 50,65
N3 52 F L 5 ** 50,65
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was implemented in the spectral domain by first adjusting the
amplitude of each sinusoidal component, and then summing
all of the components together.

Random-phase harmonic complexes were chosen be-
cause they are known to yield very poor f0 DLs �on the order
of 5–10% of the f0; Bernstein and Oxenham, 2003; 2005;
2006� when the harmonics are unresolved, thus producing a
large f0 DL difference between low and high f0’s and pro-
viding the best opportunity to observe the transition from
large to small f0 DLs. Sine-phase conditions were included
to give an estimate of harmonic resolvability based on the
phase dependence of f0 DLs. At least nine f0’s were tested
for each HI listener �75, 125, 150, 175, 200, 250, 325, 400,
and 500 Hz�. Higher f0’s �750 Hz and, in one case, 1500 Hz�
were tested for some HI listeners for whom the 500-Hz f0

DL appeared to be larger than the 1500-Hz pure-tone fre-
quency difference limen �FDL� in a pilot run, suggesting that
the f0 DL had not reached its asymptotic value. For NH
listeners, nine f0’s �75–500 Hz� were tested in the random-
phase conditions. The 500-Hz f0 was not tested for the sine-
phase conditions, resulting in a total of eight f0’s tested in
these listeners.

2. Stimulus level

It was desirable to keep both the sensation level �SL�
and overall sound pressure level �SPL� similar for all listen-
ers so as to control for the known influences of these two
factors on f0 discrimination performance �respectively,
Hoekstra, 1979; Bernstein and Oxenham, 2006�. Therefore,
all stimuli were presented in a background of threshold
equalizing noise �TEN; Moore et al., 2000�, which is in-
tended to yield pure-tone detection thresholds in noise that
are approximately constant across frequency. Presented in a
TEN background, pure tones presented at equal SPL will
also have roughly equal SL. For each HI listener, the TEN
was set to a level that, in a NH listener, would yield tone-in-
noise detection thresholds at least as high as the HI listener’s
detection thresholds in quiet. Initially, the TEN level was
intended to be the same for all listeners. Tone-in-quiet
thresholds, estimated using a three-interval three-alternative
forced-choice, two-down, one-up adaptive procedure, were
no higher than 50 dB SPL in the 1.5–3.5 kHz range for each
of the first five HI listeners recruited for the study. For these
listeners, the level of the background noise was set to 50 dB
SPL per ERBN, where ERBN is the equivalent rectangular
bandwidth of auditory filters in NH listeners as described by
Glasberg and Moore �1990�. After measurements had been
made for the initial five listeners, five additional listeners �six
ears� were recruited for the study. Three of these six addi-
tional ears had at least one tone-in-quiet threshold in the
1.5–3.5 kHz range above 50 dB SPL. For these ears, the
TEN level �Table I, column 7� was set to 60 dB SPL �two
ears� or 62 dB SPL �one ear� depending on the maximum
absolute threshold measured in the 1.5–3.5 kHz range �Table
I, column 6�.

To set stimulus levels, detection thresholds were mea-
sured for pure tones in the TEN background. The 0 dB SL
reference was determined for each listener individually, and
was taken as the mean of six threshold measurements, two

estimates each for pure-tone frequencies of 1.5, 2, and
3 kHz. Across the HI listeners, the 0 dB SL reference ranged
from −2.9 to +3.5 dB re the TEN level in dB SPL/ERBN.

Because of the different levels tested for the HI listeners,
NH listeners were tested with both 50 dB SPL/ERBN and
65 dB SPL/ERBN TEN, to ensure that stimuli were pre-
sented at a level at least as high as the highest level presented
to HI listeners. Due to a lack of testing time, sine-phase
conditions were not tested at the higher level in NH listeners.
Across the NH listeners, the 0 dB SL reference ranged from
−3.8 to −1.8 dB and from −3.1 to −1.0 dB re the 50 and
65 dB SPL/ERBN TEN levels, respectively.

Stimuli were presented at a nominal 12.5 dB SL per
component in a TEN background at the levels specified in
Table I. Exceptions to the procedure for setting the stimulus
level were made for three listeners �two NH, one HI� where
the stimuli presented in 62–65 dB SPL/ERBN noise were
uncomfortably loud at the 75- and/or 125-Hz f0. For the
listeners and conditions where this occurred, stimulus levels
were reduced somewhat, or the conditions were eliminated.3

To prevent contralateral detection of the stimuli, uncorrelated
TEN was presented to the nontest ear at 20 dB below the
level of that presented to the test ear.

3. Procedure

Five f0 DL measurements were made for each combina-
tion of f0, phase, and stimulus level. For each listener, all of
the random-phase conditions were tested before the sine-
phase conditions because the decision to include sine-phase
measurements was not made until the random-phase data had
already been collected for the first five HI listeners. FDLs for
a 1500-Hz pure tone were measured as an additional condi-
tion interspersed with the f0 DL estimates for harmonic com-
plexes. Five FDL measurements each were interspersed with
the measurements involving random- and sine-phase stimuli.
The f0 and stimulus level conditions were presented in ran-
dom order.

Fundamental frequency DLs and FDLs were estimated
in a three-interval three-alternative forced-choice �3I-3AFC�
adaptive procedure, using a two-down, one-up algorithm to
track the 70.7% correct point on the psychometric function
�Levitt, 1971�. Two intervals contained a stimulus with a
reference f0 �f0,ref� and the other interval contained a com-
plex with a higher f0. The listener’s task was to identify the
interval containing the complex with the higher pitch. The f0

difference ��f0� was initially set to 20% of the f0, changed
by a factor of 1.59 until the second reversal, and then
changed by a factor of 1.26 for six more reversals. The f0 DL
was estimated as the geometric mean of the �f0’s at the last
six reversal points.

To reduce the potential effectiveness of loudness as an
alternative cue, the root-mean-squared �rms� power was first
equalized across the three intervals by increasing the stimu-
lus level per component for the interval containing the higher
f0, and then a random level perturbation was added to each
interval, chosen from a uniform distribution of ±2.5 dB. In
addition, f0,ref was roved from trial to trial within a run,
chosen from a uniform distribution between ±5% of the av-
erage f0. This was intended to encourage listeners to com-
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pare the pitches of the stimuli across each of the intervals of
one trial, rather than comparing the pitch in each interval
with some internally stored representation of the f0,ref, al-
though the f0 roving may not have been effective for low f0’s
where the measured f0 DLs were relatively large.

4. Apparatus

The stimuli were generated digitally and played out via a
soundcard �LynxStudio LynxOne� with 24 bit resolution and
a sampling frequency of 32 kHz. The stimuli were then
passed through a programmable attenuator �TDT PA4� and
headphone buffer �TDT HB6� before being presented to the
listener via one earpiece of a Sennheiser HD 580 headset.
Listeners were seated in a double-walled sound-attenuating
chamber. Intervals were marked by colored boxes on a com-
puter screen, and visual feedback �correct/incorrect� was pro-
vided following each response.

D. Results

Figure 2 plots f0 DLs as a function of f0 for six sample
HI listeners �I5, I6, I7, I9�l�, I9�r�, and I10�, representing the
range of results observed across the 11 HI ears, and the mean
f0 DLs across the three NH listeners at each of the two
stimulus levels. Each of the five HI listeners for whom data
are not shown yielded very similar results to other subjects
shown in Fig. 2. Results for listeners I2, I3, and I4 were, like
I6 and I10, very similar to those for the NH listeners, while
listeners I1 and I8 showed more abnormal results, compa-
rable to those for I7 and I9�r�. “Low” and “high” levels for
NH listeners refer to stimuli presented in 50 and 65 dB
SPL/ERBN background TEN, respectively. Random-phase
conditions are denoted by circles and sine-phase conditions
by squares. The solid lines in Fig. 2 represent fitted functions
to the random-phase data, and the dashed vertical lines rep-
resent midpoints of the transitions in the functions, as de-
scribed in Sec. V A.

Four main findings are apparent in the results. First, for
most listeners and phase conditions, f0 DLs generally transi-
tioned from large to small with increasing f0. This is consis-
tent with previous results in NH listeners �Hoekstra, 1979;
Shackleton and Carlyon, 1994; Bernstein and Oxenham,
2005; 2006� and is thought to reflect the transition from all
unresolved to some resolved harmonics, although Moore et
al. �2006� have interpreted this result as reflecting a progres-
sive decline in the ability to use temporal fine-structure in-
formation �see Sec. VI B�. Second, the f0 where the f0 DL
transition occurred �the f0 transition point, f0,tr�, varied
across listeners. NH listeners and listeners with relatively
mild hearing loss �e.g., I6 and I10� showed the transition at a
relatively low f0 of around 200 Hz, whereas listeners with
more severe hearing loss �e.g., I7 and I9�r�� tended to have
transitions at higher f0’s of 500 Hz or more. The hypothesis
that the across-listener variability in the f0 DL transition
point is related to frequency selectivity is examined quanti-
tatively in Sec. V. Third, the results from some HI listeners
show substantial nonmonotonicities in the pattern of results
�e.g., I5, I7, and I9�r��. For these listeners, f0 DLs are el-
evated at moderate f0’s, which may result from unresolved

harmonics that yield an envelope repetition rate too high to
be processed efficiently �e.g., Kohlrausch et al., 2000�. Over-
all, flat or nonmonotonic f0 DL functions were observed for
three and five HI listeners �out of 11� in the random- and
sine-phase conditions, respectively. Fourth, for most listen-
ers, the phase relationships between harmonics affected f0

DLs for low f0’s, but not high f0’s, consistent with previous
results in NH hearing listeners �Houtsma and Smurzynski,
1990; Bernstein and Oxenham, 2003� and with the idea that
complexes with high f0’s contain mostly resolved harmonics.
This result provided an additional estimate of harmonic re-
solvability �see Sec. V A 3� based on the range of stimulus
f0’s for which there was an f0 DL phase effect.

III. EXPERIMENT 2: MODULATION DISCRIMINATION

A. Rationale

Frequency selectivity was estimated by measuring lis-
teners’ ability to discriminate between sinusoidal amplitude

FIG. 2. �Top six panels� f0 DLs plotted as a function of f0, and FDLs for a
1500 Hz pure-tone FDL, for six example HI listeners. �Bottom two panels�
mean f0 DLs and FDLs across the three NH listeners at two stimulus levels.
Error bars indicate the standard deviation of the five f0 DL or FDL mea-
surements for each HI listener, and the standard deviation across the three
mean f0 DLs or FDLs for NH listeners. Dashed curves indicate the sigmoid
functions that best fit the random-phase data, for each individual HI listener
or the mean NH data �see Sec. V A�. Vertical dashed lines indicate the f0,tr,
defined as the f0 that yielded random-phase f0 DLs halfway �on a log scale�
between maximum and minimum.
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modulation �SAM� and quasi-frequency modulation �QFM;
Zwicker, 1952�. The two sounds were three-tone complexes
with identical amplitude spectra but different relative phases
between components. Previous results have shown that HI
listeners can perform this task out to higher modulation fre-
quencies than can NH listeners �Nelson and Schroder, 1995�,
and that performance improves at high stimulus levels for
NH listeners �Nelson, 1994�. This is thought to be because
the wider peripheral filters associated with SNHL �or high
stimulus levels in NH listeners� increase the likelihood of
peripheral interactions between components. The hypothesis
that small f0 DLs require resolved harmonics suggests that
better SAM/QFM discrimination �i.e., a higher maximum
modulation frequency� should correlate with poorer f0 dis-
crimination performance �i.e., a higher f0,tr�. One advantage
of testing this prediction is that HI listeners should perform
better than NH listeners, such that the interpretation of the
results should not be confounded by any nonspecific percep-
tual or cognitive deficits for the HI listeners �who were, on
the average, older than the NH listeners�. Also, this experi-
ment estimates frequency selectivity by varying the spacing
between adjacent frequency components, a situation analo-
gous to that of the f0 DL measures in Experiment 1.

B. Methods

As in the studies of Nelson �1994� and Nelson and
Schroder �1995�, the current experiment measured discrimi-
nation between SAM and QFM complexes as a function of
the modulation frequency �fm�. The carrier frequency �fc�
was fixed at 1500 Hz �the lower cutoff frequency of the
bandpass filter used in Experiment 1�. In this three-interval
three-alternative forced-choice task, two intervals contained
SAM complexes and the third contained a QFM complex.
Listeners were asked to identify the interval containing the
stimulus that was different from the other two. Visual feed-
back �correct/incorrect� was provided. Each interval con-
sisted of a three-component tone complex, with frequencies
fc− fm, fc, and fc+ fm, and duration 500 ms �including 30 ms
raised cosine onset and offset ramps�. The intervals were
separated by silent gaps of 375 ms.

The wideband background TEN was not used in this
experiment because it was found to be too distracting and
detrimental to performance in the modulation discrimination
task. Instead, a low-pass TEN with a cutoff frequency of
�fc−1.95fm� was used to mask any distortion products occur-
ring at frequencies of fc−2fm or below. The low-pass TEN
had the same spectral characteristics as the wideband TEN of
Experiment 1 for frequencies below its cutoff. The low-pass
TEN was turned on 250 ms before the first interval and
turned off 250 ms following the offset of the third interval,
for a total duration of 2750 ms.

Although the wideband TEN was not used, the level of
the center component was set at a SPL equal to the 12.5 dB
SL level that was used in Experiment 1, adjusted for each
listener. The level of each sideband was 6 dB below that of
the center component, producing 100% amplitude modula-
tion in the SAM case. The SAM complexes were generated
by setting the three components to be in sine starting phase.
The QFM complexes were identical to the SAM complexes

except that the starting phase of the center component was
advanced by 90°.

The fm’s were set to the f0 values tested in the sine-
phase conditions of Experiment 1 �eight fm’s for NH listen-
ers, nine or ten fm’s for HI listeners�. Each run included four
trials for each fm, presented in random order. Each HI lis-
tener completed 13 runs for a total of 52 stimulus presenta-
tions for each fm, with two exceptions, detailed below. Each
NH listener was tested with the stimulus level set relative to
the detection threshold in both the 50 and 65 dB SPL/ERBN

TEN, with 13 runs presented at each level. The same 11 HI
and 3 NH listeners from Experiment 1 participated in this
experiment. Each listener completed at least 1 h of practice
before the measurement period began.

Two HI listeners �I6 and I8� were unable to achieve
much above chance performance even for the lowest fm

tested of 75 Hz, unless the randomization of fm within a run
was greatly diminished. For these two listeners, eight trials
each of two fm’s were presented within a run. Seven runs
were completed for each pair of fm’s for a total of 56 stimu-
lus trials per fm. With this modification, one of the listeners
�I6� still failed to achieve 100% correct for the 75 Hz fm.
Two additional fm’s �25 and 50 Hz� were added for this lis-
tener, who achieved near-perfect performance at both fm’s.

C. Results

The upper six panels of Fig. 3 show the percent correct
as a function of fm for the same six sample HI listeners
whose f0 DLs were shown in Fig. 2. Again, the performance
of the listeners not shown was generally within the range of
those shown in the graphs. The lower two panels of Fig. 3
show the percent correct for each of the three NH listeners
for each fm at the low and high stimulus levels. Each listener
showed qualitatively similar results, with performance de-
creasing from near 100% correct for the lowest fm tested to
near chance �33%� for the highest fm tested. The solid lines
represent sigmoidal fits, and the vertical dashed lines repre-
sent estimates of the 66.7% correct point based on the fitted
functions, as described in Sec. V A 4. No consistent non-
monotonicities were observed in the results, suggesting that
the nonmonotonicities observed by Nelson and Schroder
�1995� may have derived from combination tones that were
masked by the low-pass noise in the current experiment. The
data shown in Fig. 3 generally support the hypothesis that
listeners with poorer frequency selectivity can perform better
than normal �i.e., out to a higher modulation frequency� in
the modulation discrimination task. NH listeners and HI lis-
teners with mild hearing loss �e.g., I6 and I10� who per-
formed best at f0 discrimination �Fig. 2� performed worst at
discriminating QFM from SAM �Fig. 3�. Conversely, listen-
ers with more moderate-to-severe hearing loss who were
poor discriminators of f0 performed best at discriminating
QFM from SAM at high modulation frequencies �e.g., I5, I7,
I9�l�, and I9�r��. However, this was not always the case. For
example, I8 had a relatively high f0,tr but still showed diffi-
culty in performing this task. The relationship between per-
formance in this task and the f0 DLs measured in Experiment
1 is evaluated in more detail for all listeners in Sec. V.
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IV. EXPERIMENT 3: AUDITORY FILTER SHAPES

A. Rationale

The current standard for evaluating peripheral frequency
selectivity in the spectral domain is the notched-noise
method of auditory filter-shape estimation �Patterson, 1976�.
This experiment used a “fixed signal level” version of the
notched-noise method described by Rosen and Baker �1994�
to estimate auditory filter bandwidths in the NH and HI lis-
teners who participated in Experiments 1 and 2. The level of
the notched-noise masker that just masked a pure tone was
measured as a function of the masker’s spectral notch width.
At threshold, this paradigm is thought to deliver roughly
constant overall �signal plus noise� power across notch
widths at the output of auditory filter in question, thus reduc-
ing the possible confounding influence of variations in filter
shape with input level.

B. Methods

Throughout the experiment, the pure-tone signal had a
constant frequency �fsig� of 1500 Hz, corresponding to the

low-frequency edge of the passband in Experiment 1. The
signal was fixed at the SPL level corresponding to 10 dB SL
�adjusted for each listener individually� re the TEN level that
was used in Experiment 1. Although the signal SPL was
adjusted relative to the detection threshold in TEN, the TEN
background was not used. The NH listeners were only tested
with the signal at one level �10 dB re the detection threshold
in 50 dB SPL/ERBN TEN� because a signal at the higher
level could not be comfortably masked for wide notch widths
in these listeners.

Each trial in the experiment consisted of three intervals,
each with a 700-ms duration, separated by 500-ms silent
gaps. Two of the intervals contained only a 700 ms noise
burst �including 10-ms raised-cosine onset and offset ramps�.
The other interval also contained a 500-ms pure-tone signal
�including 30-ms raised-cosine onset and offset ramps�, tem-
porally centered within the noise burst. The listeners’ task
was to identify which of the three intervals contained the
pure-tone signal. A 3I-3AFC procedure with a two-up, one-
down adaptive algorithm tracked the 70.7% correct point
�Levitt, 1971�. The spectrum level of the noise �dB SPL/Hz�
was initially set to −35 dB re the TEN noise level �dB
SPL/ERBN� for each listener, and changed by 8 dB for the
first two reversals, 4 dB for the next two reversals, and 2 dB
for the last eight reversals. Threshold was estimated as the
mean of the noise levels at the last eight reversal points.
Reported thresholds are the means of three such threshold
estimates.

The noise masker consisted of two bandpass noises,
each with a bandwidth of 200 Hz. The notch width was
defined in terms of the deviations from the signal fre
quency, expressed as a proportion of fsig, of both the high-
frequency edge of the lower-frequency noise band ��f l�
and the low-frequency edge of the upper-frequency noise
band ��fu�. Five symmetrical notch conditions were
presented, with equal �f l and �fu values of 0, 0.1,
0.2, 0.3, and 0.4fsig. To allow for the possibility of asym-
metrical filters, there were also four asymmetric conditions
���f l ,�fu�= �0.1fsig ,0.3fsig� , �0.2fsig ,0.4fsig� , �0.3fsig ,0 .1sig�,
and �0.4fsig ,0.2fsig��. A low-pass noise was included to mask
any possible low-frequency combination bands �Greenwood,
1972� that could facilitate the detection of the signal, with a
cutoff frequency equal to the low-frequency edge of the
lower-frequency noise band and a spectrum level 20 dB be-
low that of the notched noise.

C. Analysis

A standard fitting procedure was used to derive auditory
filter shapes from the data �Glasberg and Moore, 1990�. The
fitting procedure took into account the Sennheiser H580
transfer function, the middle-ear transfer function, the possi-
bility of off-frequency listening, and variations in filter band-
width with center frequency �CF�, as described by Glasberg
and Moore �1990�. Four different filter-shape models were
tested, based on all permutations of symmetrical or asym-
metrical filter tips �same or different upper- and lower-
frequency slopes, pl and pu� and the presence or absence of a
dynamic range limit �r� on the lower-frequency slope. The

FIG. 3. Results of Experiment 2, showing the percentage correct in dis-
criminating between SAM and QFM as a function of fm, the frequency
spacing between components, for the six sample HI listeners of Fig. 2 �top
six panels�, and for the three NH listeners at the two stimulus level �two
lower panels�. Dashed curves indicate the sigmoid function that best fit the
data for each HI listener or for the pooled NH data at each level. Vertical
dashed lines indicate the estimate of the threshold fm �fm,tr� yielding 67%
correct performance, halfway between perfect performance �100%� and
guessing �33%�.
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dynamic range limit was never applied to the upper-
frequency slope, thus simulating the uniformly steep upper
slope often found in auditory-nerve and basilar-membrane
tuning curves �e.g. Kiang et al., 1965; Sellick et al., 1982�.
The signal-to-noise ratio at the output of a model filter re-
quired for signal detection provided an additional free pa-
rameter in all four models. All four filter models yielded
similar rms fitting errors �Table II�, although there was a
small advantage for filter models incorporating a larger num-
ber of free parameters. Bernstein and Oxenham �2006� found
that variation in the f0,tr across stimulus level in NH listeners
was well accounted for by variation in the dynamic range
limitation across level in the auditory filter model used to fit
the notched-noise masking data. Therefore, in the current
study, a filter model with a dynamic range limitation was
chosen to characterize frequency selectivity for the regres-
sion analyses described in Sec. V. Because the rms error was
only marginally improved by the addition of a fourth free
parameter in the asymmetrical case, the filter model with a
symmetrical tip was selected. The asymmetrical application
of the dynamic-range limitation and the combination of off-
frequency listening and proportional variation in filter band-
width with CF accounted reasonably well for unequal thresh-
old measurements in the four asymmetric notch conditions
�overall rms fitting error 1.16 dB vs 1.31 dB for the symmet-
ric conditions�. The equivalent rectangular bandwidths
�ERBs� of the filters were derived from the fitted parameters.

D. Results

Figure 4 shows the notched-noise masking data along
with the masking predictions based on the best-fitting filter
functions �solid lines� for each of the six example HI listen-
ers �upper six panels� from Figs. 2 and 3, and for the mean of
the three NH listeners �lower panel�. As in Figs. 2 and 3, the
performance of the listeners not shown was generally within
the range of those shown in the graphs. Circles represent
conditions with symmetrical noise notches, while left- and
right-pointing triangles represent asymmetrical conditions
where �f l was greater than and less than �fu, respectively.
The simple filter-shape model yielded a reasonable fit to the
data for each listener. As expected, HI listeners generally
showed broader frequency selectivity than did NH listeners.
This can be seen in Fig. 4 by the generally shallower increase
in masker level as a function of notch width in the HI than in
the NH listeners. Although for illustrative purposes fits are
shown for the mean NH data in the lower panel of Fig. 4, fits

were performed for each individual NH listener for the
across-listener analyses described in the following section.

V. ANALYSIS

A. Summary measures

Each of the experiments described above yielded sum-
mary values that were then used to derive correlations be-
tween the measures of f0 discrimination �Experiment 1� and
the measures of frequency selectivity �Experiments 1, 2, and
3�. The different summary measures, and the way they are
derived, are described below. The values for each of these
measures for each listener are shown in Table III, with bold-
face entries indicating HI values that fell more than two stan-
dard deviations above the mean NH values �or above or be-
low the mean NH values in the case of the f0 DL slope, see
Sec. V A 2� at a comparable stimulus level.4 Although the
experimental design was intended to investigate correlations

TABLE II. The accuracy of four auditory filter models in fitting the
notched-noise masking data across 14 NH and HI listeners.

Filter tip

Dynamic
range

limitation?
Free

parameters

rms
fitting

error �dB�

Symmetric Yes 3 1.24
Asymmetric Yes 4 1.14
Symmetric No 2 1.42
Asymmetric No 3 1.31

FIG. 4. The notched-noise masking level needed to just mask a 1500 Hz
probe tone presented at 10 dB re the threshold in TEN at the level indicated
in Table I. Circles indicate notches that are symmetrical around the probe-
tone frequency. Left- and right-pointing triangles indicate asymmetrical
notches, shifted toward lower and higher frequencies, respectively. For the
asymmetrical conditions, data are plotted according to the notch edge closest
to the probe frequency, and the second notch edge was 0.2/ fsig farther away
from the probe frequency. Solid lines indicate the predicted masker levels
based on the best fitting auditory filter shape. Error bars indicate the stan-
dard deviation across the three masking measurements for the HI listeners,
or across the three NH listeners.
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between f0 discrimination and frequency selectivity mea-
sures rather than to compare groups of impaired and normal
listeners, this information is provided to demonstrate that
many impaired listeners showed quantitatively abnormal re-
sults.

Four measures of f0 discrimination performance were
derived from the random-phase f0 DL data. A sigmoid
function5 was fit to the log-transformed f0 DL vs. log-
transformed f0 data �Fig. 2�. A fit was made to the data for
each HI listener and separately to the data at each of the two
stimulus levels for each NH listener. The fitting procedure
adjusted four free parameters, representing estimates of �1�
the maximum �f0 DLmax� and �2� the minimum f0 DL
�f0 DLmin� attained at very low and very high f0’s, respec-
tively, �3� the f0 at which f0 DLs transitioned from large to
small �f0,tr�, and �4� the slope �m� of the transition. The FDL
data measured for the 1500 Hz pure tone were included in
the fitting procedure, with f0 set to infinity, because a pure
tone can be thought of as “infinitely” resolved.6 With the f0

set to infinity, the FDL data should only directly influence the
estimate of the parameter f0 DLmin, since changes in f0,tr, f0

DLmax and m do not affect the value of the sigmoid function
at an f0 of infinity. Because the nonmonotonicities observed
in the sine-phase f0 DL data prohibited a satisfactory fit for
some listeners, only the random-phase data were analyzed in
this way. The sigmoid functions that best fit the random-
phase data are shown as solid curves in Fig. 2. While fitted
curves are shown for the mean NH data in the lower two

panels in Fig. 2, fits were made for each individual NH lis-
tener for the regression analyses described in Sec. V B, be-
low.

1. The f0 DL transition point „f0,tr…

The f0,tr, one of the parameters in the sigmoid fitting
procedure, provides an estimate of the f0 for which DLs were
halfway �on a log scale� between maximum and minimum.
Seven out of 11 HI ears had an f0,tr more than two standard
deviations above the NH mean at a comparable level �bold-
faced entries in Table III�.

2. Maximum and minimum f0 DL values „f0 DLmax and
f0 DLmin… and the f0 DL slope „m…

These values were also derived from the sigmoidal fits
to data in Experiment 1. The values of f0 DLmax and f0 DLmin

provide estimates of the f0 discrimination performance asso-
ciated with completely unresolved and resolved harmonics,
respectively. The value of m provides an estimate of the rate
at which the f0 DL transitioned from its maximum to mini-
mum value. These three summary measures did not form part
of the original hypothesis regarding pitch discrimination and
frequency selectivity, but certain relationships were found
between f0 DLmin and the other measures, which are de-
scribed in the correlational analyses below. The f0 DLmin was
more than two standard deviations above the NH mean at a
comparable level for seven out of the 11 impaired ears �bold-
faced entries in Table III�. The elevated f0 DLmin in HI lis-

TABLE III. Best-fit estimates for individual listeners of four aspects of the f0 DL data and three frequency selectivity estimates. Logarithmic transformations
of the data shown here �except for m which is already in the logarithmic domain in Eq. �1�� were used in the correlation analyses of Figs. 6–8 and Table IV.
Boldface entries indicate values for HI listeners that fell more than two standard deviations �of the NH values� above the mean NH values at a comparable
level �or more than two standard deviations above or below the mean NH values in the case of m�. Asterisks �*� indicate cases where the high-level HI values
were compared to low-level NH mean values because no NH data were available at the high level.

f0 discrimination Frequency selectivity

Listener
f0,tr

�Hz�
f0 DLmin

�%�
f0 DLmax

�%�
Slope
�m�

f0,PE

�Hz�
fm,tr

�Hz�
ERB
�Hz�

Hearing impaired I1 182.7 1.84 32.86 1.70 275.7 287.7 395.6
I2 214.9 1.44 13.93 7.92 246.2 143.3 406.2
I3 187.3 1.29 21.61 5.51 154.4 166.0 482.0
I4 203.5 1.38 25.31 3.46 167.2 153.2 517.2
I5 403.2 2.02 14.84 8.68 489.0 230.7 543.1
I6 189.6 0.75 11.16 5.06 165.3 68.0 409.4
I7 493.6 1.76 10.42 54.53 446 .9* 308.4 618 .7*

I8 345.1 3.60 23.86 7.73 330.9 152.0 454.0
I9�I� 250.5 1.99 17.17 3.11 259 .8* 223.9 564 .7*

I9�r� 687.4 3.45 21.42 4.85 462 .7* 341.0 941 .5*

I10 231.9 1.21 14.91 18.61 241.1 171.6 623.0
Normal hearing low level N1 192.2 0.66 5.87 14.13 186.2 128.5 343.8

N2 173.8 0.96 9.82 13.83 175.4 136.8 347.7
N3 184.1 1.10 11.68 7.55 204.7 131.4 282.5

Mean 183.4 0.91 9.12 11.84 188.8 132.2 324.7
St. Dev. 9.2 0.22 2.97 3.72 14.8 4.2 36.6

Normal hearing high level N1 196.4 1.06 5.79 14.52 269.4
N2 246.5 1.59 13.40 3.03 260.0
N3 160.8 1.48 31.40 2.62 174.5

Mean 201.2 1.38 16.86 6.72 234.6
St. Dev. 43.1 0.28 13.15 6.76 52.3
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teners suggests that the frequencies of individual resolved
harmonics are more poorly encoded, consistent with previ-
ous studies of pure-tone frequency discrimination in listeners
with SNHL �e.g., Tyler et al., 1983; Moore and Glasberg,
1986; Moore and Peters, 1992�. The effects of hearing loss
on f0 DLmax and m were less clear. Estimates of f0 DLmax

were more than two standard deviations above the NH mean
for only four HI ears �boldfaced entries in Table III�. Esti-
mates of m were more than two standard deviations above or
below the NH mean for one and two HI ears, respectively.

3. The phase-effect transition point „f0,PE…

The phase-effect transition point �f0,PE� is also derived
from Experiment 1 �Fig. 2�, but relates to the effect of phase
on f0 DLs, providing an estimate of harmonic resolvability
based on the idea that the relative phase between successive
components should only affect f0 DLs if the components are
unresolved and interact within individual auditory filters. In
all listeners, f0 DLs were larger in the random- than the
sine-phase conditions for low but not for high f0’s, consistent
with the idea that only complexes with high f0’s contain
resolved harmonics. This observation was confirmed by two-
factor �f0 and phase� ANOVAS performed on the f0 DL data
for each individual listener, with all listeners showing a sig-
nificant �p�0.05� interaction between f0 and phase.

The f0 DL phase effect �PE� was defined as the ratio
between the f0 DLs measured in random- and sine-phase
conditions. Resampling was performed to obtain all possible
estimates of the PE by recalculating the PE 25 times for each
f0, once for each combination of the five repeated f0 DL
measurements made for each phase relationship. The mean
and standard deviations of the 25 PE estimates for each f0

�and for the 1500 Hz pure tone� are plotted in Fig. 5 for two
sample HI listeners that illustrate the range of observed re-
sponses. Because the random-phase conditions were always
tested before the sine-phase conditions, general differences
between the random- and sine-phase conditions might be at-
tributable to learning effects. To control for this possibility,

“phase-effect” ratios were also calculated for the 1500 Hz
pure-tone FDL measurements that were interspersed in each
f0 DL phase condition.

For all listeners, the PE was generally greater than one
for low f0’s �f0 DLs affected by component phase�, and ap-
proximately equal to one for high f0’s �no phase effect�, al-
though the maximum f0 for which a PE was observed varied
across listeners. To estimate the transition f0 at which phase
no longer affected f0 DLs for each listener, a sigmoid func-
tion with four free parameters was fit to the log transforms of
the 25 PE estimates at each f0 �solid curves in Fig. 5�.7 As
with the fits to the random-phase f0 DL data, the PE esti-
mates for the 1500 Hz pure tone were included in the fitting
procedure, with f0 set to infinity. This was done instead of
setting the value of the sigmoid function to zero for infinite
f0’s to allow some flexibility in the value of the PE function
at high f0’s depending on the variance in the pure-tone FDLs.
The PE transition f0 �f0,PE� was defined as the f0 for which
the PE was halfway between its maximum and minimum
log-transformed values �vertical dashed lines in Fig. 5�. By
characterizing the transition point of the PE function, any
overall improvement due to learning effects in the sine-phase
relative to the random-phase conditions would be factored
out. Eight out of 11 HI ears had f0,PE’s more than two stan-
dard deviations above the NH low-level mean �boldfaced
entries in Table III�.

4. Modulation discrimination transition point

The modulation frequency at which QFM and SAM be-
came indistinguishable �Experiment 2� provided another es-
timate of component resolvability, based on the idea that
QFM and SAM should only be discriminable if the stimulus
components are unresolved. A sigmoid function fixed at
100% and 33% correct at the extremes was fit �minimum
least squares� to the percentage correct data as a function of
the log-transformed fm’s �solid curves in Fig. 3�. The 67%
correct point of this function was taken as the estimate of the
transition fm �fm,tr� between resolved and unresolved compo-
nents �vertical dashed lines in Fig. 3�. The fm,tr was more
than two standard deviations above the NH mean at a com-
parable level for eight out of the 11 HI ears �boldfaced en-
tries in Table III�, supporting the hypothesis that HI listeners
with wider peripheral filters should perform better than NH
listeners in this task.

5. Equivalent rectangular bandwidth „ERB…

The ERB of the filter shape that best fit the notched-
noise masking data �Experiment 3� provided a third estimate
of frequency selectivity. ERBs were more than two standard
deviations above the NH low-level mean for ten out of the 11
HI ears �boldfaced entries in Table III�.

B. Regression analyses

Table IV lists the results of single regression analyses
performed between each of the four measures of f0 discrimi-
nation �f0,tr, f0 DLmin, f0 DLmax, and m�, each of the three
estimates of frequency selectivity �f0,PE, fm,tr, and ERB� and
the degree of hearing loss at 1.5 kHz �HL1.5k�. Squared Pear-

FIG. 5. The f0 DL phase effect �PE�, defined as the ratio between random-
and sine-phase f0 DLs, for two sample HI listeners. The ratio between pure-
tone FDLs for trials that were interspersed with the sine- and random-phase
f0 DL conditions were also calculated to demonstrate any possible learning
effects �right column of each panel�. Error bars indicate the standard devia-
tion across the 25 PE estimates for each HI listener. Solid curves indicate the
sigmoid functions that best fit the PE data. Vertical dashed lines indicate the
phase-effect transition f0 �f0,PE� defined as the f0 for which the phase effect
was halfway �on a log scale� between maximal and minimal.
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son correlation coefficients �R2� values are listed, along with
an indication of the significance of each correlation �boldface
indicates p�0.05�, for analyses conducted with one data
point per listener �N=14; only the low-level NH data in-
cluded�, only the HI listeners �N=11� and, where applicable,
all data including two stimulus levels for each NH listener
�N=17�. Partial correlations, with the contribution of TEN
level removed, were also computed to control for the possi-
bility that observed correlations were due to differences in
stimulus level rather than hearing impairment. Asterisks in
Table IV indicate significant partial correlations �p�0.05,
partial R2 values not shown�. The term N/A reflects the fact
that NH listeners were only tested at the low level for one of
the measures in a given correlation, so that 17 data points
were not available. The R2 and p values shown in each cor-
relation plot �Figs. 6–8� are based on 14 data points, one for
each NH listener tested at the low level and one for each HI
listener. Correlations reported in the text are based on the
same 14 data points, unless otherwise specified.

1. Relationships between the f0 DL transition point
and measures of frequency selectivity

Figure 6 shows the data and regression line for the log-
transformed f0,tr plotted as a function of HL1.5k and each of
the three log-transformed frequency selectivity estimates.
The f0,tr was significantly correlated with HL1.5k �Fig. 6�a��,
further supporting the conclusion that the deficit in f0 dis-
crimination performance is related to hearing impairment.
The f0,tr was also significantly correlated with each of the
three estimates of peripheral frequency selectivity. The cor-
relation between f0,tr and f0,PE �as well as between f0,tr and
both HL1.5k and fm,tr in the N=17 case� remained significant

with TEN level removed from the analysis �asterisks in Table
IV�, suggesting that the correlation between the f0,tr and fre-
quency selectivity was probably due to hearing impairment

FIG. 6. The f0,tr was significantly correlated with �a� the audiometric thresh-
old at 1.5 kHz �HL1.5k�, and each of the three estimates of frequency selec-
tivity: �b� f0,PE, �c� fm,tr, and �d� ERB. The NH data for stimuli presented at
the high level �filled triangles� were not included in the regression analyses.
The vertical dashed line in �a� represents the cutoff between “normal-to-
mild” and “moderate” hearing loss groups that yielded significantly different
regression coefficients �see Sec. V B 1�.

TABLE IV. Squared Pearson correlation coefficients �R2� for bivariate correlations between f0 DL and frequency selectivity measures. Boldface entries
indicate significant �p�0.05� correlations. Asterisks �*� indicate that partial correlations were significant when controlling for TEN level �p�0.05, partial R2

values not shown�. “N/A” indicates that 17 data points were not available because NH listeners were tested at only one level for at least one of the measures
associated with a given cell.

Data included in analysis Measure f0,tr f0 DLmin f0 DLmax m f0,PE fm,tr ERB

All listeners N=14 HL1.5k 0.50 0 .52* 0 .38* 0.02 0 .51* 0 .52* 0 .68*

f0,tr 0 .54* 0.02 0.13 0 .80* 0.44 0.62
f0 DLmin 0 .45* 0.00 0 .57* 0 .48* 0.38
f0 DLmax 0.20 0.04 0.17 0.14

m 0.13 0.08 0.04
f0,PE 0 .56* 0.37
fm,tr 0.41

HI listeners only N=11 HL1.5k 0.58 0.34 0.01 0.13 0 .64* 0 .79* 0.45
f0,tr 0.49 0.04 0.18 0 .76* 0.37 0.56

f0 DLmin 0.18 0.00 0 .52* 0.44 0.19
f0 DLmax 0.35 0.02 0.08 0.00

m 0.17 0.10 0.07
f0,PE 0.51 0.23
fm,tr 0.33

Two levels for each NH listener N=17 HL1.5k 0 .46* 0 .39* 0.23 0.04 N/A 0.15 N/A
f0,tr 0 .51* 0.01 0.14 N/A 0 .31* N/A

f0 DLmin 0 .38* 0.01 N/A 0 .37* N/A
f0 DLmax 0.19 N/A 0.03 N/A

m N/A 0.06 N/A
f0,PE N/A N/A
fm,tr N/A
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per se and not to variation in stimulus level.
Figure 7 shows that each of the measures of frequency

selectivity were also significantly correlated with the degree
of hearing loss. To investigate the possibility that the corre-
lations between f0,tr and each estimate of frequency selectiv-
ity could be an epiphenomena of their common dependencies
on HL1.5k, partial regression analyses were performed by re-
moving from the analyses the contribution of HL1.5k to the
variance in f0,tr or f0 DLmin. None of the resulting partial
correlations involving fm,tr or ERB as the frequency selectiv-
ity variable was significant �p�0.05�. However, with f0,PE as
the frequency selectivity variable, the partial correlation with
f0,tr was statistically significant �R2=0.78, p�0.005�, sug-

gesting that the correlation between f0,tr and f0,PE was not an
epiphenomenon of their common dependence on HL1.5k.

One additional aspect of the data that supports the idea
that the f0,tr depends on frequency selectivity per se is that
the f0,tr values show a similar dependence on HL as two of
the three estimates of frequency selectivity. Consistent with
earlier studies of frequency selectivity in HI listeners �Tyler
et al., 1983; Nelson, 1991; Moore, 1998; Moore et al., 1999�,
hearing loss had little effect on the f0,tr, fm,tr or f0,PE until HL
increased above approximately 30–40 dB HL �Figs. 6�a�,
7�a�, and 7�b��, suggesting that f0,tr is better predicted by
frequency selectivity than by audiometric threshold. To
quantify this observation, the data were divided into two cat-
egories based on the degree of hearing loss at 1.5 kHz. Lis-
teners with audiometric thresholds �40 dB HL �vertical
dashed line in Figs. 6�a� and 7�a�� were assigned to the
“normal-to-mild” group �N=7�, while those with thresholds
�40 dB HL were assigned to the “moderate” group �N=7�.
A Potthoff �1966� analysis showed the regression coefficients
to be statistically different �p�0.05� between the two groups
for the f0,tr and f0,PE, and for fm,tr, when the cutoff between
the two groups was defined at 35 dB HL �vertical dashed line
in Fig. 7�b�� instead of 40 dB HL. Regression coefficients
were not significantly different between the two groups �p
=0.55� for the ERB measure.

2. f0 DLmax, f0 DLmin, and m

The f0 DLmin was significantly correlated with HL1.5k

and each of the three measures of frequency selectivity �Fig.
8�, although the correlations with HL1.5k and with ERB were
weak and became nonsignificant when the NH data were
removed from the analysis. The correlations between f0

DLmin and HL1.5k and between f0 DLmin and both f0,PE and
fm,tr remained significant with TEN level removed from the
analysis �asterisks in Table IV�, suggesting that the observed
effects are related to the hearing loss and not to variation in
stimulus level. However, none of the correlations between f0

DLmin and the three frequency selectivity estimates remained
significant when HL1.5k was partialled out �p�0.05�, leaving
open the possibility that f0 DLmin may not be dependent on
frequency selectivity per se.

Estimates of f0 DLmax were significantly correlated with
HL1.5k �Table IV; plot not shown�, suggesting that SNHL is
associated with an impairment in f0 discrimination for unre-
solved harmonics. However, the f0 DLmax was not signifi-
cantly correlated with any of the three measures of peripheral
frequency selectivity �p�0.05�. This suggests that if there is
a deficit in f0 DLmax related to HI, then some mechanism not
directly related to peripheral frequency selectivity, such as
the ability to process envelope modulations, may be respon-
sible. Estimates of m were not significantly correlated with
any other summary measure.

3. Relationships between the f0 DL measures

The f0,tr was found to be significantly correlated with the
f0 DLmin, mirroring a result observed by Bernstein and Ox-
enham �2006� whereby both the f0,tr and the f0 DLmin in-
creased at a high stimulus level ��80 dB SPL� in NH listen-

FIG. 7. The three estimates of frequency selectivity, �a� f0,PE, �b� fm,tr, and
�c� ERB, were each significantly correlated to HL1.5k. Vertical dashed lines
in �a� and �b� represent the cutoffs between “normal-to-mild” and “moder-
ate” hearing loss groups that yielded significantly different regression coef-
ficients �see Sec. V B 1�. See the legend of Fig. 6 for symbol definitions.

FIG. 8. The f0 DLmin was significantly correlated with �a� the audiometric
threshold at 1.5 kHz �HL1.5k�, and each of the three estimates of frequency
selectivity: �b� f0,PE, �c� fm,tr, and �d� ERB. See the legend of Fig. 6 for
symbol definitions.
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ers. This raises the possibility that more poorly encoded
resolved component frequencies �as evidenced by the el-
evated f0 DLmin� indirectly caused the f0,tr effect by reducing
the auditory system’s ability to process resolved harmonics.
However, the correlations between f0,tr and both the f0,PE and
the ERB remained significant �p�0.05� when the influence
of f0 DLmin was controlled in partial correlation analyses,
suggesting that the f0,tr effect was not a direct result of poor
frequency encoding of individual partials �the partial corre-
lation between f0,tr and fm,tr was not significant�. The f0

DLmin and f0 DLmax were also significantly correlated, sug-
gesting that hearing-impaired listeners experience an overall
deficit in f0 discrimination performance.

4. Alternative transition-point definitions

In the correlation analyses described above, the various
summary measures �f0,tr , fm,tr , f0,PE� were calculated based on
the midpoints of the transitions between best and worst per-
formance levels. From a mathematical viewpoint, the mid-
point is most accurately defined, because the slope of a sig-
moid is steepest at that point. However, to assess harmonic
resolvability, other points along the function might be more
appropriate. For instance, an alternative measure might con-
sider harmonics to be unresolved as soon as a phase effect
first occurs �Moore et al., 2006�. The regression analyses
described above were recalculated with the transition points
defined as the f0 for which performance was as follows: for
the f0,tr, 10% of the distance �on a log scale� between f0

DLmin and f0 DLmax; for the f0,PE, 10% the distance �on a log
scale� between the minimum and maximum f0 DL phase
effect; and for the fm,tr, 10% of the distance �in percentage
points� between the chance �33%� and perfect �100%� per-
formance. The results of this analysis were largely the same
�with regard to the significance of bivariate correlations� as
those presented in Table IV, suggesting that the correlations
observed between the various summary measures are robust
with respect to the way in which the transition points are
defined. There were, however, four exceptions. With the tran-
sitions defined based on the 10% points instead of the mid-
points of the individual fitted curves, correlations became
significant �p�0.05� between f0 DLmax and f0,tr in the N
=14 �R2=0.34� and N=17 �R2=0.31� analyses, and between
f0 DLmax and f0,PE �R2=0.30� in the N=14 analysis. For this
alternative definition, the correlation between f0,tr and the
ERB in the N=11 analysis was no longer significant �p
=0.08�.

VI. DISCUSSION

A. Relationship between f0 discrimination and
frequency selectivity

1. The f0 DL transition point

The strong correlations between the f0,tr and each of the
three measures of frequency selectivity support the hypoth-
esis that the spacing between harmonics required for good f0

discrimination performance is related to peripheral frequency
selectivity. The significant correlations between f0 discrimi-
nation and frequency selectivity were not a result of gener-
ally poor performance in psychoacoustic tasks by HI listen-

ers, because good performance in modulation discrimination
�Experiment 2, large fm,tr� was correlated with poor perfor-
mance in f0 discrimination �Experiment 1, large f0,tr and f0

DLmin�. The significant correlations between the f0,tr and fre-
quency selectivity most likely represent a direct relationship
between the two types of measure and not simply a common
dependence on audiometric thresholds, as evidenced by the
significant partial correlation between the f0,tr and the f0,PE

when controlling for HL1.5k, as well as the similar nonlinear
dependence on HL1.5k exhibited by both types of measure
�Fig. 6�a�, 7�a� and 7�b��. Furthermore, the data of Bernstein
and Oxenham �2006� in NH listeners show that stimulus
level affected both frequency selectivity and the f0,tr in the
same way as hearing loss in the current study. Thus, fre-
quency selectivity, the common denominator between these
two studies, is likely to be responsible for the observed in-
creases in f0,tr and f0 DLmin in both cases.

2. Pure-tone FDLs and the f0 DLmin

The current study also found significant correlations be-
tween each of the three estimates of frequency selectivity
and the f0 DLmin. As the f0 DLmin estimate was tightly
coupled to the 1500-Hz pure-tone FDLs, the log-transformed
FDLs were also significantly correlated to each of the three
log-transformed estimates of frequency selectivity �f0,PE: R2

=0.55, p�0.005; fm,tr: R2=0.51, p�0.005; ERB: R2=0.32,
p�0.05�. This result conflicts with several previous studies
of the relationship between pure-tone frequency discrimina-
tion and peripheral frequency selectivity that have found
only weak or nonsignificant correlations between the two
types of measure �e.g., Tyler et al., 1983; Moore and Glas-
berg, 1986; Moore and Peters, 1992�.

One possible source of this discrepancy is the method of
estimating frequency selectivity. In the Tyler et al. �1983�
study, the small number of data points measured �three� on
the PTC may have limited the accuracy of this frequency
selectivity measure. Moore and Peters �1992� and Moore and
Glasberg �1986� used an ERB measure derived from
notched-noise data. This method yielded the weakest corre-
lation with the FDL data in the current study, which may be
due to differences in stimulus type or to the increased vari-
ability resulting from the additional step of fitting the mask-
ing data to a model auditory filter.

The use of background noise in the current study may
also underlie the departure from previous investigations that
found weak or absent correlations between FDLs and fre-
quency selectivity when stimuli were presented in quiet. In
NH listeners, reduced frequency selectivity at higher stimu-
lus levels has been shown to negatively affect FDLs for pure
tones presented in a background noise �e.g., Dye and Hafter,
1980; Bernstein and Oxenham, 2006� but not in isolation
�e.g., Wier et al., 1977�. It may be that in the absence of a
background noise, a higher-level stimulus excites a larger
number of auditory nerve fibers, thereby distributing infor-
mation for frequency discrimination over a broader tonotopic
region and increasing the amount of information present
�Green and Luce, 1974� in a way that offsets the effects of a
reduction in frequency selectivity. Florentine and Buus
�1981� invoked a similar idea involving the spread of exci-

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 J. G. Bernstein and A. J. Oxenham: Pitch discrimination and hearing loss 3941



tation to explain the deviation from Weber’s law in pure-tone
intensity discrimination. The use of TEN in the current study
to reduce differences in SL and SPL across listeners may
have also reduced the influence of absolute level �e.g. Bern-
stein and Oxenham, 2006� and sensation level �e.g. Hoekstra,
1979� on FDLs. In contrast, Moore and Glasberg �1986� and
Tyler et al. �1983� presented pure tones to HI listeners at a
constant SPL �80 and 94 dB, respectively�, with the equiva-
lent SL ranging from approximately 50 to 80 dB across lis-
teners, respectively. Moore and Peters �1992� presented tones
at a constant 25 dB SL, yielding an approximately 50 dB
SPL range across the HI listeners.

Finally, the pure-tone frequency discrimination measure-
ments reported here were only performed at a single fre-
quency, 1500 Hz. It is not known whether similar effects
would be obtained with hearing loss at lower frequencies.
Dye and Hafter �1980� showed that for lower-frequency
tones �500 and 1000 Hz�, increasing the level of both the
tone and the background noise tended to improve rather than
impair frequency discrimination performance, suggesting
that frequency selectivity may have less effect on lower-
frequency tones. On the other hand, level is known to have
less effect on frequency selectivity at low frequencies
�1000 Hz and below� than at high frequencies �Baker et al.,
1998�. Thus, the results of Dye and Hafter �1980� at low
frequencies may reflect the reduction or absence of an effect
of level on frequency selectivity rather than the absence of an
effect of frequency selectivity on FDLs.

B. Possible role of temporal fine structure

The results clearly indicate a significant correlation be-
tween f0 discrimination and frequency selectivity in the same
listeners. Nevertheless, correlation is not causation, and the
question remains whether the f0 transition point depends on
harmonic resolvability or some other aspect of auditory pro-
cessing. One possibility is that impaired f0 DLs may reflect a
deficit in fine-structure processing. There are at least two
ways in which such an impairment could arise. First, a re-
duction in fine-structure information could be the direct re-
sult of the impaired frequency selectivity in the HI listeners.
Moore et al. �2006� argued that the transition from accurate
to poor f0 discrimination as a function of harmonic number
in NH hearing listeners may reflect a reduction in the effec-
tiveness of fine-structure coding as harmonics begin to inter-
act, rather than a reduction in the resolvability of individual
harmonics. With reduced frequency selectivity in HI listen-
ers, harmonics would also be more likely to interact, possibly
reducing the effectiveness of fine-structure coding. Second,
HI listeners may have an inherent fine-structure impairment,
perhaps due to a reduction of phase locking in the auditory
nerve �e.g., Woolf et al., 1981�. Recent psychophysical evi-
dence from interaural phase-difference �Lacher-Fougére and
Demany, 2005� and low-rate FM discrimination �Buss et al.,
2004� measures in HI listeners support this idea. Because the
current study did not perform psychophysical measures
thought to directly depend on temporal fine-structure pro-
cessing, the role of temporal fine-structure deficits in the ob-
served f0 discrimination impairment remains speculative.

C. Modulation discrimination

Some HI listeners showed better modulation discrimina-
tion performance than the NH listeners, consistent with the
hypothesis that poorer frequency selectivity should yield bet-
ter performance in this task. Nevertheless, the performance
of the HI listeners was not as much better relative to the NH
listeners as would be expected based on the f0 DL results if
both the f0,tr and the fm,tr reflected frequency selectivity. In
Fig. 6�c�, the fm,tr for NH listeners tested at the higher level
�filled triangles� generally fell to the right of the regression
line, indicating that NH listeners performed better at modu-
lation discrimination at this level than would be predicted
from their f0 DL data based on the relationship between f0,tr

and fm,tr for the other 14 data points. This observation was
supported by a significant one-tailed independent-sample t
test, adjusted for unequal variances, comparing NH and HI
listeners based on the log-transformed ratio f0,tr / fm,tr

�t�13.7�=1.84, p�0.05�. One interpretation of this result is
that HI listeners may have some deficit in modulation pro-
cessing that reduces their discrimination performance to be-
low what they might achieve based on peripheral filter band-
widths alone. HI listeners do not generally show deficits in
modulation processing when signals are presented to NH and
HI listeners at an equal SL �Bacon and Gleitman, 1992�.
However, the wideband background noise was not used in
Experiment 2, so that signals were presented at a higher SL
for NH listeners. Alternatively, the relatively small fm,tr �rela-
tive to f0,tr� in some HI listeners may reflect an absolute
upper fm limitation that would be experienced by any lis-
tener, not just HI listeners. For instance, it is known that
modulation processing performance begins to deteriorate
even in NH listeners for fm’s greater than about 150 Hz,
independent of auditory filter bandwidth �Kohlrausch et al.,
2000�. Because of the possible influence of limitations in
post-filtering modulation detection efficiency, this task may
not provide a fully accurate estimate of frequency selectivity
�see, e.g., Moore and Sek, 1995�.

Another aspect of the modulation discrimination data
that may be related to a limitation in modulation processing,
due either to SNHL or an absolute fm limit, is that fm,tr esti-
mates were generally smaller than f0,tr estimates. This result
is reflected in the regression analysis �N=17�, where the es-
timate of the linear regression coefficient �B1� was signifi-
cantly less than unity �0.56 with 95% confidence interval
±0.42�. �While it could be argued �see Sec. V B 2� that the
10% point rather than the midpoint of the f0 DL and fm

discrimination transitions may provide a more appropriate
estimate of the limits of harmonic resolvability, the regres-
sion coefficient in this case was still less than unity, although
not significantly so �0.64±0.42��. This would mean that the
limit of harmonic resolvability, as estimated by the modula-
tion discrimination task, occurs at a lower f0 �higher har-
monic number� than the f0,tr. One possible interpretation of
this discrepancy is that the fm,tr, which relies on wide periph-
eral filters for good performance, provides an upper limit on
the extent of harmonic resolvability, whereas estimates based
on listeners’ ability to hear out harmonics �Plomp, 1964;
Moore and Ohgushi, 1993; Bernstein and Oxenham, 2003;
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2006� or phase effects on f0 DLs �Section V A 3; Moore et
al., 2006� which rely on narrow filters for better perfor-
mance, provide a lower limit.

D. Did listeners extract the f0?

With the f0 discrimination paradigm employed in Ex-
periment 1, it is possible that listeners could have performed
the discrimination task by comparing the frequencies of in-
dividual resolved harmonics rather than by comparing the
pitch of the missing f0. However, Moore and Glasberg
�1990b� demonstrated that NH listeners are unable to ignore
the pitch of the missing f0 in making sequential comparisons
between the frequencies of individual partials, in that listen-
ers performed much worse at discriminating the frequencies
of the lowest harmonics for sequential harmonic complexes
with different f0’s than for complexes with the same f0.
While this result strongly argues that NH listeners do not
perform f0 discrimination based on the frequencies of indi-
vidual resolved components, we cannot rule out this possi-
bility for the HI listeners. It is especially likely that the worst
performing HI listeners may have based their judgments on
individual partials. For example, listeners 17 and I9�r� did
not achieve f0 DLmin until f0’s reached 750 Hz or even
1500 Hz—respectively, f0’s that approach or exceed the limit
of the existence region for the pitch of the missing f0

�Plomp, 1964�. Roving the spectral region of the harmonic
complex can reduce the usefulness of a cue based on the
lowest harmonic present �Houtsma and Smurzynski, 1990;
Bernstein and Oxenham, 2003�. However, in the case of the
poorest performing hearing-impaired listeners, the large rove
range necessary to eliminate the spectral cue could result in
highly distracting changes in the timbre of the complexes,
which are known to negatively affect pitch discrimination
�Moore and Glasberg, 1990b; Moore and Moore, 2003�.

E. Perceptual implications for HI listeners

The results shown here indicate that listeners with
SNHL experience a deficit in f0 processing, directly related
to a loss of peripheral frequency selectivity, which manifests
itself in at least three ways. First, a larger spacing between
adjacent harmonics is needed to yield the smallest possible f0

DLs for a given spectral region, implying that in everyday
listening conditions a larger proportion of stimulus f0’s will
yield a weak pitch percept in these listeners. Second, even
when harmonics are widely separated, the f0 DLs are larger
�poorer� than in NH listeners. Finally, the results of Experi-
ment 1 also show that listeners with SNHL had a higher f0,PE

than normal, meaning that these listeners will experience po-
tentially detrimental effects of component phase on f0 dis-
crimination over a larger range of f0’s. This effect may be of
particular importance in a reverberant environment, where a
heterogeneous mixture of reflection delays tends to “smear”
the temporal envelopes �Houtgast et al., 1980; Steeneken and
Houtgast, 1980� at the output of auditory filters excited by
unresolved harmonics �Qin and Oxenham, 2005�. With wider
filters, listeners with SNHL will be more susceptible to the
negative impact of reverberation phase randomization on f0

discrimination.

F. Implications for pitch models

The current findings corroborate the previous findings of
Bernstein and Oxenham �2006� showing that in NH listeners,
f0 DLmin and f0,tr increased as a function of stimulus level in
the same way as peripheral frequency selectivity. The current
study extends this finding by establishing a relationship be-
tween f0 discrimination and frequency selectivity in a large
enough population of NH and HI listeners to yield significant
correlations between the two measures. Because the findings
of the two studies are similar with respect to the relationship
between f0 discrimination and frequency selectivity, the im-
plications for models of pitch perception of the current HI
results are the same as those discussed in the previous manu-
script �for full discussion, see Bernstein and Oxenham,
2006�. To summarize, these results are consistent with any
pitch model that relies on peripheral frequency selectivity to
explain why low-order harmonics yield better f0 DLs than
high-order harmonics. This includes spectral �e.g., Goldstein,
1973� and spectro-temporal �Shamma and Klein, 2000; Ce-
dolin and Delgutte, 2005� models that use place or timing
information to extract the frequencies of individual resolved
harmonics, as well as a recent version of the autocorrelation
model �de Cheveigné and Pressnitzer, 2006� that depends on
temporal response characteristics of auditory filters that are
related to the filter bandwidths.

VII. SUMMARY AND CONCLUSIONS

Listeners with SNHL experience a deficit in f0 discrimi-
nation that manifests itself in terms of an increase in the
minimum spacing between harmonics required for f0 DLs to
transition from large �poor� to small �good�. The f0 DL tran-
sition point was significantly correlated to three different es-
timates of frequency selectivity, supporting the hypothesis
that good f0 discrimination performance depends on sharp
frequency selectivity, and that listeners with SNHL experi-
ence a deficit in f0 processing due to a reduction in frequency
selectivity. Additionally, the best f0 discrimination perfor-
mance achieved by HI listeners was worse than that attained
by NH listeners even when harmonics were spaced widely
enough in frequency to yield relatively good f0 discrimina-
tion performance associated with resolved harmonics. This
effect, also observed for pure tones, was also correlated with
two estimates of frequency selectivity in HI listeners, sug-
gesting a possible role for frequency selectivity in the fre-
quency encoding of individual resolved harmonics. These
results support spectral and spectro-temporal theories of
pitch perception that rely on frequency selectivity to extract
the frequencies of individual resolved harmonics, but may
also be consistent with a place-dependent temporal model of
pitch perception where the range of detectable periodicities is
limited by the impulse response durations of cochlear filters.
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1Some listeners with audiometric thresholds at 1 and 2 kHz within 5 dB HL
of each other were not tested at 1.5 kHz. For these listeners, the 1.5 kHz
threshold is taken as the mean of the 1 and 2 kHz thresholds.

2Listener I1 had a low-frequency loss with near-normal thresholds at 3 and
4 kHz �10 and 20 dB HL, respectively�, but impaired thresholds at lower
frequencies �50 dB HL at 1 and 2kHz�. Listener I2 had a notched loss, with
impaired thresholds at 1.5 and 2 kHz �45 and 50 dB HL, respectively�, but
a mild loss of 25 dB HL at 4 kHz.

3For NH listener N1, the TEN and stimulus levels were each reduced by
5 dB for the 75- and 125-Hz f0’s. For NH listener N3, the stimulus level
was reduced by 3 dB for the 75-Hz f0, but the TEN was kept at 65 dB
SPL/ERBN. For HI listener I9�r�, who completed more f0 conditions than
the other listeners, the 75-Hz f0 conditions were not tested.

4HI f0,PE and ERB estimates measured at the high stimulus level were com-
pared to the NH low-level estimates because no high-level NH data were
available �asterisks in Table III�.

5The sigmoid function was defined as:

log�f0DL�%�� = log�f0DLmax�

+
1

��
log� f0DLmin

f0DLmax
�	

m log�f0/f0,tr�

�

e−�log�f0��2
d�log�f0��� .

�1�
6The assumption that the pure-tone case will yield the smallest possible DL
may be questionable because the presence of multiple resolved harmonics
could yield additional f0 information. However, two-tailed t tests indicated
that for each listener and level, with one exception, the f0 DL at the largest
f0 tested �500, 750, or 1500 Hz� was not significantly different �p�0.05�
from the FDL for the 1500-Hz pure tone. �The exception was listener I1,
where the f0 DL at 750 Hz, the largest f0 tested in this listener, was sig-
nificantly smaller than the 1500 Hz pure-tone FDL �P�0.01�.�

7For the NH listeners, the data at 500 Hz were not included in the PE
analysis because sine-phase measurements were not performed at that f0.
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This study examined the deleterious effects of a later-arriving sound on the processing of interaural
differences of time �IDTs� from a preceding sound. A correlational analysis assessed the relative
weight given to IDTs of source and echo clicks for echo delays of 1–64 ms when the echo click was
attenuated relative to the source click �0–36 dB�. Also measured were proportion correct and the
proportion of responses predicted from the weights. The IDTs of source and echo clicks were
selected independently from Gaussian distributions ��=0 �s, �=100 �s�. Listeners were instructed
to indicate the laterality of the source click. Equal weight was given to the source and echo clicks
for echo delays of 64 ms with no echo attenuation. For echo delays of 16–64 ms, attenuating the
echo had no substantial effect on source weight or proportion correct until the echo was attenuated
by 18–30 dB. At echo delays �4 ms, source weights and proportions correct remained high
regardless of echo attenuation. The proportions of responses predicted from the weights were lower
at echo delays �16 ms. Results were discussed in terms of backward recognition masking and
binaural sluggishness and compared to measurements of echo disturbance. © 2006 Acoustical
Society of America. �DOI: 10.1121/1.2372588�
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I. INTRODUCTION

Since Wallach, Newman, and Rosenzweig �1949�, the
manner in which direct sounds �sources� and reflected
sounds �echoes� combine to influence spatial perception has
been framed as a question of the relative “weighting” given
to the source and echo. Shinn-Cunningham et al. �1993� for-
malized this framework to account for both localization
dominance and discrimination suppression based on interau-
ral delay. In their study, listeners were presented via head-
phones two 1-ms noise bursts separated by either 1 ms or
10 ms to simulate a source and its echo. The interaural dif-
ferences of time �IDTs� of the two bursts were selected in-
dependently from the set −500, −150, 0, +150, and +500 �s.
Listeners were asked to adjust the IDT of a pointer until it
matched the intracranial position of the fused burst pair for
each of the 25 combinations of IDT1 and IDT2, representing
the IDTs of the simulated source and echo, respectively. The
relative contributions of the two clicks were assessed from
the relative magnitudes of the regression coefficients ob-
tained from multiple linear regression. Since a pointing task
was employed, it was necessary that the interval between the
leading and lagging 1-ms bursts be brief so that fused intra-
cranial images would be formed �the maximum interval was

10 ms�. Consistent with the precedence effect, the relative
weight given to the leading burst increased as the interval
between bursts was shortened to 1 ms. Others have also used
this procedure to assess the precedence effect for bursts dif-
fering in spectral composition �Shinn-Cunningham et al.,
1995� and for stimuli presented in the free field �Stecker and
Hafter, 2002�. More recently, Litovsky and Shinn-
Cunningham �2001� have applied this procedure to cases in
which multiple images were heard, instructing listeners to
match either the leftmost or rightmost intracranial image.
Since the emphasis was on onset dominance, only echo de-
lays as long as 15 ms were included in the study.

Another approach to assessing the relative contribution
of the leading and lagging events has been to “jitter” the
interaural delays of the clicks, selecting the IDTs from
Gaussian distributions that were left leading versus right
leading. By examining the slopes of the normalized response
probability versus IDT functions separately for each event,
the relative weight given to each event can be measured.
Saberi �1996� performed such a COSS �“conditional on
single stimulus,” Berg, 1989� analysis for interclick intervals
of 1.8, 3.0, and 12.0 ms for click trains of 2–16 clicks, find-
ing the information carried in the first click weighted more
heavily than that carried by subsequent clicks. This onset
dominance tended to decrease as the interclick interval was
increased. Because the IDTs carried by each click were all
drawn from the same distribution, observers attempted to
integrate information across samples. Since Buell and Hafter
�1988� demonstrated suboptimal integration for interclick in-
tervals shorter than approximately 10 ms �indicative of non-

a�Portions of these data were presented at the 138th meeting of the Acous-
tical Society of America �Dye, R. H., �1999�. J. Acoust. Soc. Am.106,

2237�.
b�Current address: Department of Speech and Hearing Science, Arizona

State University, Tempe, Arizona 85287-1908.
c�Current address: Institute of Neuroscience, University of Oregon, Eugene,

Oregon 97403.
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uniform weighting�, the emphasis in studies using COSS
analysis has been relatively short intervals between clicks.

Stellmack et al. �1999� used a different procedure to
measure the relative weight given to the leading and lagging
clicks, one based on an analysis of point-biserial correlations
�Lutfi, 1995; Richards and Zhu, 1994�. In this study, the lis-
teners were instructed to respond according to the laterality
of one click, ignoring the information carried by the other.
As such, this procedure could be used for the study of inter-
click intervals �or echo delays� that led to either single or
multiple auditory images. The stimuli that listeners judged
were pairs of dichotic acoustic transients that were presented
via headphones. A single, diotic pulse was presented during
the first interval to mark the intracranial midline for the lis-
tener. In the second interval, two dichotic pulses were pre-
sented, separated by an “echo delay” of 1, 2, 4, 8, 16, 32, 64,
128 or 256 ms. The interaural delay of each of pulse was
independently selected from a Gaussian distribution, with
�� ,��= �0,100 �s�. Data were obtained separately for condi-
tions in which the source or echo was to be judged.

As the echo delay was increased from 1 to 8 ms, the
normalized echo weight rose from nearly 0.0 to 0.5; both
source and echo judgments were based entirely on the source
at the shortest echo delays, but were based equally on the
source and echo at delays of 8 ms. This marked the loss in
onset dominance that others have found as the delay between

the first event and latter events increases �see Zurek, 1987,
and Litovsky et al., 1999 for reviews�. At these short echo
delays, echo weights were essentially the same regardless of
whether judgments were to be based on the echo or the
source.

An important and unique aspect of this study was the
fact that echo delay was extended beyond 8 out to 256 ms.
Over this range, proportion correct increased with echo delay
for conditions in which the echo served as the target. For
conditions in which the source served as the target, propor-
tion correct was high at short echo delays �less than 4 ms�,
since the precedence effect made the task easier to perform.
Oddly, when the source was the target, proportion correct
was lowest at intermediate echo delays �8–64 ms� and in-
creased as echo delay was lengthened to 128 and 256 ms.
Furthermore, source judgments were poorly predicted by
weights at intermediate echo delays when the source served
as the target—responses became more random, based neither
on information in the source nor the echo. Figure 1 shows
responses for one representative participant from that study
to illustrate this point. Each row of panels shows results for a
particular echo delay, either 16 or 32 ms. The left panels
show data for conditions in which the responses were to the
echo �2nd� click and the right panel shows responses to the
source �1st� click. The lines in each panel depict the best-
fitting linear boundaries between left and right responses,

FIG. 1. Left panel: Left-right judg-
ments are shown as a joint function of
the interaural delays of the echo �ab-
scissa� and source �ordinate� for one
listener. Right panel: Left-right judg-
ments are shown as a joint function of
the interaural delays of the source �ab-
scissa� and echo �ordinate�. Results are
shown separately for echo delays of 16
and 32 ms.
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which has a slope of −�Wecho/Wsource� for the panels on the
left and −�Wsource /Wecho� for the panels on the right where
Wsource and Wecho are the normalized weights given to the
first and second click, respectively. Although Wsource and
Wecho fell within a range of 0.4–0.6 for each of the four
panels, note that there was much more variability in the re-
sponses when listeners were instructed to respond to the lat-
erality of the first click. In other words, there were more right
responses to the left of the boundary and more left responses
to the right of the boundary. As such, the boundary did a
poorer job of segregating left and right responses when the
source was the target click, correctly classifying 0.71, and
0.68 of the responses for echo delays of 16 and 32 ms, as
opposed to 0.86 and 0.84, when the echo was the target. The
percentages of correct responses were also 14%–16% higher
when the echo served as the target click. Clearly, for these
intermediate echo delays �16–64 ms� listeners actually had
more difficulty judging the source than the echo. This diffi-
culty extracting interaural information from earlier events is
the topic of this paper.

For listeners to perform well in these experiments, they
must spatially resolve the two sounds, correctly identifying
the locations of the intracranial images associated with the
two clicks. Furthermore, they must correctly resolve tempo-
ral order �e.g., Hirsh, 1959; Hirsh and Sherrick, 1961�. It is
possible that listeners in Stellmack et al. �1999� correctly
heard out separate images for the source and echo clicks, but
were confused as to which arose first. To address this, they
ran conditions in which the nontarget click was fixed at 0
interaural delay. When the source click served as the target
and the echo was always diotic, proportion correct still
showed a minimum at intermediate echo delays, although it
was only 6%–7% lower �relative to what was obtained at the
longest echo delays� instead of 18%–20% lower when the
interaural delay of the echo was varied across trials. As such,
it is most likely the case that other factors besides temporal-
order confusion contributed to the impoverished ability to
lateralize the preceding event when the interval between
clicks was 16–64 ms. Supporting this conclusion is the fact
that, for intermediate echo delays, responses were variable
even on trials in which both clicks were to one side. There is
a considerable degree of randomness for echo delays of 16
and 32 ms in the upper right and lower left quadrants of the
right panels of Fig. 1, where the interaural delays of the
source and echo clicks were consistent, i.e., there are many
left responses �filled circles� when both source and echo
were to the right �the upper right quadrant� and many right
responses �open boxes� when both source and echo were to
the left �the lower left quadrant�. For these conditions, one
could obtain correct responses by responding to the laterality
of either click, so confusion over which came first could not
lead to incorrect responses. It should also be pointed out that
confusion about temporal order should not necessarily lead
to better performance when the echo serves as the target than
when the source serves as the target, since one should be just
as likely to utilize the wrong click in the two conditions.
Perhaps the last event overwrites or degrades the sensory
trace arising from an earlier event, as was suggested by Mas-
saro �1972�. According to Massaro, when the last event

serves as the target, performance would be superior to that
obtained when a prior event serves as the target.

Although Massaro’s work �Massaro �1970a; 1970b;
1971��, on backward recognition masking was mostly in-
volved with pitch discrimination, the phenomenon is consis-
tent with the data of Stellmack et al. �1999� at intermediate
echo delays. In a study of backward recognition masking of
binaural information, Massaro et al. �1976� asked listeners to
lateralize a 20-ms 1000 Hz tone on the basis of an interaural
difference of level �IDL� that was either −4 dB or +4 dB.
This target tone was followed on most trials by a “backward
interference” tone that was also 1000 Hz and 20 ms in dura-
tion. The interval between the target tone and the backward
interferer was 0, 20, 40, 70, 120, 180, or 250 ms. The IDL of
the interferer was −8, 0, or +8 dB, where negative IDLs were
more intense at the left ear and positive IDLs were more
intense at the right ear. They found evidence of backward
interference for intervals shorter than 180 ms, particularly
when the subsequent interferer was contralateral to the target
tone. When the interferer and target carried IDLs that fa-
vored contralateral ears, responses were generally consistent
with the side of the backward interferer at lags of 20 and
40 ms. Tolkmitt �1974� also demonstrated backward interfer-
ence in a free-field localization task, with interference by
broadband noise �400 ms in duration� of 20-ms target tones
�1000 Hz in experiment 1, 560, 3560, and 6500 Hz in ex-
periment 2� occurring for target-masker intervals as long as
200 ms. Von Békésy �1971� had previously reported what he
termed “backward inhibition” for sequential sounds. His lis-
teners were presented with two equally loud 35-ms tones,
one 1000 Hz via a single loudspeaker and the other 1500 Hz
via a ring of 12 loudspeakers having a radius of 60 cm. At a
delay of 60 ms, whichever stimulus was presented second
dominated the spatial percept.1

Although many studies have been carried out to examine
the dominant role that early arriving sounds have on per-
ceived spatial location, the focus of the current investigation
is on the manner in which later arriving sounds �simulated
reflections� affect the ability of human listeners to report the
spatial location of earlier arriving sounds �simulated
sources�. The backward interference produced by the second
transient at intermediate echo delays is an interesting phe-
nomenon that warrants more study.

Because the waveforms associated with echoes in real
acoustic environments are generally attenuated versions of
the waveforms produced by sources, an important consider-
ation in the study of backward interference concerns echo
attenuation. The goal of the current study was to determine
the range of relative levels over which an echo click contin-
ues to exert influence over judgments that are based upon the
interaural delay of a source click. In the current experiment,
the simulated echo was attenuated relative to the first click
by 0, 6, 12, 18, 24, 30, or 36 dB. For each value of echo
attenuation, the ability of listeners to judge the laterality of
the source click was evaluated for echo delays of 1, 2, 4, 8,
16, 32, and 64 ms.
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II. METHODS

The experimental methods were identical to those em-
ployed by Stellmack et al. �1999�, except that the echo was
attenuated by 0, 6, 12, 18, 24, 30, and 36 dB. Each trial
consisted of two intervals. During the first, a diotic click was
presented that marked the intracranial midline for the listen-
ers. After 500 ms of silence, the observation interval, con-
sisting of a dichotic sequence of two clicks, was presented.
The interaural delays of the lead and lag clicks were inde-
pendently selected from a Gaussian distribution with a mean
of 0 �s and a standard deviation of 100 �s. We shall refer to
the first and second clicks as the source and echo, respec-
tively. As a consequence of the random selection of interau-
ral delays from trial to trial, the source and echo could lead
to the same or opposite ears. The echo delay refers to the
interval of time between the onset of the leading source click
and the onset of the leading echo click. Data were gathered at
echo delays of 1, 2, 4, 8, 16, 32, and 64 ms.

The clicks were 50-�s rectangular pulses. Negative in-
teraural delays correspond to left-leading clicks, while posi-
tive interaural delays correspond to right-leading clicks. The
interaural delays were limited to ±2.5 standard deviations
from the mean �±250 �s� in order to avoid excessively large
interaural delays. The interaural delays were rounded to the
nearest 5 �s so that the delays would correspond to integer
multiples of the 200-kHz sampling rate that was used for
generating the pulse trains.

The level of a continuous train �100/s� of equal-
amplitude clicks was set to 52 dB SPL as measured by a
digital rms voltmeter �Fluke PM 2525�. The echo delay and
echo level was fixed within a block of 50 trials. Twenty
50-trial blocks were run per condition, yielding 1000 trials
per combination of echo delay and echo attenuation �7 echo
delays by 7 echo attenuations�. Feedback was provided im-
mediately after each response on a trial-by-trial basis.

Stimuli were digitally generated via Gateway E4200
personal computer and converted to analog signals with 16-
bit digital-to-analog converters �TDT DD1� using output
rates of 200 kHz per channel. The levels of the clicks were
set by TDT attenuators �PA4�, and the clicks were low-pass
filtered at 7.5 kHz �TDT PF1�. The clicks were presented
through Sennheiser HD 520 II headphones to listeners seated
in IAC sound-attenuating chambers.

Listeners were instructed to use the information in the
source click, ignoring the echo click, and to press one button
on a keyboard if the source appeared to the left of midline
and another key if the source appeared to the right, using the
diotic cue presented in the first interval as a reference. For
comparison, baseline conditions were run in which the
source click was presented alone in the observation interval
�without an echo click�.

Prior to each block of trials, listeners were allowed to
listen to as many practice trials as they desired. These trials
had the same echo delay and echo attenuation as the test
trials with interaural delays varying from trial to trial. Lis-
teners were instructed to adjust the headphones during the
practice trials so that the diotic click during the first interval
sounded intracranially centered. When ready, listeners initi-

ated a block of 50 test trials by pressing a particular key on
the computer keyboard. Listeners were run in 1.5-h sessions
during which 1000–1500 left-right judgments were made.
All trials of a particular condition �echo delay/echo attenua-
tion� were completed before moving on to a new condition.
The order in which echo delays were run was random for
each individual subject; however, data were collected at all
echo attenuations at that particular echo delay before echo
delay was changed. The order in which echo attenuations
were run was random for each listener at each echo delay.

Three listeners participated in this study. Two had exten-
sive experience in lateralization experiments, while the third
had not previously participated in psychoacoustical experi-
ments. All were naive to the hypotheses under investigation
and all were given at least 10 000 trials of training before
data collection began. Initially, listeners made lateralization
judgments for a single click �interaural delays chosen ran-
domly from Gaussian distribution with a mean of 0 �s and a
standard deviation of 100 �s�. It was required that propor-
tion correct be at least 0.85 for single clicks �computed over
200 trials� before moving on to lateralization training ses-
sions with two clicks. For all listeners in the study, this re-
quired fewer than 800 trials. Once this criterion was achieved
for single clicks, 200 training trials were run for each of the
49 conditions �7 echo delays by 7 echo attenuations, run in a
random order� without recording of the results. Each 200-
trial training session consisted of four 50-trial blocks for
fixed echo delays and echo attenuations. These blocks were
run in the manner described above for experimental trials,
including the ad lib practice trials during which listeners at-
tempted to center the position of intracranial images associ-
ated with diotic �first interval� clicks through adjustment of
headphone position.

Performance was assessed in three ways. First, simple
proportion correct �P�C�� was computed. This is the propor-
tion of trials yielding responses consistent with the interaural
delay of the first click. Second, the point-biserial correlation
between the response made by the listener and the interaural
delay of the “source” was computed, along with the point-
biserial correlation between the response and the interaural
delay of the “echo.” Third, we predicted subjects’ responses
with a simple detection-theoretic model. From these two cor-
relations, normalized source and echo weights, Wsource and
Wecho, were computed as a measure of relative influence of
the source and echo on judgments,

WSource =
Rresp,IDTSource

�Rresp,IDTSource
� + �Rresp,IDTEcho

�
; �1�

Wecho = 1 − WSource,

where Rresp,IDTSource
and Rresp,IDTEcho

are the point-biserial
correlations between the left-right responses and the inter-
aural delays of the source and echo clicks, respectively.

For conditions in which responses were to be based on
the interaural delay of the source, optimal performance
would be represented by Wsource=1.0 and Wecho=0.0. From
the two measured weights, a decision variable �D� was com-
puted as a linear combination of source and echo IDTs,
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D = WsourceIDTsource + WechoIDTecho + � , �2�

where � represents prediction error. Responses were as-
sumed to be based on the magnitude of D such that a listener
would respond “left” if D�0.0; “right” if D�0.0; and ran-
domly if D=0.0, since there was no evidence for left-right
response bias. The success of this simple model was as-
sessed by computing the proportion of subjects’ responses
that were correctly predicted by the decision variable in
Eq. �2�. This was the third measure of performance, des-
ignated as P�A�.

III. RESULTS

Figures 2–4 plot Wsource, P�C�, and P�A�, respectively,
as functions of echo attenuation and echo delay. In each fig-
ure, the first three panels plot data for individual listeners,
and the fourth �bottom right� plots data averaged across the
three listeners.

The text will emphasize the average results �bottom
right panels�, since the three observers yielded data that were
quite similar. As echo attenuation was increased from 0 to
18 dB there were only slight increases in source weight and
proportion correct for echo delays of 16, 32, and 64 ms, with
both source and echo weights remaining near 0.5. As the
level of the echo click was reduced further at these delays,
the source weights �Fig. 2� approached 1.0 and the percent-
ages correct �Fig. 3� approached those obtained in the “no
echo” condition �indicated by the single X at the far right�.
For an echo delay of 8 ms, source weights and proportions
correct improved more quickly as the echo was attenuated.

At echo delays of 4, 2, and 1 ms, the source weights and
proportions correct were generally near their maximum val-
ues when the echo was unattenuated, so attenuating the echo
had little effect, although the first 6 dB of attenuation did
increase the source weight and proportion correct when the
echo delays were 2 and 4 ms. These results are consistent
with previous studies �see Litovsky et al., 1999� that have
demonstrated binaural precedence at these shorter echo de-
lays. For these conditions, binaural precedence facilitates
performance. The proportion of responses correctly predicted
from the source and echo weights �Eq. �2�� shows an effect
of echo delay, with proportion of responses correctly pre-
dicted being somewhat smaller for longer echo delays
�Fig. 4�.

To emphasize the minimal influence of echo level until
the echo has been greatly attenuated, the left/right responses
of one listener �S3� are shown in Fig. 5 for conditions in
which the echo delay was set to 16 ms. Consistent with the
fact that the source weights barely change with click attenu-
ation up to 18 dB, the linear boundary �slope=
−�Wsource /Wecho�� between left and right responses did not
change appreciably until the echo was attenuated by 24 dB.
Each panel also shows proportion correct, P�C�, and the pro-
portion of responses correctly predicted from Eq. �2�, P�A�.

Separate repeated measures analyses of variance �7 at-
tenuations �7 echo delays� were carried out to examine the
effects of echo delay and echo attenuation on the source
weights, the proportions correct, and the proportions of re-
sponses accounted for by the weighted average model. Each
analysis of variance was carried out on arcsine transformed

FIG. 2. Source weight is plotted as a function of echo attenuation and echo delay for three observers. Data are shown separately for three participants. The
fourth panel shows the average values.
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versions of the dependent variables in order to stabilize the
variances �Collett, 1991�, since all three variables are limited
to a range of 0–1.0.

A. Source weight

There were significant main effects of echo delay
�F�6,12�=26.95, p�0.0001, 	2=0.511 �	2 is the proportion
of total variance accounted for by the independent variable��
and echo attenuation �F�6,12�=62.31, p�0.0001, 	2

=0.259�, as well as a significant interaction between echo
attenuation and echo delay for source weight �F�36,72�
=4.59, p�0.0001, 	2=0.117�. It was generally the case that
larger source weights were observed at shorter echo delays
and larger echo attenuations, with echo attenuation having a
greater effect on source weights when the echo delays were
longer. The significant interaction was further investigated
with tests of simple main effects of echo attenuation. Signifi-
cant effects of echo attenuation were found when the echo
delay was 64 ms �F�6,12�=10.84, p�0.01�, 32 ms
�F�6,12�=17.54, p�0.01�, 16 ms �F�6,12�=152.14, p
�0.01�, 8 ms �F�6,12�=20.14, p�0.01�, 4 ms �F�6,12�
=5.22, p�0.01�, 2 ms �F�6,12�=5.50, p�0.01�, but not
1 ms �F�6,12�=2.11, p�0.05�. To further elucidate the ef-
fects of echo attenuation, six contrasts were carried out at
each echo delay showing a significant effect of echo attenu-
ation to determine the attenuation at which source weight
differed significantly from the weight obtained with no at-
tenuation. The Bonferroni inequality was employed to cap
the familywise error rate at 0.05 for the six comparisons �0
vs 6 dB, 0 vs 12 dB, 0 vs 18 dB, 0 vs 24 dB, 0 vs 30 dB, and

0 vs 36 dB�.2 For echo delays of 2, 4, 8, 16, 32, and 64 ms,
the attenuations required to produce a source weight different
from the one obtained with no attenuation were 6 dB, 6 dB,
18 dB, 18 dB, 30 dB, and 30 dB, respectively. Clearly, the
elevation of source weight with attenuation of the echo oc-
curs with less echo attenuation at shorter echo delays.

B. Proportion correct

Significant main effects were found for echo delay
�F�6,12�=26.75, p�0.01, 	2=0.578� and echo attenuation
�F�6,12�=43.40, p�0.01, 	2=0.232�, as well a significant
interaction between echo attenuation and echo delay for
�F�36,72�=3.46, p�0.01, 	2=0.085�. Higher proportions
correct were associated with shorter echo delays and greater
amounts of echo attenuation, with the effect of echo attenu-
ation on proportion correct being greater at longer echo de-
lays. Again, the significant interaction was examined with
tests of simple main effects of echo attenuation at each echo
delay. As with source weights, significant effects were found
at all echo delays except 1 ms �F�6,12�=6.21, p�0.01 at
64 ms; F�6,12�=23.36, p�0.01 at 32 ms; F�6,12�=38.68,
p�0.01 at 16 ms; F�6,12�=18.11, p�0.01 at 8 ms;
F�6,12�=7.91, p�0.01 at 4 ms; F�6,12�=3.24, p�0.05 at
2 ms; and F�6,12�=1.31, p�0.05 at 1 ms�. The effects of
echo attenuation on proportions correct at each echo delay
were further examined with six contrasts to determine the
attenuation at which proportion correct differed significantly
from that obtained with no attenuation. The Bonferroni in-
equality was employed to cap the familywise error rate at
0.05 for the 6 comparisons �0 vs 6 dB, 0 vs 12 dB, 0 vs

FIG. 3. Proportion correct is plotted as a joint function of echo attenuation and echo delay for three observers. The fourth panel shows the average values.
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18 dB, 0 vs 24 dB, 0 vs 30 dB, and 0 vs 36 dB�. For echo
delays of 2, 4, 8, 16, 32, and 64 ms, the attenuations required
to produce a proportion correct different from the one ob-
tained with no attenuation were 12 dB, 12 dB, 18 dB, 24 dB,
30 dB, and 36 dB, respectively. As was the case for source
weights, statistically significant elevation of proportion cor-
rect occurred with less attenuation of the echo at shorter echo
delays.

C. Proportion of responses correctly predicted

Significant main effects were observed for echo delay
�F�6,12�=7.97, p�0.01, 	2=0.525� and echo attenuation
�F�6,12�=8.21, p�0.01, 	2=0.103�, with higher propor-
tions of responses correctly predicted associated with shorter
echo delays and greater amounts of echo attenuation. The
interaction between echo delay and echo attenuation was not
significant for proportion of responses correctly predicted
�F�36,72�=0.69, p=0.865�.

IV. DISCUSSION

The most intriguing finding was that for echo delays of
64, 32, and 16 ms, attenuating the echo had little impact on
the ability of listeners to properly weight the information
arising from the source until the attenuation reached about
18–30 dB. For these echo delays, the two pulses were given
nearly equal weight when they were the same level, so one
might expect that reducing the level of one would increase
the weight given to the other, since sensitivity to IDTs for
acoustic transients is somewhat dependent on level �Hafter

and DeMaio, 1975; Dye and Hafter, 1984�. This demon-
strates that presenting clicks at different levels does not en-
hance the ability to report the laterality of the source for
these intermediate echo delays. Although the levels of reflec-
tions are influenced by the absorption characteristics of sur-
faces, it would be rare for a first reflection to be attenuated
by 18–24 dB �Berkley, 1987; Ando, 2002�. This finding in-
dicates that backward interference in lateralization is quite
robust and likely to influence localization in real world
acoustic environments. For echo delays of 8, 4, and 2 ms,
source weight and proportion correct increased rapidly as the
echo was attenuated, particularly during the first 6 dB of
attenuation for echo delays of 4 and 2 ms. At these shorter
echo delays, the more intense preceding click actually masks
the subsequent echo click �Ronken, 1970; Babkoff and Sut-
ton, 1971�. Presumably this forward masking of the echo
click by the more intense source click decreases the salience
of the binaural information carried by the echo click. It
should be noted that the echo was always detectable at echo
delays longer than 2 ms, even when it was attenuated by
36 dB �consistent with Raab, 1961�.

For an echo delay of 16 ms, two of the three participants
actually gave more weight the echo than the source when the
source and echo clicks were presented at the same level. This
resulted in the lowest average proportion correct in the study,
0.69. Stellmack et al. �1999� collected data from 15 individu-
als and found that 9 gave more weight to the echo than the
source at an echo delay of 16 ms for conditions in which
laterality judgments were based on IDTsource, leading to the
lowest proportion correct �about 0.60�. This finding confirms

FIG. 4. The proportion of responses correctly predicted from the source and echo weights is plotted as a function of echo attenuation and echo delay. Data
are shown separately for the three observers, with the average data shown in the fourth panel.

3952 J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Dye et al.: Effects of later-arriving sounds



the great difficulty that listeners have in lateralizing source
events when the echo is no longer suppressed �echo delays
longer than the 10-ms temporal window of the precedence
effect for impulsive stimuli� but the temporal order of the
source and echo cannot yet be determined �echo delays
shorter than 20 ms; Hirsh and Sherrick, 1961�.

As was mentioned in the Introduction, Massaro carried
out a series of experiments that demonstrated the deleterious
effects of later arriving sounds on the ability to identify the
pitch �Massaro, 1970a; 1975�, loudness �Massaro and Burke,

1991� or location �Massaro et al., 1976� of previous sounds.
Interference effects were evident for delays between the off-
set of brief signals and subsequent signals by as much as
180–240 ms. Findings like these led Massaro �1972� to pro-
pose a two-stage model of auditory short-term memory. An
auditory stimulus produces a preperceptual, unanalyzed, au-
ditory image containing information about the purely sensory
features of the acoustic stimulus �frequency, level, location,
etc.� that exceeds the duration of the stimulus. This preper-
ceptual store provides the basic unit of sensory information,

FIG. 5. An example of left-right judgments as a joint
function of the interaural delays of the source �abscissa�
and echo �ordinate� for S3 for data obtained with an
echo delay of 16 ms. Results are shown separately for
different echo attenuations. Each panel shows propor-
tion correct, proportion of responses correctly pre-
dicted, source and echo weights, and the slope of the
best fitting linear boundary between left and right re-
sponses.
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with recognition of object features entailing readout to a
“synthesized,” postcategorical auditory perceptual memory.
If a second sound follows before the first’s features can be
read out, the second sound overwrites the preperceptual
store, effectively terminating processing of the first. Because
one’s ability to identify the properties of the initial stimulus
is impoverished if the second occurs within 200–250 ms of
the first, Massaro �1972� concluded that approximately
250 ms was required for read out of the preperceptual image
to synthesized auditory memory. According to the simple
two-stage model, there should be no effect of the similarity
between the target and the backwards interferer, since it was
presumed that the second event overwrites the features of the
first. However, Kallman and Massaro �1979� found strong
target-masker similarity effects for pitch judgments—
participants tended to report the pitch of the backward inter-
ferer at delays less than 80 ms. This effect is reminiscent of
Massaro et al.’s �1976� results for judgments of 20-ms
1000-Hz tones based on interaural level difference—at inter-
tone intervals of 70 ms or less, left-right judgments were
likely to be consistent with the laterality of the backward
interferer. These similarity effects were explained by arguing
that the masker terminates processing of the target tone, but
also corrupts the memory representation at the stage of syn-
thesized memory corrupted by the backward masker �Kall-
man and Massaro, 1979�.3 For echo delays of between 16
and 64 ms, the current study found that attenuating the echo
click had no apparent effect on laterality judgments based on
the source click until the echo click was attenuated more
than 18 dB. It is as though the binaural information carried
by this brief, less intense event some 32–64 ms after the
to-be-lateralized target had been synthesized with the binau-
ral information carried by the earlier event in forming the
percept upon which responses were being made. The result is
laterality judgments that are correlated with the interaural
differences of time carried by both the source and echo
clicks. Proportion correct and source weights were lowered
by the second click at longer echo delays, as though the
binaural information from the first and second event was
combined. At shorter echo delays �8 ms or less�, the prece-
dence effect suppressed the binaural information carried in
the echo click, leading to higher values of Wsource and pro-
portion correct.

The finding that interaural differences separated in time
by up to 64 ms continue to interact is consistent with “bin-
aural sluggishness” �Grantham and Wightman, 1978�. When
binaural parameters are varied sinusoidally at rates higher
than 10 Hz, the stimulus is more difficult to discriminate
from one with unmodulated binaural parameters �Grantham
and Wightman, 1978; Grantham, 1982�. These data have led
to the conclusion that the binaural auditory system is “slug-
gish.” This sluggishness has been modeled by a moving-
average filter that integrates interaural values over the dura-
tion of its window. Several studies �Kollmeier and Gilkey,
1990; Culling and Summerfield, 1998; Akeroyd and Sum-
merfield, 1999� have sought to measure the duration of the
integration window, the equivalent rectangular duration
�ERD�. Estimates range from 40 to 200 ms, agreeing reason-
ably with our two-pulse lateralization data. Culling and Sum-

merfield measured the shape of the integration window from
measurements of the binaural masking level difference
�BMLD�, demonstrating a rearward lobe that was 1.3–2.3
times the duration of the forward lobe. Since a longer rear-
ward lobe is consistent with greater forward integration, the
direction of the asymmetry is not consistent with backward
recognition masking of binaural information.

Comparison to free-field phenomena

When a sound is presented in any environment with re-
flective surfaces present, the first arriving sound comes di-
rectly from the source. It is followed by a group of early
reflections off lateral walls, the floor, and the ceiling, reach-
ing the listener within 50 ms of the direct sound �Kuttruff,
2000�. This first group of reflections typically consists of
discrete, identifiable events in time. Depending on the ab-
sorption characteristics of the reflective surfaces, these re-
flections will typically be reduced in magnitude when com-
pared to the direct sound. Early reflections are often followed
by a cluster of reflections that arrive quickly from many dif-
ferent directions. These events are lower in level and tempo-
rally contiguous, merging together to form reverberant
sound. For stimuli that are nearly continuous, like speech or
music, all reflections arriving during the first 35 or so ms are
thought to reinforce the impression created by the direct
sound. Humans do not perceive these events as separate from
the source, and the perception of location is generally con-
sistent with binaural information conveyed by the sound that
arrives via the direct path �Haas, 1949� as long as the spectra
and temporal envelopes of the reflections are reasonably
similar to those arising from the source.

At longer echo delays, reflections may be heard as sepa-
rate events, as echoes of the source, when they are suffi-
ciently intense. For speech and music, these echoes may be-
come annoying, distracting the listener from the speaker or
music. Haas �1949� defined the threshold for echo distur-
bance as the echo delay at which 50% of the listeners judge
the echo to be “disturbing.” This “echo disturbance” �Haas,
1949� depends on the rate of speech, the reverberation time
of the listening room, and the relative level of the reflection.
For instance, speech presented at 7.4 syllables per second
�fast speech�, yielded an echo disturbance threshold of only
40 ms, while speech at 3.5 syllables per second �solemn
speech� yielded echo disturbance thresholds of 92 ms. When
the echo was reduced by 6 dB relative to the source, the echo
disturbance threshold reached 175 ms �up from 68 ms for
speech presented at 5.3 syllables/s with the source and echo
of equal level�. Muncey et al. �1953� measured echo distur-
bance thresholds with speech �5 syllables/s� and various
types of music �e.g., fast and slow string music and fast and
slow organ music�, finding that echoes caused less annoy-
ance for music than speech and least for slow music. Both
Haas �1949� and Muncey et al. �1953� found that echoes
became less disturbing as they were attenuated. For instance,
Haas �1949� found that by an echo attenuation of 10 dB,
there was no echo delay that participants found “disturbing.”
Although the range of delays over which echo disturbance
exists coincides with the rather long delays over which back-
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ward interference was observed here, the rather strong level
dependence of echo disturbance is inconsistent with the ef-
fects observed in the current study. It should also be empha-
sized that Muncey et al. �1953� found the even relatively low
level echoes �attenuated by30 dB relative to the source� con-
tinued to be “disturbing” as echo delays were extended to
1 s. This contrasts with Stellmack et al. �1999�, who found
that participants grew able to effectively ignore the echoes
when judging the laterality of sources as the echo delay ex-
tended to 128 and 256 ms. It should be kept in mind, how-
ever, that both Haas and Muncey et al. presented continuous
stimuli, with sources and echoes overlapping acoustically
even at long echo delays. On the other hand, Stellmack et al.
presented brief transients with simulated sources and echoes
having no temporal overlap. As a consequence, the simulated
echoes cease to impede processing of sources as the echo
delay is extended to 128 ms. Another critical difference be-
tween “echo disturbance” studies �Haas, 1949; Muncey et
al., 1953� and studies in which lateralization of source or
echo clicks is measured �the current study, Stellmack et al.,
1999� is the fact that participants in the lateralization studies
are not specifically queried about how “disturbing” they find
the echoes. Indeed, participants in lateralization studies may
find the echoes annoying �their subjective impressions are
generally not sought�, but the echoes cease to affect judg-
ments based on the preceding acoustic event.

Under what conditions would the first arriving echo fol-
low the source by 16–64 ms? Under the assumption that the
room were a perfect cube, reflections off the two lateral
walls, the ceiling, and the floor would arrive at the listener
simultaneously if the listener’s head and the source were at
an elevation that was equidistant between the floor, the ceil-
ing, and the two lateral walls. Assuming a velocity of sound
of 344 m/s, the direct-indirect sound path length differences
would need to be 5.5, 11, and 22 m to produce echo delays
of 16, 32, and 64 ms, respectively. If the listener’s head and
the speaker were on opposite ends of the room, these path
length differences would be obtained for rooms having a
height/width 13.28, 26.56, and 53.22 m for echo delays of
16, 32, and 64 ms. On the other hand, if the listener and the
source were 1 m apart, but positioned in the middle of the
room �equidistant from the floor, ceiling, and side walls�,
path length differences of 5.5, 11, and 22 m would only re-
quire the rooms to be 6.42, 11.96, and 22.98 m for echo
delays of 16, 32, and 64 ms. Although a 6.42-m room is
rather common, it is rare that rooms of this size are perfect
cubes, and it would be extraordinary for the listener’s head
and the sound source to be positioned equidistant from walls,
the ceiling and the floor. As a consequence, realistic rooms
would undoubtedly be much larger if they were to produce
the echo delays required for backward interference.

Given the low likelihood that acoustic events occurring
16 ms or longer after an event are reflections, it is our belief
these events �reverberations or pulses that simulate them� are
effectively treated as new sources, consistent with Buell and
Hafter’s �1988� finding of optimal integration of information
once the interclick interval exceeds approximately10 ms.
Perhaps the fact that these later-arriving acoustic events are
treated as new sources, demanding processing resources, is

what makes them “disturbing” �in the Haas and Muncey et
al. sense�. All listeners reported hearing multiple images at
echo delays exceeding 8 ms; however, none were capable of
lateralizing the first pulse �the simulated source� indepen-
dently of the second �the simulated echo� until the second
was attenuated by nearly 30 dB. It is our belief that the sec-
ond, lower level events were simply treated as less intense
subsequent sources, not reverberations of the initial pulse,
when “echo” delays were greater than 16 ms. The mystery is
that these two perceptual events continue to influence one
another when they are separated by 64 ms, even for condi-
tions that yield ideal integration, since one of the assump-
tions of ideal integration is statistical independence of the
samples of IDT. Furthermore, it is evident that two seem-
ingly segregated perceptual events can interfere with each
other; interference can occur in the absence of perceptual
fusion. The asymmetry of this influence, with events occur-
ring 16–64 ms later having a greater impact on the ability to
process earlier ones, was the main topic of this paper.

V. CONCLUSIONS

In summary, it was shown that simulated echo clicks had
a deleterious effect on the ability to lateralize a source click
when the interval between the source and echo fell in the
range of 8–64 ms even when the latter click was attenuated
by as much as 18 dB. This was ascertained by examining
source weights, derived from point biserial correlations be-
tween responses and interaural differences of time of source
and echo clicks, and the proportion of correct responses.
There was also indication of a greater degree of randomness
in laterality judgments at longer echo delays, since the pro-
portion of responses predicted from the weights declined
with increasing echo delay �out to 64 ms, the end of the
range for the current experiment�. A comparison between the
data obtained here and so-called echo disturbance �Haas,
1949; Muncey et al., 1953� showed a similar delay at which
an echo becomes subjectively “disturbing” and when it inter-
feres with the ability to lateralize a source click. However,
there are important differences between the two phenomena.
Most importantly, echoes continue to be disturbing as the
delays are extended out to 1 s �Muncey et al., 1953�, yet the
ability to lateralize leading clicks returns as delays are in-
creased to 128 ms �Stellmack et al., 1999�. We believe that
the deleterious effect of later acoustic events on the ability to
lateralize previous ones is an example of backward recogni-
tion masking �e.g., Massaro, 1975�, whereby subsequent
events either terminate or overwrite sensory representations
of events occurring earlier. Backward recognition masking of
IDT information may be related to binaural sluggishness,
although the direction of asymmetry of estimated temporal
windows is opposite what would be required to account for
the lateralization data �Culling and Summerfield, 1998�. The
range of echo delays over which backwards interference is
evident leads to the conclusion that it would only exist for
rather large rooms. It is also suggested that the auditory sys-
tem treats acoustic events taking place more 10–16 ms later
as new sources. Perhaps one of the reasons that they disrupt
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processing of earlier events is that they garner auditory pro-
cessing resources so that they may themselves be processed.
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A major problem for an auditory system exposed to sound in a reverberant environment is to
distinguish reflections from true sound sources. Previous research indicates that the process of
recognizing reflections is malleable from moment to moment. Three experiments report how
ongoing input can prevent or disrupt the fusion of the delayed sound with the direct sound, a
necessary component of the precedence effect. The buildup of fusion can be disrupted by presenting
stimuli in alternation that simulate different reflecting surfaces. If buildup of fusion is accomplished
first and then followed by an aberrant configuration, breakdown of the precedence effect occurs but
it depends on the duration of the new sound configuration. The Djelani and Blauert �2001� finding
that a brief disruption has no effect on fusion was confirmed; however, it was found that a more
lengthy disruption produces breakdown. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2354020�
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I. INTRODUCTION

When sound is produced in a room, complex interac-
tions ensue as reflections of the original sound bounce off the
surrounding surfaces. Under most circumstances, the source
of sound and reflections are lumped into a single auditory
image that is localized near the source of the original sound,
a phenomenon known as the precedence effect. While the
reflections do not have a strong effect on the perceived di-
rection of the auditory image, they do affect other aspects of
perception, such as the spatial width of the image and the
loudness and quality of the perceived sound �Blauert, 1997�.
As shown by Bech �1995, 1996, 1998�, we are exquisitely
sensitive to the small timber and spatial differences that re-
sult from changing just one simulated reflection among
many. This sensitivity makes it relatively easy to identify
which of several rooms a sound was recorded in, i.e., a gym,
a restroom, a classroom, or a small lab room �Robart and
Rosenblum, 2005�.

As the delay between a source and reflected sound in-
creases, the listener begins to hear the delayed sounds as
separate auditory images, “echoes” of the original source.
The shortest time delay at which lead and lag sounds are
heard as separate sources is defined as echo threshold
�Blauert, 1997�. Although echo threshold may logically be
seen as a limit of basic auditory temporal resolution, the
dependence of the threshold on the listener’s auditory expe-
rience immediately preceding threshold measurement sug-
gests that more complex processes are at work. For example,
echo threshold can be raised by repeating brief stimuli such

as a train of pulses or noise bursts. Echoes that are heard
early in the train fade as the train continues, the “build-up”
phenomenon first reported by Thurlow and Parks �1961�. We
have found that the built-up echo threshold is fragile, and can
be lowered by several manipulations of a stimulus train, in-
cluding changing the spectrum of the reflected sounds �Mc-
Call et al., 1998�, changing the lead-lag delay �Clifton et al.,
1994�, and switching locations of lead and lag sound �Clif-
ton, 1987�. When lead and lag locations are switched, the
listener’s echo threshold drops so that lagging sounds previ-
ously unreported become audible echoes, localized at the site
of the lag loudspeaker. If lead and lag sounds maintain their
new positions, the precedence effect is reestablished and the
echo fades as threshold rises �Clifton and Freyman, 1989�.

The malleability of echo threshold holds great potential
to aid our understanding of just how the brain responds to
and recognizes certain sounds as true sources and other
sounds as mere reflections. Under most normal circum-
stances it is the true sound source that is critical to localize
whereas reflected sounds can be safely ignored. We have
advanced a hypothesis about what auditory events can affect
echo threshold and why. Underlying this hypothesis is the
assumption that as listeners experience sound in a room, the
acoustic properties of the room are coded as part of that
auditory experience. We have proposed that when listeners
are exposed to sound in a room they form expectations about
how sound behaves in that room, and when acoustic proper-
ties of the room are changed in a sudden and improbable
manner, echo threshold drops. We call this the “room acous-
tics hypothesis” �Clifton et al., 1994; Clifton and Freyman
1997; Clifton et al., 2002�. In a series of studies we have
found that fusion shown by higher echo thresholds is dis-
rupted when loudspeakers are arranged to simulate move-
ment of a wall toward or away from the listener �Clifton et
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al., 1994�, or a change in the reflective properties of the wall
�McCall et al., 1998�. Listeners become suddenly aware of
sound located at the wall’s simulated position when delay or
spectrum of the “echo” is changed.

Experiments on buildup have typically featured an un-
changing train that ended with a test click identical to the
preceding train, or a test click changed in a way calculated to
break down the precedence effect �Clifton et al., 1994;
Grantham, 1996; McCall et al., 1998�. In these studies the
questions concerned how to disrupt the strong precedence
effect induced by the unchanging input preceding the test
click. These studies have shown that following such sudden
changes, echo threshold is much closer to what is measured
when there is no preceding conditioning train. Presumably,
this is because there has not yet been any buildup of echo
threshold in the new “room.” However, our own tests of our
hypothesis have not dealt directly with the question of
whether the built-up threshold for the original configuration
is broken down after the sudden change. Recently, Djelani
and Blauert �2001� asked the following: If the location of the
lag sound was suddenly moved at the end of the train of
lead-lag click pairs, but then immediately switched back to
its original location, would the listener experience the break-
down of the precedence effect? The answer was “no;” the
experience of a single switch in lag location had little effect
on echo threshold in the original configuration. Djelani and
Blauert �2001� concluded that there was no breakdown of
precedence, only that the buildup had not yet occurred for
the new configuration. The implication is that one can main-
tain or perhaps even acquire models of more than one room
at the same time.

The purpose of the current experiments was to explore
the process of both forming and disrupting a model for a
particular auditory space. In particular, we investigated
whether the acquisition or maintenance of such models is
independent of concurrent or subsequent input that simulates
alternative spaces. As did Djelani and Blauert �2001� we
used click pairs as stimuli. Trains of standard click pairs
featured a single sound source with a single reflection. We
interleaved single clicks or click pairs within this standard
click train to simulate different room characteristics from
those present in the standard train. In experiment 1 we asked
whether buildup for the standard lead-lag configuration could
occur under conditions of fluctuating input about room
acoustics. In experiments 2 and 3 we asked under what con-
ditions buildup would be maintained in the face of various
lead-lag conditions that differed from the original configura-
tion. Experiment 2 contained a replication of the Djelani and
Blauert conditions along with some extensions, while experi-
ment 3 determined whether the buildup would be disrupted
by a more dramatically different mixture of sounds that
simulate variations in room acoustics.

II. EXPERIMENT 1: DOES BUILDUP OCCUR WHEN
INPUT IS FLUCTUATING?

A. Method

1. Stimuli and apparatus

Stimuli were pairs of computer generated 50-�s pulses
presented from two channels of a 16-bit digital-analog �D/A�

converter �TTES QDA1�. The outputs of the two signal
channels were low-pass filtered at 8.5 kHz �TTE J1390�, at-
tenuated �TTES PAT1�, amplified �CROWN D40�, and de-
livered to a pair of loudspeakers �Realistic Minimus 7�. The
loudspeakers rested on a semicircular arc constructed of
foam-covered wood which was housed in an anechoic cham-
ber measuring 4.9�4.1�3.12 m. The floor, ceiling, and
walls of the chamber were lined with 0.72-m foam wedges.
Subjects sat in a chair in the center of the room with the
loudspeakers situated at 45 deg left �−45 deg� and 45 deg
right �+45 deg� at a distance of 1.9 m. The center of the
loudspeakers was 1.4 m above the wire mesh floor of the
chamber at ear height for the typical listener seated in the
chair. The stimulus level was measured by presenting the
click stimuli through the loudspeakers at a rate of 4 clicks/s.
A microphone was lowered to the position of the center of
the subject’s head with the subject absent. The microphone
output was fed to a sound level meter �B&K 2204� set on the
“fast” meter response on the A scale. Unattenuated outputs
through the system were 61 dBA from either loudspeaker.
The experiments were run at 43 dBA �with attenuators set to
18 dB�.

2. Conditions

The primary conditions of the experiment used a train-
test method used previously in a number of different studies
�e.g., Freyman et al., 1991; Clifton et al., 1994; Grantham,
1996; Yost and Guzman, 1996; and Djelani and Blauert,
2001�. On each trial, repeated pairs of clicks �one to each
loudspeaker� were delivered at a rate of 4 clicks/s to form a
click “train.” Following the train, and a pause of 750 ms, a
“test click” was presented. During both the train and test
clicks, the clicks from the right loudspeaker were delayed
relative to the left loudspeaker by 2 to 14 ms in 2 ms steps.
The listeners’ task was to report their judgment about
whether they heard a sound in the vicinity of the right loud-
speaker, which presented the lagging click. In this design, the
test click pair had the same locations �lead left, lag right� in
all conditions, so the effects of various conditioning trains on
the same test click could be assessed.

In the baseline buildup condition, either 3, 5, 7, or 9
identical clicks with a fixed delay to right loudspeaker were
presented during the train, with the test click having the same
right-loudspeaker delay as the train. The rate for the baseline
condition was 4 clicks/s. Figure 1, top trace, displays this
baseline “buildup” condition for the example where there
were nine clicks in the train and the test click is identical to
the train. The remaining traces show the conditions in which
single clicks or click pairs were interleaved halfway between
the baseline click pairs. Interleaved stimuli are shown as
open bars and baseline click pairs are shown as solid black
bars. In the buildup� condition, click pairs identical to the
clicks in the train were interleaved, creating effectively a
train consisting of almost double the number of clicks and a
rate of 8 clicks/s. This condition served as a control for the
more rapid rate that resulted from interleaving clicks in the
experimental conditions. In the switch condition, the delay of
the interleaved clicks was reversed, so that the composite
train consisted of alternating left-leading and right-leading
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pairs. In the lead condition, only the lead �left� click was
interleaved, and in the lag condition, only the right click was
interleaved. In addition to these train-test stimuli, subjects
listened to an “NC” condition, in which no conditioning
train, only the test click, was presented. Hearing the echo for
the NC condition represents the basic threshold for these
click pairs with no interference and no buildup.

The switch, lead, and lag conditions were expected to
disrupt buildup of the precedence effect because of the in-
consistent room models being simulated. The switch condi-
tion presented the listener with two alternating models in
which a reflecting surface is either on the right or left side.
The lead condition keeps the sound source in one steady
location but has a reflecting surface present or not present on
alternating clicks pairs. This is most clearly a violation of the
standard configuration. The lag condition features a source
that moves back and forth. When the source is on the left
side of the room there is a reflective surface simulated on the
right side; when the source is on the right there are no simu-
lated reflections. With all three conditions the simulated re-
flective surfaces are changed. However, with the switch and
lag conditions the source locations are also moved, which
complicates the situation. Violations of the original model of
room acoustics could be less obvious than when the source is
stable.

3. Procedure

The subjects were asked to face straight ahead, but were
not physically restrained. They were told that they would
hear a train of clicks followed by a test click separated from
the train by a slight pause. Subjects were instructed to focus
on the test click, not the train, and to listen for any sound
coming from the vicinity of the right loudspeaker. They
pressed one of two buttons to indicate whether or not they
perceived a sound on the right during the test click. Note that
a delayed sound was presented from the right loudspeaker on

every trial, and this task is a subjective judgment of the sub-
ject’s perception of the presence of an echo. Listeners were
not given practice prior to data collection.

The stimuli were presented in blocks of 35 trials in
which the interleave condition and the number of clicks in
the train were fixed. Within each block, each of the seven
delays �2, 4, 6, 8, 10, 12, and 14 ms� was presented five
times in a random order. All five interleave conditions, in-
cluding the baseline condition, were presented in a group of
five blocks in which the number of clicks �N� in the train was
fixed. The next group of five blocks again presented all five
interleave conditions using a different number of clicks, and
so forth, until all four N’s were used and 20 blocks were
completed. The ordering of the interleave conditions within a
group of five blocks was random, as was the ordering of the
number of clicks in the train across groups of five blocks.
These random orders were different for each subject. After
20 blocks, five judgments had been obtained from each lis-
tener at each delay, interleave condition, and number of
clicks in the train. The entire process was repeated with dif-
ferent random orders three additional times, so that across
the total of 80 blocks, each subject made 20 judgments for
each condition. Four 35-trial NC runs were interspersed
within the train-test conditions, one in each set of 20 blocks.
In total, a listener made 2800 judgments on train-test trials
�20 judgments �7 delays �5 interleave conditions �4 num-
ber of clicks in the train� in addition to 140 NC trials. These
2940 trials were typically spread through three-to-four listen-
ing sessions lasting one-and-one-half hours each.

4. Subjects

Ten listeners, nine female, one male, participated in this
experiment. Their ages ranged from 21 to 31 years. Each
subject passed a hearing screening at 20 dB HL at the octave
frequencies from 500 to 4000 Hz.

B. Results

The initial analysis averaged across all ten subjects the
percentage of trials on which an “echo” was reported as a
function of delay for each condition. Examination of the data
showed clearly that fewer echoes were reported for the
buildup conditions relative to the NC condition, in agreement
with the previous data reviewed in the Introduction. The
buildup effect was well established with three clicks in the
train, and did not appear to increase appreciably as N in-
creased to five, seven, and nine clicks. Because the inter-
leaved conditions also did not show an appreciable effect of
increasing number, all plots and analyses collapsed the data
across N. A more substantial number effect on buildup had
been found in Freyman et al. �1991� with longer �150-
�s� pulses compared with the 50-�s pulses used here. In
future studies the potential effect of pulse duration on
buildup should be explored.

As shown in Fig. 2, as delay increased the percentage of
trials on which two clicks were reported increased smoothly
for all the functions. The difference between the buildup con-
ditions �open symbols� and NC �dashed line� reflects the

FIG. 1. Stimulus configurations for experiment 1 using the example of nine
buildup click pairs in the conditioning train. After the trial, listeners reported
whether or not they heard an echo from the vicinity of the right loudspeaker
during the test click.
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buildup of echo threshold. That is, echoes are reported in
fewer trials when the test click is preceded by a train of
clicks identical to the test click.

Of primary interest for this paper is which, if any, of the
trains with the interleaved click pairs would disrupt the
buildup. As expected, the effect of the interleave condition
that essentially inserted more repetitions of the same lead-lag
pairs �buildup��, shown by the open squares, had only a
small effect in the direction of increasing buildup. All three
types of interleaved click pairs that represent a change in
simulated room acoustics appear to increase the number of
echoes reported relative to the buildup conditions.

To quantify the effects observed in Fig. 2, echo thresh-
olds �the delay at which echoes were reported on 50% of the
trials� were estimated from the functions obtained from each
individual subject �see Appendix Table A1�. Each function
was fitted with a sigmoidal equation using nonlinear param-
eter estimation on MATLAB, which estimated the least-
squares solution to logistic functions of the form 1/ �1+exp
− ���−m� /s��, where � is the lag-click delay, m is the mid-
point of the function, and s is the slope. The parameter m
represents an estimate of the delay at which 50% echoes
were reported, the echo threshold in this case. The fits were
generally good, with 90% of the R2 values above 0.95. In
only one case �out of 210 total function fits� was the fit so
poor that we felt it did not validly represent the echo thresh-
old. In this case �subject 2’s data at N=3, switch condition�
only the data obtained at 2–10 ms were used in the fitting
equation, with 12 and 14 ms excluded.

As in the analyses reported above, the echo thresholds
for each subject were collapsed across N. These collapsed
echo thresholds were then averaged across all ten subjects
and are shown in Fig. 3 for each condition. The vertical lines
extending from each bar represent one standard error of the
mean across subjects after the collapse of the data across N.
The diamonds shown on the columns represent the echo
thresholds estimated from fitting the sigmoidal equations to
the psychometric functions of the average data shown in Fig.
2. These estimates appear to agree quite well with the means
of estimates of individual echo thresholds.

An analysis of variance performed on the echo thresh-
olds across the six conditions yielded a main effect of con-

dition �F�5,45�=5.46, p�0.001�. Planned comparisons
were used to determine which conditions differed. The base-
line buildup condition had a mean echo threshold of 10.7 ms.
Mean echo threshold for the buildup� condition, which in-
terleaved the identical clicks, was slightly higher at 11.2 ms,
although this difference was statistically significant �F�1,9�
=8.92, p�0.015�. Echo threshold for the NC condition was
8.2 ms, so the buildup caused a shift of echo threshold of 2.5
to 3 ms for the buildup and buildup� conditions, respec-
tively, as expected, a significant difference �F�1,9�
=7.09, p�0.025�. All three of the interleave conditions that
were intended to simulate variations in room acoustics
showed lower echo thresholds than either of the two standard
buildup conditions. Planned comparisons contrasting the two
buildup conditions against all others was highly significant
�F�1,9�=22.91, p�0.001�. No comparisons among the
three interleaved conditions were significantly different at
alpha�0.05.

The results show that it is possible to severely disrupt
the buildup by introducing variations during the train of
clicks. Echo threshold did not increase unless the acoustic
information in the preceding train designated a stable room
model of source and reflections. As an example, consider the
lead condition, which had a strong disruptive effect on the
buildup. Here, an original stimulus and simulated reflection
are paired, but between every pair the original source click is
delivered with no “reflection” following it. Thus, the system
should have difficulty building up a model of this auditory
space, which is assumed by the room acoustics hypothesis to
be responsible for the increased fusion of lead and lag. This
confusing situation is analogous to the visual example of
Escher’s stairways that lead to impossible levels �Escher,
1984�. Just as viewers of these visual incongruities may use
various strategies in attempting to resolve the stairway prob-
lem, our listeners may experience these confusing auditory
inputs in a number of different ways. At the moment these
possibilities can only be speculated about, but future research

FIG. 2. Percentage of total trials on which listeners reported hearing an echo
in experiment 1, plotted for each condition as a function of delay between
leading and lagging clicks. The plotted data were collapsed across number
of buildup clicks in the train for each condition.

FIG. 3. Mean and +/− one standard error of echo thresholds derived from
logistic fits to the individual functions obtained in experiment 1. For all of
the train-test conditions, the standard errors are of the means across subjects
after averages had been taken across number of clicks. Filled diamonds
show the echo thresholds derived from the group psychometric functions
displayed in Fig. 2.
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may explicate what listeners do to attempt to resolve these
inputs. Our data only allow us to conclude that alternation of
impossible scenarios as we have conceived them disrupts
buildup.

III. EXPERIMENT 2. DO VARIATIONS NEAR THE END
OF THE TRAIN PRODUCE BREAKDOWN?

Experiment 1 showed the buildup of fusion could be
disrupted by introducing variations in between the repeated
lead-lag click pairs during a conditioning train. On the sur-
face, this appears to be a different type of result than that
obtained by Djelani and Blauert �2001� because they found
that switching the lag position at the end of a preceding train
had no effect on echo threshold. However, there were two
key methodological differences. First, we introduced the
variations much more aggressively; the variation clicks num-
bered only one less than the buildup clicks. Second, the
variations were interleaved throughout the train, not allowing
buildup to occur first. In contrast, Djelani and Blauert �2001�
introduced only one variation after the precedence effect had
already built up. In the current experiment, we replicate the
Djelani and Blauert general procedures more directly, by in-
troducing only one or two variations after buildup was al-
lowed to occur.

Method and results

The same ten subjects who participated in experiment 1
served as listeners in this follow-up study. The stimuli used
in this experiment are shown in Fig. 4. The baseline condi-
tion used trains of nine lead-lag pairs presented at 4 clicks/s
�“buildup” train from experiment 1�. Two of the experimen-
tal conditions from experiment 1, switch and lead, were
modified for the current study. As shown in the figure, the
variations were presented either once, between the eighth
and ninth clicks in the buildup train, or twice, between the
seventh and eighth click also. As in experiment 1, the stimuli
were presented in 35-trial blocks with condition fixed and
delay varied across trials in each block. Each of the seven
delays was presented five times in each block, as before. The

five conditions were presented in a random order in a set of
five blocks. Four such sets of blocks were run for each sub-
ject, for a total of 20 blocks and 20 judgments for each delay
in each condition.

Means of individual echo thresholds, computed as in
experiment 1, varied by about 1 ms across conditions �see
Appendix Table A2�. Individual tests among all mean echo
thresholds indicated that only switch 1 was statistically dif-
ferent from the basic buildup condition �Tukey HSD p
�0.03�. The psychometric functions of the mean data, dis-
played in Fig. 5, show little effect of the interleaved clicks.
Only slightly more echoes were reported in the experimental
conditions than in the baseline buildup condition. These re-
sults are similar to those obtained by Djelani and Blauert
�2001�. Thus, it can be concluded that once the buildup of
fusion has occurred during a click train, one or two aberrant
clicks inserted at or near the end of the train does not appre-
ciably reduce the built-up fusion.

IV. EXPERIMENT 3. CAN THE PRECEDENCE EFFECT
BE BROKEN DOWN?

To this point we have determined that the buildup of
fusion can be disrupted by interleaving variations that
specify different acoustic spaces in between the repeated
standard pairs in the conditioning train. On the other hand
only one or two instances of such variations inserted at the
end of the train had little effect on already built-up fusion, in
agreement with Djelani and Blauert �2001�. Thus, where the
buildup was allowed to occur before any variations were
introduced, disruption of the precedence effect was minimal.
A remaining question is if buildup had been allowed to occur
first, whether or not the more numerous variations that pre-
vented buildup in experiment 1 would have produced a
breakdown of the precedence effect. In experiment 3 buildup
was induced by presenting a train of repeated identical click
pairs followed by an equally long train of aberrant clicks that
was intended to break down the built-up fusion.

A. Methods

Nine new normal-hearing subjects participated. The
stimulus conditions for the experiment are shown in Fig. 6.
There were two experimental conditions. In the first �shown
at the top of the figure�, a buildup train of five click pairs was

FIG. 4. Stimulus configurations for experiment 2.

FIG. 5. Percentage of total trials on which listeners reported hearing an echo
in experiment 2, plotted for each condition as a function of delay between
leading and lagging clicks.
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followed by five additional repeated pairs with lead inter-
leaved �the “buildup-lead” condition�. The primary control
condition for this experiment was the lead condition itself,
without the preceding buildup �second trace�. A second con-
trol condition was buildup-silence condition �third trace�,
which was necessary in order to determine how much of the
buildup would be expected to dissipate during the time pe-
riod between the buildup train and the test click in the main
experimental condition. Although not shown in Fig. 6, a final
control condition was the basic buildup with five click pairs
without the additional silent period, a repetition of the
Buildup condition from experiment 1.

The second experimental condition was buildup-lead
only, which was the strongest attempt to break down buildup
fusion, as no maintenance of the original configuration was
interleaved. A new control condition, lead only, in which no
lag sound was presented until the test click, was used in
addition to the buildup and buildup-silence conditions de-
scribed above. As before, the test click on which subjects
made their judgements was the same for all conditions, to
allow comparisons for the effect of preceding input.

B. Results

Echo thresholds were estimated from each subject’s
psychometric function, as in experiment 1 �see Appendix
Table A3�. An analysis of variance �ANOVA� computed on
echo threshold yielded a main effect of conditions
�F�5,40�=25.04, P�0.0001�. Follow-up comparisons were
conducted as indicated below. The results of the buildup-lead
and buildup-lead only conditions along with the relevant
control conditions are shown in Fig. 7, which displays the
percentage of trials on which an echo was reported averaged
over subjects, and Fig. 8, which shows the computed echo
thresholds. First, it should be noted that substituting silence
for the second part of the train did not noticeably dissipate
the buildup, so buildup-silence serves as a control for our
two experimental conditions that had intervening stimuli af-
ter the buildup. Note the closely overlapping curves for the
buildup-silence �open triangles� and buildup �dashed line�
conditions in Fig. 7 and the similarity of the columns in Fig.
8. Data for the buildup-lead condition showed that interleav-
ing aberrant clicks within the train did not cause a break-
down once fusion had already built up �buildup-lead versus
buildup/buildup-silence �F�1,8�=1.84p�0.20�.

When the lead only train was presented before the test
click, the reporting of echoes increased substantially �solid
triangles in Fig. 7�. Echo threshold was between 2 and 3 ms
compared with approximately 9 ms for the buildup-silence
train �Fig. 8�. A similar phenomenon was reported by Frey-
man et al. �1991� when the echo seemed to “pop out” if it
was preceded by a train of single source clicks. When
buildup was allowed to occur before the introduction of the
lead only train �buildup-lead only�, fewer echoes were re-
ported when single lead clicks were presented �lead only�,
and the echo threshold was approximately 6 ms �F�1,8�
=40.85, p�0.001�. However, a breakdown of echo thresh-
old did occur, as shown by the substantial difference between
buildup-silence and buildup-lead only �F�1,8�=13.16, p
�0.01�. Echo threshold was substantially lower when aber-
rant clicks �compared to silence� were introduced between
the buildup train and the test click. The most reasonable
explanation for these data is that there was buildup during

FIG. 7. Percentage of total trials on which listeners reported hearing an echo
in experiment 3, plotted for each condition as a function of delay between
leading and lagging clicks.

FIG. 8. Mean and +/− one standard error of echo thresholds derived from
logistic fits to the individual functions obtained in experiment 3. Filled dia-
monds show the echo thresholds derived from the group psychometric func-
tions displayed in Fig. 7.

FIG. 6. Stimulus configurations for experiment 3. In addition to the condi-
tions shown, the basic buildup condition from experiments 1 and 2 was
repeated with this new set of subjects.
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the buildup portion of the train and then substantial, though
not complete, breakdown during the lead-only train that can-
not be explained by the additional time between the buildup
train and the test click.

Finally, the results of the two experimental conditions
differed from one another. After fusion had been allowed to
buildup during repeated click pairs, introducing aberrant
clicks from the lead side only created more disruption if they
were presented unopposed �trace 4 in Fig. 6, displayed as
solid circles in Fig. 7�. If the same aberrant clicks were in-
terleaved between the original fused click pairs, they had
little effect on echo threshold �top trace in Fig. 6, displayed
as solid diamonds in Fig. 7�. A followup comparison of
buildup-lead only versus buildup-lead was significant
�F�1,8�=18.45, p�0.002�.

V. DISCUSSION

A major problem for any auditory system exposed to
sound in a reverberant environment is to distinguish reflec-
tions from true sound sources. When reflections are below
echo threshold, they are fused into a single auditory image,
enabling accurate sound localization. Previous research on
the precedence effect indicates that for human listeners the
recognition process is swift and automatic, but subject to
change by ongoing input �Clifton and Freyman, 1997�. Un-
der normal circumstances listeners experience consistent in-
put when exposed to sound in enclosed spaces. Reflecting
walls, ceilings, and floors do not jump around, disappear, and
reappear. Although we experience changing acoustic envi-
ronments as we move about through corridors and rooms, it
is hard to imagine the circumstances under which one would
experience the alternation of different acoustic spaces from
one second to the next. By giving listeners this unnatural
input, we have found that constructing a model of auditory
space appears to require a certain amount of uninterrupted
repetitions of the same acoustic information, but once ac-
quired the model is fairly stable. Nevertheless, this too can
be disrupted by the introduction of a radically different
acoustic configuration.

In experiment 1 we asked whether having an inconsis-
tent input comprised of very different auditory spaces in al-
ternation would disrupt the buildup process. The standard
buildup train featured a lead-lag click pair, with lead on the
left side. Variations consisted of switching lead and lag loca-
tions between every pair of clicks in the train, and introduc-
ing single clicks from either the left �lead side� or the right
�lag side�. These variations simulated a change in the acous-
tic space by either removing a reflection or adding one in a
new location. All variations we presented to listeners did
indeed disrupt the buildup process, resulting in echo thresh-
olds similar to that when a single click pair was presented in
isolation.

Although alternating different acoustic environments
succeeded in disrupting buildup, if one continued the train
long enough the listener might be able to form a model for
both acoustic configurations. In a preliminary report Blauert
and Col �1992� presented a train lasting several seconds in
which lead and lag locations switched on alternate click

pairs. They reported that buildup occurred for both lead-lag
configurations eventually, so that the listener localized only
the lead click coming from alternate sides. Quantitative re-
sults were not presented in that report, so we do not know
how many repetitions were required to produce this “double”
buildup. We cannot rule out the possibility that had we con-
tinued all of the trains that disrupted buildup in experiment 1
for a long period, buildup would have occurred.

As part of this series of studies, we extended the Djelani
and Blauert �2001� conditions in which they found no change
in the built-up fusion of lead and lag pairs when tested after
a brief switch in lag position. In experiment 2, a constant
train of lead-lag clicks was presented, followed by interleav-
ing a switch in lead-lag positions for either 1 or 2 clicks. In
agreement with Djelani and Blauert we found that this brief
introduction of aberrant click pairs was not enough to disrupt
the built-up fusion. They interpreted their results as indicat-
ing that breakdown in fusion does not occur; in contrast, we
conclude that fusion is relatively stable and is not easily
broken down, but that conditions exist which do break down
the precedence effect. When the system is presented with
several �in our case five� consecutive instances of a new
auditory space, the previous model of the lead-lag pair be-
gins to break down. These findings lead us to propose that
like the buildup, the breakdown does not occur instanta-
neously, but requires repeated alternative stimulation. In ad-
dition mere silence will not lead to breakdown of the prece-
dence effect. The insertion of an additional 1.25 s of silence
between the train and test clicks in experiment 3 produced no
change in echo threshold, contributing to this picture of sta-
bility in built-up fusion. Longer periods of silence lead to
deterioration of fusion �Djelani and Blauert, 2000�.

Experiment 3 elaborated on what would and would not
breakdown the acoustic model once it is established. We
found that the same train that prevented formation of the
model in experiment 1 did little to disturb it once the model
was in place. The buildup-lead condition featured the
buildup train followed by single clicks interspersed within
the ongoing train; fusion was preserved. However, the intro-
duction of a train of those same single clicks not interspersed
within an ongoing train �buildup-lead only� did break down
echo thresholds, but not completely. Echo thresholds were
not reduced to the low levels of the lead only control condi-
tion �the 50% boundary was about 2–3 ms for lead only and
6 ms for buildup-lead only�, indicating the lingering effect of
buildup in the early part of the train. The fact that buildup-
lead only is in between the buildup-lead and the lowest echo
threshold �lead only� indicates the sensitivity of the auditory
system to both repetition and interruption of the standard
stimulus.

The significant difference between buildup-lead and
buildup-lead only is intriguing. Why should single clicks
from the left not disrupt a model when interleaved with the
original configuration, but disrupt it when given as an inde-
pendent train? The answer would seem to be that interleav-
ing the original lead-lag pair between the disruptive single
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clicks acted to reinforce or maintain the model, whereas giv-
ing the bare train of single clicks with no echo began the
process of the system adjusting to a completely new acoustic
configuration, to the detriment of maintaining the previous
model of acoustic space. It is not clear how long that new
configuration would have to continue before the original
model would be completely gone.

To summarize our findings, it appears that constructing a
model of auditory space involves a rapid mapping of re-
flected sounds in the space. This mapping is evidenced by
increasing echo thresholds as information comes in. The
function rises steeply and asymptotes quickly, a phenomenon
we have termed buildup. Once established, this fusion is
somewhat resistant to breakage, but will deteriorate if a new
spatial configuration is introduced. The temporal parameters
of its stability are unclear. Prolonged silence or lengthy con-
tinuation of the new configuration would be expected to dis-
place a built-up model.

Our situation is a crude simulation of a person standing
outside in an open area, but near a wall to the listener’s right.
A sound presented from the left reflects off the wall and
reaches the listener as a single reflection. Using this pared
down and precisely controlled situation enabled us to deter-
mine the effects of changing a single aspect of the stimulus.
In order elaborate the room acoustics hypothesis so that it
applies to real-room situations, more complex auditory envi-
ronments with multiple reflections and realistic sounds
should be created. Djelani and Blauert �2001� have begun
this extension by using 12 reflections in a virtual room and
spoken sentences lasting several seconds rather than brief
clicks. They found buildup of echo suppression in a fashion
similar to that for simpler stimuli. If the findings we report
here with single reflections and click stimuli hold up under
more complex stimulus conditions, we will have a much bet-
ter understanding of how competing sounds are processed by
the brain and localized in everyday settings.

APPENDIX

TABLE A1. Experiment 1. Individual echo thresholds averaged across number of clicks.

Condition Subjects 1–10 Mean Std error

Buildup 8.97 11.21 10.35 14.00 11.44 10.45 10.77 8.63 10.76 10.19 10.68 0.46
Buildup+ 9.59 11.53 11.73 13.56 11.96 11.09 11.82 8.93 12.05 10.04 11.23 0.43
Switch 9.06 4.74 7.90 12.15 8.97 9.96 11.07 6.39 9.71 10.34 9.03 0.70
Lead 7.71 6.71 9.40 6.97 8.64 9.11 9.55 6.73 9.07 9.40 8.33 0.37
Lag 7.89 6.66 8.43 8.08 9.16 9.67 10.18 6.90 10.64 10.11 8.77 0.44
NC 5.80 12.79 10.05 4.80 10.85 10.66 8.62 3.56 5.16 9.88 8.22 0.99

TABLE A2. Experiment 2. Individual echo thresholds.

Condition Subjects 1–10 Mean Std error

Buildup 9.09 13.12 11.17 9.97 7.66 9.82 9.77 10.12 10.12 10.74 10.16 0.44
Switch 1 2.06 12.53 8.15 9.12 7.48 9.76 8.24 9.77 10.64 10.30 8.81 0.88
Switch 2 3.36 12.20 9.19 9.33 6.66 9.84 8.31 9.76 10.88 10.98 9.05 0.79
Lead 1 5.48 12.53 10.76 9.87 7.56 9.87 8.54 10.37 9.97 10.05 9.50 0.61
Lead 2 7.00 12.55 9.46 9.76 7.23 9.61 8.08 10.19 10.31 9.56 9.38 0.51

TABLE A3. Experiment 3. Individual echo thresholds.

Condition Subjects 1–9 Mean Std error

Buildup lead 8.50 8.49 8.36 8.84 8.78 9.47 9.18 11.56 6.80 8.89 0.42
Lead 9.11 7.33 7.22 9.89 8.40 6.65 5.60 11.37 6.55 8.01 0.61
Buildup silence 10.08 7.71 8.94 8.11 8.89 10.70 7.54 15.05 6.58 9.29 0.84
Buildup lead only 7.82 6.66 6.99 4.35 8.92 4.02 5.23 6.41 3.35 5.97 0.62
Lead only 6.32 2.16 2.54 2.03 7.01 1.68 2.67 1.00 1.40 2.98 0.72
Buildup 9.77 9.36 8.13 9.88 9.65 10.19 8.21 11.50 6.98 9.30 0.44
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The two principal sources of sound in speech, voicing and frication, occur simultaneously in voiced
fricatives as well as at the vowel-fricative boundary in phonologically voiceless fricatives. Instead
of simply overlapping, the two sources interact. This paper is an acoustic study of one such
interaction effect: the amplitude modulation of the frication component when voicing is present.
Corpora of sustained and fluent-speech English fricatives were recorded and analyzed using a
signal-processing technique designed to extract estimates of modulation depth. Results reveal a
pattern, consistent across speaking style, speaker, and place of articulation, for modulation at f0 to
rise at low voicing strengths and subsequently saturate. Voicing strength needed to produce
saturation varied 60–66 dB across subjects and experimental conditions. Modulation depths at
saturation varied little across speakers but significantly for place of articulation �with �z� showing
particularly strong modulation� clustering at approximately 0.4–0.5 �a 40%–50% fluctuation above
and below unmodulated amplitude�; spectral analysis of modulating signals revealed weak but
detectable modulation at the second and third harmonics �i.e., 2f0 and 3f0� © 2006 Acoustical
Society of America. �DOI: 10.1121/1.2358004�

PACS number�s�: 43.70.Bk, 43.72.Ar �BHS� Pages: 3966–3977

I. INTRODUCTION

English has voiceless and voiced fricatives at four places
of articulation: postalveolar /� , c /, alveolar / s , z /, dental
/� , ð /, and labiodental / f , v /. These speech sounds are pro-
duced by forcing air through a narrow constriction in the oral
cavity �Shadle, 1985�, generating noise within the jet and,
more importantly, at or along a physical obstacle down-
stream, such as the teeth �sibilants /� , c , s , z /� and lips �non-
sibilants /� , ð , f , v /�, as shown in Fig. 1.

Acoustic theory of noise generation from turbulence de-
scribes three types of source: monopole, dipole, and quadru-
pole �Lighthill, 1952�. Monopoles arise from velocity fluc-
tuations injected into the soundfield, dipole sources result
from turbulent flow impinging on a solid obstacle, and qua-
drupoles occur in regions of turbulence through self-mixing.
The intensity of these sources depends on the flow velocity
as V4 ,V6, and V8, respectively �Lighthill, 1954�.

In fricatives, flow at the constriction exit produces a
monopole, then quadrupoles just downstream in the jet core
and dipoles at the teeth or lips �Stevens, 1998�. It is widely
accepted that dipole sources dominate noise generation in
fricatives �Stevens, 1971; Shadle, 1985, 1990�, although
some studies have considered a monopole component �Pas-
tel, 1987; Stevens, 1998; Narayanan and Alwan, 2000�.

Voiced frication has both glottal and fricative sources,
which produce the familiar “buzzy” quality. Yet it does not
occur solely in voiced fricatives. Pincas �2004� recorded an
average 16 ms of voicing overlapping frication at the vowel-
fricative �/VF/� boundary of voiceless fricatives; Heid and

Hawkins �1999� report 72% of voiceless fricatives having
mixed excitation at the /VF/ boundary, according to an 8 ms
minimum source overlap. Figure 2 shows a vowel transition
into a voiced fricative. At transition, the formants move and
fade; meanwhile, the high-frequency noise becomes promi-
nent during the fricative segment.

The characteristics of voiced frication do not arise sim-
ply from the linear combination of independent sources. The
articulatory, aerodynamic, and acoustic conditions required
by and resulting from the simultaneous production of glottal
vibration and frication noise produce “mutual interaction ef-
fects” �Pincas and Jackson, 2004�: the presence of each
source causes the other to be changed. The focus of this
paper, amplitude modulation �AM� of the frication compo-
nent, is one such effect and can be seen as vertical striations
in the spectrogram of Fig. 2�a�. Other effects include mutual
amplitude reduction �Stevens, 1971�, changes in fundamental
frequency of voicing �Lofqvist et al., 1989�, and spectral
changes both in the voicing component before, during, and
after frication �Lofqvist et al., 1995� and in the frication-
noise component �Shadle, 1995�.

A. Amplitude modulation formulation

Modulation depth m is the aspect of AM studied here. It
can be conceptualized as the fraction of the carrier signal by
which the modulated signal varies, e.g., if m=0.5, then the
signal fluctuates by 50% above and below its original, un-
modulated value. It is most often given in standard index
form �in the range 0–1�, but in the perceptual literature
modulation depth is often quoted in dB: 20 log10�m�.

In AM, a carrier signal w�n� is multiplied by a modulat-
ing signal a�n� to produce the amplitude-modulated signal,

a�Author to whom correspondence should be addressed; electronic mail:
j.pincas@surrey.ac.uk
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x�n�=w�n�a�n�. With a periodic modulating signal, a�n�
takes the form of a d.c. term and fundamental sinusoid of
frequency f0 plus harmonics:

x�n� = w�n��1 + �
h=1

H

mhcos�2�hf0n

fs
+ �h	
 , �1�

where h�1. .H are the harmonics, mh is the modulation in-
dex at hf0 ,�S is discrete signal’s sampling frequency, and �h

is an arbitrary phase shift assumed to be constant. We as-
sume a�n� to be non-negative. With purely sinusoidal ampli-
tude modulation �H=1� ,a�n� is completely specified by the
f0 component, i.e., by m1 and �1. In natural voiced fricatives,
the noise w�n� is colored and the underlying modulation
shape a�n� is not a pure sinusoid.

B. Amplitude modulation in fricatives

During voiced frication, transglottal pressure and laryn-
geal tension maintain phonation. Glottal vibration causes
AM indirectly though variations in flow through the constric-
tion, assumed to be fixed �Shadle, 1985�. Although the pres-
ence of AM noise in voiced fricatives is broadly acknowl-
edged, fundamental questions remain. How does the result of
glottal vibration reach the constriction? How does this per-
turbation affect the jet and the turbulence it forms? How does
the perturbed turbulence go on to generate sound?

In his view of speech production, Stevens �1971� models
noise sources under static aerodynamic conditions. From this
perspective, the opening and closing of the vocal folds dur-
ing one glottal cycle turns the flow on and off. Thus, the
power of dipole sources is modulated proportional to V6

while the flow velocity depends on the area and pressure
across the constriction, �Pc �other sources accordingly�. All
these changes are considered to happen simultaneously.

Noise source fluctuations up to 15 dB �i.e., m�0.7� have
been attributed to this mechanism �Stevens, 1971�.

However, this static view belies the true complexity of
the aeroacoustics. Experiments on mechanical models of the
VT reveal considerable irregularity near the glottis which
changes drastically in character moving downstream �Barney
et al., 1999�. Also, the phase of the noise modulation sug-
gests that it takes time for the flow to generate noise �Jackson
and Shadle, 2000�.

An alternative view attributes AM to the interaction of
the sound pressure wave created by phonation and the for-
mation of turbulence in the jet exiting from the fricative
constriction �Jackson and Shadle, 2000�. Turbulent flows of-
ten exhibit large-scale regularity at certain ranges of flow
rate and Reynolds number, Re=�VD /�, �Sinder, 1999�; fur-
thermore, unstable vortex formation is sensitive to acoustic
interference and a sound wave near the jet’s natural Strouhal
number �St= f0D /V� regularizes or forces the turbulence,
causing rotational flow structures to grow periodically �Sim-
cox and Hoglund, 1971; Crow and Champagne, 1971�.
Forced modulation depths of m�0.2 at St=0.3 were re-
ported for their jet configuration. In voiced fricatives �0.05
�St�0.2�, voicing sets up the forcing wave, which then
interacts with the jet to produce periodic vortices that con-
vect downstream. These structures modulate the noise gen-
eration as, for example, the vortex train passes the obstacle.
A further possible effect comes from the interaction of glottal
vortices with the turbulence formed in the fricative jet, but
data are incomplete �Barney et al., 1999�.

There is little quantitative data published describing the
acoustic characteristics of AM noise in fricatives, and it re-
mains unclear exactly how those of the pulsed noise relate to
the voicing that induces the pulsing, which this paper seeks
to address. In a study of modulation phase, Jackson and
Shadle �2000� gave some measure of average modulation
depth in sustained voiced fricatives: their results range from
0 dB in the case of the bilabial fricative �ß� to 2 dB in the
case of �z� �m�0.25�; modulation for the other fricatives
tended to cluster around 1 dB �m�0.1�.

In contrast to literature on modulation spectrograms
�e.g., Tchorz and Kollmeier �2002��, signal processing tech-
niques for cochlear implants �e.g., Rosen et al. �1999�� and
temporal aspects of speech intelligibility �e.g., Shannon et al.
�1995��, the modulation frequencies of interest in this paper
are much higher ��100 Hz�. The primary object is to char-
acterize the relationship of the modulation index at f0 to
other properties of speech, such as voicing strength, place of
articulation, and individual speaker differences. In particular,
the modulation was examined at the voice fundamental fre-
quency f0, plus harmonics 2f0 and 3f0. To quantify the ob-
served modulation, and to move toward an understanding of
the forcing mechanism, an estimate of the modulation index
m̂ was computed from recorded speech signals.

C. Noise models in speech synthesis

In simple models of voiced fricatives, the individual
contributions from voicing and frication sources are summed
to form the output: voicing as a volume-velocity source at

FIG. 1. Sound production mechanisms in schematic mid-sagittal view of the
vocal tract in voiced fricative configuration: �G�lottis, �C�onstriction, �O�b-
stacle, �L�ip termination. Acoustic sources: � periodic, � monopole,
� quadrupole, and 	 dipole noise.

FIG. 2. �a� Spectrogram, �b� wave form, and �c� pitch track of /VF/ transi-
tion in �a:c� token—16 kHz bandwidth.
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the glottis; frication as a pressure source at the supraglottal
constriction. Flanagan’s electrical analogue model was one
of the first to incorporate AM of the fricative source �Flana-
gan and Cherry, 1969�. Band-passed Gaussian noise
�0.5–4 kHz� was multiplied by the squared volume velocity
at the constriction exit, including the d.c. component. Sondhi
and Schroeter �1987� employed a similar model for aspira-
tion at the glottis, gated by a threshold Reynolds number; for
frication they placed a volume-velocity source 0.5 cm down-
stream of the constriction exit �or at the-lips for / f , v ,� , ð /�.
Klatt treated aspiration and frication identically, modulating
the noise source by a square wave �50% burst duration� that
was switched on during voicing, to achieve the effect he
wanted �Klatt, 1980�.

In Scully’s work �Scully, 1990; Scully et al., 1992�,
noise generation was based on Stevens’ static experiments
�Stevens, 1971�: the strength of the pressure source was pro-

portional to �P
C

3
2 , where �PC is the pressure drop across the

constriction. This source, depending on slowly varying ar-
ticulatory and aerodynamic parameters, was applied equally
to aspiration and frication sources. Since �PC across the su-
praglottal constriction was lower for voiced than voiceless
fricatives, this equation yields the weaker frication source,
but does not encode any modulation. However, motivated by
perceptual test results, aspiration noise was modulated, using
the rapidly varying glottal area.

In his Ph.D. thesis, Sinder �1999� presented a model for
fricative production based on aeroacoustic theory. Once the
necessary flow-separation conditions had been met, vortices
were shed which convected along the tract, generating sound
as they went, particularly when encountering an obstacle. In
the Portuguese articulatory synthesizer of Teixeira et al.
�2003�, the volume velocity at the fricative constriction is
based on the flow at the glottis and transfer functions com-
puted for noise sources at several instants during an f0 pitch
period, allowing them to activate and deactivate.

D. Organization

This research aims to extend current knowledge of AM
noise generation by examining the relationship between the
forcing glottal wave and modulation depth. Both-sustained
fricatives and fluent fricatives embedded in phrases were
analyzed to provide modulation values suitable for integra-
tion into model-based speech synthesizers. Section II de-
scribes the speech recordings, the algorithm, and parameters
for estimating modulation depth in voiced frication. Section
III discusses problems in applying the estimation algorithm
to mixed-source speech and presents the preprocessing tech-
nique used to overcome them. The estimation procedure’s
overall accuracy is then discussed. Section IV presents re-
sults for the sustained and fluent-fricatives, considering ef-
fects of gender, place of articulation �PoA�, vowel context,
and voicing strength. Section V draws together the main
findings, relating them to earlier AM work, explanations of
the forcing mechanism, and current understanding of AM
perception.

II. METHOD

A. Speech recordings

Two sets of fricative recordings were designed to cap-
ture the range of aeroacoustic conditions achievable by the
human vocal apparatus in steady phonation and those typi-
cally realized in fluent speech. The sustained fricative set
included laryngeal measurement of the vocal fold vibration
and calibrated sound pressure from a microphone at a fixed
distance from the subjects’ lips for 16 subjects �12M, 4F�.
The fluent-speech fricative set provided a more natural envi-
ronment with nonsense words framed in a standard phrase
for eight subjects �4M, 4F�. Four subjects took part in both
experiments. Numbers of male and female subjects reflected
availability, while providing at least four of each sex, so
gender effects are treated cautiously. Subjects were unpaid
staff and students of the University of Surrey, age range 20–
35, all with British RP accents.

1. Sustained fricatives

Fricatives �c , z , ð , v � were spoken in isolation. Both
male and female subjects was asked to produce two types of
utterance at three pitch settings, f0� �125,150,175 Hz.1 The
first utterance type was an uninterrupted fricative where the
subject smoothly adjusted loudness from their quietest pos-
sible fricative to loudest, and again to quiet, and loud ��3 s
in total�. The second type consisted of three separate sus-
tained fricatives of increasing intensity ��1 s each�. Each
recording was preceded by a pitch-reference tone and short
�2 s� pause to allow subjects to tune their pitch. Having three
settings enabled an analysis for f0. In total 24 recordings
were made for each speaker �four fricatives 
 three f0 values

 two types�.

Speech audio and electroglottograph �EGG� signals
were captured simultaneously on PC by a Creative Labs Au-
digy soundcard via a Sony SRP-V110 desk �two channels at
44.1 kHz, 16 bit�: mono audio from a Beyerdynamic M59
microphone, and EGG from a Laryngograph Lx Proc PCLX
with adult-sized electrodes. A 1 kHz calibration tone was
measured at the microphone and a B & K Type 2240 sound
pressure level �SPL� meter, both 10 cm from the loud-
speaker. During recording, subjects placed their head in a
movement-restricting support and were instructed to keep
still, to control the lip-microphone distance to within a few
millimeters of 10 cm, at lip level and �45° to the line of
sight.2

2. Fluent fricatives

Speech-like tokens of F= /� , c , s , z ,� , ð , f , v / were re-
corded from nonsense /VF. / words with V= / a , i , u /, em-
bedded in the phrase “What does /VF. / mean?,” using an
acoustically sheltered cubicle and equipment as above. Sub-
jects were given two kinds of prompt: a randomized list of
sentences and an audio recording of the list read by one
author in time to a metronome �with pauses for response�,
played through single-ear headphone.3 To promote natural,
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fluent speech, subjects were left free to move their head. For
each speaker, 216 sentences were recorded �nine reps. of
every VF pair�.

B. Measuring modulation depth

1. Estimating the modulation index mh

With modulated broadband noise, the carrier signal w�n�
is an unknown random variable, which can be modeled as
Gaussian white noise, and the signal x�n� is as in Eq. �1�. To
estimate mh, the instantaneous magnitude of the signal is
taken �x�n� � = �w�n� �a�n� which, unlike the modulated noise
signal, contains a periodic component at f0 and its strength is
proportional to m1. To extract this component, the Fourier

transform is computed X̄�k�=F��x�n�, applying a Hamming
window and zero padding:

X̄�k� = F��w�n�� � ���k� + �
h=1

H
mh

2
���k − hk0�ej�h�

+ �
h=1

H
mh

2
���k + hk0�e−j�h�
 , �2�

where � denotes convolution, ��·� the Fourier transform of
the window function, and kh=hNf0 / fS is the frequency bin
that contains harmonic hf0. Figure 3�d� shows the modula-

tion spectrum, X̄�k�, for frication noise from a �z� token
modulated at f0�150 Hz, where the spike occurs. Hence,
modulation index mh can be estimated by comparing the

coefficients at hf0 and d.c.: m̂h=2 � X̄�kh� � / �X̄�0��.

2. Allowing for pitch variation

Although the processing window is short enough to ex-
clude major changes in fundamental frequency, pitch varia-
tion within a window smears the modulation energy at each
harmonic. To compensate for variable pitch and spectral
smearing from windowing, our estimate m̂h was based on the
area under the spike at kh and above the noise floor, includ-

ing adjacent bins as appropriate.4 This defined k̃h as the con-
tiguous set of bins under the kh spike �see Fig. 3�d��. For the

spike around zero frequency, a range of bins was also aggre-

gated, 0̃. Thus, with noise floor �̂2= 1
N

�1− 2
�

��k=0
N−1 �X�k��2, an

estimate similar to that above was formed:

m̂h = 2��k̄h
�X̄�k��2 − �̂2

�0̄
�X̄�k��2 − �̂2 �

1/2

. �3�

III. APPLICATION TO SPEECH

A. Periodic energy mixed with noise

Since voiced fricatives comprise periodic energy mixed
with frication in the time wave form and much of the spec-
trum, it is not trivial to isolate the noise component for
analysis. The f0 component itself is confined to low frequen-
cies ��400 Hz� and can easily be removed by high-pass
�HP� filtering without losing any significant amount of frica-
tive noise. However, bands of periodic energy, or voicing
harmonics, persist into the higher spectral regions of the fri-
cative noise, especially near formant frequencies.

For most speech sounds, interest is focused on the first
two or three formants �up to perhaps 4 kHz� as higher for-
mants tend to be weaker and are less important perceptually.
In normal, fluent voiced fricative speech, voicing is often
weak and its formants are rarely detectable much above
3 kHz; in strong fricatives with a loud voicing component
�as in our sustained fricatives corpus�, formants can be found
up to 5 or 6 kHz. Consider the spectrum of a strongly voiced
�v� in Fig. 4. Figure 4�b� shows the dominant periodic energy
in the 0–4 kHz region �a harmonic spectrum with four de-
fined formant peaks at 1.3, 2.2, 3.2, and 3.7 kHz�; in Fig.
4�c�, the spectrum is purely aperiodic, with no harmonics
that can be ascertained in the 7–16 kHz range; in Fig. 4�a�,
4–7 kHz contains mainly aperiodic energy though with a
defined formant at 6.2 kHz, which can be seen in both the
spectrum and the spectrogram in Fig. 4�d�.

The effect on apparent modulation depth of mixing pe-
riodic energy with frication noise should be considered.
Given that formants are damped resonances excited periodi-
cally by voicing at f0, they will tend to have a fluctuating
envelope similar to that of the aperiodic component. Unless
the peaks are in phase with the bursts of frication, the pres-
ence of voicing will attenuate the apparent modulation depth
of the noise. Consider the fricative �v� in Fig. 4. The spec-
trogram shows strongly modulated frication noise above
4 kHz, as well as fluctuating peaks in formant energy at
lower frequencies. Careful inspection reveals that the pulses
of frication are out of phase with the pulsed formant energy.
Amplitude envelopes �or modulation signals, a�n�� for differ-
ent frequency bands are shown underneath as Figs. 4�e� and
4�f�, showing how they differ in phase. Figure 4�e� compares
amplitude fluctuation in the overwhelmingly periodic,
1–4 kHz band �thick line, cf. Fig. 4�b��, to the mainly ape-
riodic, 7–16 kHz band �thin line, cf. Fig. 4�c��. The phase
difference between the two modulation signals is �170°.

Envelopes in Fig. 4�f� demonstrate the attenuation of

FIG. 3. Illustration of the harmonic structure of the voicing signal �top row�
and the modulating signal �bottom row� for 100 ms of �z� �f0�150 Hz�. �a�
Audio wave form low-pass filtered at 1 kHz. �b� Audio spectrum up to
500 Hz. �c� Magnitude of wave form high-pass filtered at 9 kHz. �d� Modu-
lation spectrum. Dashed lines in spectra indicate noise floor.
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apparent modulation from combining the out-of-phase peri-
odic and aperiodic energy components. HP filtering with cut-
off fHP=1 kHz �thick solid line� removes the f0 component
and first formant but leaves the remaining periodic and ape-
riodic energy intact. Since the voicing source is stronger, the
modulation signal is dominated by the periodic formant en-
ergy; the similarity in phase to the “periodic only” 1–4 kHz
band �thick solid line in Fig. 4�e�� confirms this. However, in
comparison to the ‘periodic only’ case, the depth of modula-
tion has been reduced; this is due to the out-of-phase aperi-
odic energy in the region 4–16 kHz. Raising fHP to 3.5 kHz
�dashed line� excludes most �but not all� of the periodic en-
ergy �see formant at 3.7 kHz in the spectrum and spectro-
gram�, which evens out the periodic and aperiodic compo-
nents. Modulation shape and depth are disrupted, and the
phase of the modulating signal resembles neither of the pre-
vious cases. A further increment to fHP=4 kHz �thin line�
excludes the last strong formant �a weaker one remains at
�6 kHz� and the resulting envelope is similar, if weaker, to
the “aperiodic only” 7–16 kHz band �thin line in Fig. 4�e��.

Since we are interested only in modulation of the frica-
tion noise, it is paramount that the aperiodic component is
successfully isolated before applying Eq. �3� to estimate the
modulation depth. As Fig. 4 demonstrates, failure to remove
periodic energy can seriously affect the accuracy of m1 esti-
mation for the frication noise. Periodic components could be

removed by HP filtering with fHP high enough to exclude all
likely periodic energy.

Although fixing fHP at a higher value has the advantage
of effective removal of periodic energy, it substantially limits
the bandwidth of noise from which modulation depth is mea-
sured. This causes two problems: first, modulation is unlikely
to be uniform throughout the frication noise spectrum �see
Sec. III B�; second, filtering AM noise removes some modu-
lated sidebands which gives underestimated modulation
depth �see Sec. III E�.

B. Nonuniformly modulated noise

Thus far, the noise signal has been treated as Gaussian
white noise. In voiced fricatives, the carrier noise w�n� is not
white, but colored �filtered� depending on PoA. The spectral
composition of the noise does not directly affect the modu-
lation of different frequency regions. However, it cannot be
assumed that the mechanism responsible for modulation in
fricatives produces uniform modulation across all frequen-
cies; in fact, spectrograms of voiced fricatives suggest that
noise in very high frequency regions ��8 kHz� is more
modulated than in the main region �3–7 kHz�. More work is
needed to understand how the modulation mechanism pro-
duces uneven modulation depths across the noise spectrum.

Figure 5 shows a short portion �100 ms� of a strongly
modulated �c� that happens to lack strong voicing formants,

FIG. 4. �a� LPC spectrum �order 40�,
�b� close-up of spectrum in region
0–4 kHz, �c� close-up of spectrum in
region 7–16 kHz, �d� spectrogram
�5 ms, Hanning window, 4
 zero-
padded, fixed gray-scale, frequency-
aligned with LPC spectrum and time-
aligned with amplitude envelopes�,
and �e�,�f� amplitude envelopes �mag-
nitude signal, low-pass filtered at
200 Hz� for 50 ms section of sustained
�v� �f0�153 Hz, fs=32 KHz�. Indi-
vidual amplitude envelopes are for dif-
ferent frequency bands, fBP. �e� 1
� fBP�4 kHz �thick line, periodic en-
ergy� and 7� fBP�16 kHz �thin line,
aperiodic energy�; dashed horizontal
lines on spectrogram identify these
frequency regions, �f� 1� fBP

�16 kHz �thick line, mainly peri-
odic�, 3.5� fBP�16 kHz �dashed line,
balanced mix of periodic and aperi-
odic� and 4� fBP�16 kHz �thin line,
mainly aperiodic�.
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allowing analysis of different frequency bands without inter-
ference from periodic energy. In the spectrogram, the frica-
tion noise looks modulated throughout the spectral range, but
the weaker noise above 10 kHz comes in more distinct and
separated bursts compared to the midrange noise. This obser-
vation is borne out by analysis: amplitude envelopes for
three spectral bands �magnitude signals, low-pass filtered at
700 Hz to catch the first few modulation harmonics� illus-
trate variations in the modulation signal through the noise
spectrum. In the 3–6 kHz range �Fig. 5�b��, the modulation
signal is noisy and its fundamental is weak �m1=0.56�. For
6–10 kHz �Fig. 5�c��, m1 grows to 0.71, the wave form be-
comes more regular, and the periodic structure of the modu-
lation signal emerges, with steep-sided, rather than sinu-
soidal, pulses. At 12–22 kHz �Fig. 5�d��, modulation at the
fundamental is almost complete �m1=0.98� and the wave
form has regularized into a train of sharp �steep-sided� pulses
separated by a noticeable gap. This is akin to the “fundamen-
tal saturating under the action of its harmonic” described by
Crow and Champagne �1971�, where the fundamental can
increase no further; instead, a significant harmonic structure
develops where the modulation signal begins to adapt from
sinusoid to pulse train. Thus, basing measurement of noise
on the upper frequency bands could lead to an overestima-
tion of m1 with regard to the full spectrum of frication noise.
To balance the need for effective removal of periodic com-
ponents and accurate estimation of modulation depth, the
voiced fricative signals were preprocessed using a technique
designed to segregate periodic and aperiodic energy.

C. Pitch-scaled harmonic filtering

Separating periodic and aperiodic energy from a mixed-
source signal is not a straightforward signal processing task.
For speech signals, Yegnanarayana et al. �1998� and Jackson
�2000� have proposed algorithms based on comb filtering of
harmonics using adaptive pitch data. By testing the algo-
rithms on synthetic signals, and through informal listening
tests, they have shown that speech can be effectively decom-
posed into periodic and aperiodic streams. In this study,
Jackson �2000�’s decomposition algorithm, the pitch-scaled
harmonic filter. �PSHF, described in detail in Jackson and
Shadle �2001��, was adopted as preprocessing to the modu-
lation estimation procedure. Figure 6 shows the effect of
applying the PSHF to 500 ms of �z� from the sustained fri-
cative corpus. In spectrograms before and after, �a� and �c�,
the effects of pitch-scaled filtering are evident — formants
below 4 kHz have been removed, although there remains
some trace of the voicing fundamental. To ensure complete
removal of the fundamental, high-pass filtering at a low fre-
quency �fHP=1 kHz� was applied in addition to the PSHF. In
Figs. 6�b� and 6�d�, the effect on modulation depth of HP
filtering employed alone is compared to the combination of
PSHF and HP filtering. The HP filtered magnitude wave
form, �x�n��, from the PSHF’s aperiodic signal �Fig. 6�d��
shows deeper and sharper modulation. This was confirmed
by measurements of m1 which gave an increase of 0.11 �from
0.46 to 0.57� after application of the PSHF. The increase is
attributed to the attenuating effect of periodic energy on
modulation, described in Sec. III A.

D. Processing conditions

Choice of window size is a trade-off between modula-
tion depth resolution and time resolution, which affects vari-
ability such as from pitch glides. Simulations using synthe-
sized signals evaluated different window sizes �see Table I�.
So, m1 was estimated with a 100 ms window and a 5 ms step
size for the sustained fricative corpus; for the fluent frica-
tives, a shorter 30 ms window was used. Processing win-
dows were zero padded to N=215 points. The required values
of f0 were obtained from analysis of the EGG signal, when
available; otherwise, from the speech signal.

FIG. 5. �a� Spectrogram, and �b,c,d� time-aligned wave forms �light gray�
with amplitude envelopes �black lines, magnitude signal low-pass filtered at
700 Hz� for 100 ms section of sustained �c� �f0�152 Hz, fs=44.1 kHz�.
Individual amplitude envelopes are for different frequency bands, fBP, with
axes scaled to ±2
 rms amplitude �indicated by dashed lines; notice the
different scale for each band�. �a� 3� fBP�6 kHz; �b� 6� fBP�10 kHz; �c�
12� fBP�22 kHz; m̂1 values estimated for individual frequency bands as in
Sec. II B.

FIG. 6. 500 ms section of �z�; f0�125 Hz. Left column: before PSHF.
Right column: after PSHF. �a,c� Fixed gray-scale spectrograms. �b,d� fHF

=500 Hz filtered magnitude wave forms, �x�n��, for 300–400 ms portion of
signal; m̂ estimates obtained as in Sec. II B.
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For later comparison, voicing strength v1 was defined as
the spectral amplitude at f0 in the audio signal prior to high-
pass filtering. For sustained fricatives, where subjects’ lip-
microphone distance was strictly controlled and the micro-
phone calibrated, v1 is expressed as SPL �in Pa�. For fluent-
speech fricatives, the calibration to SPL was estimated by
comparing rms measurements averaged over all fluent-
speech fricative wave forms to a calibrated test utterance
recorded with the sustained fricatives. This estimated voicing
strength v̂1 acts as a guide for comparing results from the
two experiments.

E. Evaluation of modulation estimates

In estimating the underlying modulation depth for a sec-
tion of voiced frication, errors come from three sources. Er-
ror A is due to the nature of the noise signal: random varia-
tion inevitably gives to the impression of some small
modulation component. Error B is introduced by the modu-
lation estimation procedure �Sec. III B�, as a kind of bias.
Finally, in the case of real voiced fricatives, imperfections in
the preprocessing �Sec. III C� will introduce further artifacts,
error C. Simulation tests were conducted to evaluate the
magnitude of the combined estimation error A+B. These
tests involved making estimates of the modulation index
from Gaussian white noise samples with an imposed ampli-
tude modulation.

Summary results for two window sizes are given in
Table I under three voicing conditions, incorporating de-
scending pitch glides and random pitch variation, or jitter.
Errors between true and estimated values are given in terms
of average bias and variance, quoted as standard deviation.
In all cases, the bias was small compared to the deviation,
which was twice as high for the short �23 ms� window as for
the longer �93 ms� window. The longer window gave errors
of ±0.04�2�� on the estimates under typical speech condi-
tions.

Establishing the magnitude of error C is less simple.
Filtering partially fills in “valleys” in the temporal wave
form and thus reduces in modulation depth. Eddins �1993�
ran simulations to evaluate the effect of band-pass filtering
on m1 of modulated white noise varying the bandwidth,
fBW� �0.2,0.4,0.8,1.6 kHz. He concluded that modulation
depth was “relatively unaffected” for these filter conditions.
Our own simulations investigating the effects of limiting
bandwidth of modulated noise by high-pass filtering showed
the effect to be secondary, increasing the range to ±0.05 at
the highest 11 kHz cut-on frequency �lowest bandwidth�.

The 1 kHz HP filter applied here has negligible effect, as
does the erroneous removal of some noise by the PSHF.

To validate use of the PSHF on voiced fricatives, its
effect with known modulation was assessed. Phonetically
trained subjects recorded voiced and noise components of
voiced fricatives separately by producing sustained voiceless
fricatives, introducing phonation, then gradually relaxing the
constriction, leaving just voicing.

Recordings were edited to give voicing plus frication
noise with an imposed m. Random, 100 ms sections of fri-
cation with known m �0.1–1� were mixed with sections of
voicing �from same speaker/fricative� with amplitude vary-
ing 0–15 dB in comparison to the frication �periodic to ape-
riodic ratio, PAR� and preprocessed �Sec. III C� before mea-
surement of m.

PAR significantly affected the accuracy of estimation for
each preprocessing stage. For strongly voiced fricatives, the
error with HP filtering was much improved by applying the
PSHF. Where the voicing component was insignificant, HP
filtering produced a better estimate alone, due to PSHF arti-
facts.

In 1000-trial simulation, where PAR varied freely �as in
natural fricatives�, overall bias was 0.03, suggesting a ten-
dency to overestimate, and 2� range rose to 0.10 �cf. 0.18
with HP filtering only�. While justifying the use of the PSHF,
this result is misleading in some respects. Most voiced frica-
tives are not very strongly voiced, so estimates produced
using only HP filtering are fairly reliable; hence accuracy
increases only slightly with the PSHF. Tokens with strong
voicing, where using the PSHF gave large increases in accu-
racy, were less common but characteristic of particular
speakers or PoAs. Without the PSHF, results for those speak-
ers and fricatives would be inaccurate, though a fraction of
all fricatives. Thus, the PSHF improves comparability of re-
sults.

IV. MODULATION RESULTS

A. The m̂1 vs v1 relationship

Figure 7 summarizes m̂1 for all the data. To explore the
relationship between voicing strength, v1 or v̂1, and modula-

TABLE I. Estimation error �bias,deviation� over all frames in 100 files vs
analysis window size, with 8
 zero padding. Values are averaged across
modulation index m� �0.0,0.1, . . . ,1.0.

Window size

f0

�Hz�
Jitter
�%�

1024 �23 ms� 4096 �93 ms�

150 0.0 −0.004,0.037 0.003,0.020
160–140 0.5 −0.005,0.037 0.006,0.019
180–120 1.5 −0.017,0.039 0.003,0.020

FIG. 7. Top: Modulation depth m̂1 as a function of voicing strength v1 or v̂1.
Bottom: v1 or v̂1 distribution histograms for sustained fricatives �left col-
umn� and fluent-speech fricatives �right column�. Data are means and counts
of values falling within ±0.01 Pa bins �sustained fricatives� or ±0.003 Pa
bins �fluent-speech fricatives�. Error bars show standard error.
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tion depth m̂1 ,v1 ranges spanning all the data �0–0.3 Pa SPL
for sustained fricatives; 0–0.07 Pa SPL for fluent-speech fri-
catives� were split into equal bins �0.01 and 0.003 Pa bin
width for sustained and fluent-speech, respectively�. The m̂1

vs v1 relationship is represented as voicing strength bin cen-
ters plotted against average m̂1 reading for that bin. Histo-
grams show number of frames in each bin.

In producing the sustained fricatives, very high or low
levels of voicing were seldom used, resulting in an approxi-
mately normal distribution. Voicing levels in the fluent-
speech case were significantly lower, as expected for short,
intervocalic fricatives. The skew of the distribution toward
lower values of v̂1 in Fig. 7�d� can be attributed to voice
dynamics in intervocalic voiced fricatives: voicing rapidly
decreases in amplitude as frication begins and either remains
low until the vowel onset, or ceases �devoicing� �Pincas,
2004�.

Figure 8 shows the low voicing strengths �0�v1 or v̂1

�0.05�. There are fewer data frames for the fluent-speech
fricatives as each was so short; at higher values of v̂1 where
m̂1 was stronger, the lack of data leads to wide error inter-
vals, compared with the sustained fricatives. The m̂1 vs v̂1

curve for sustained fricatives levels off sharply at v1

=0.03 Pa, where modulation saturates, m̂1�0.5. Above v1

=0.04 Pa, m̂1 remains constant until v1=0.25 Pa �Fig. 7�a��,
where the data become too sparse to give meaningful results.
For fluent-speech fricatives, m̂1 saturated earlier, by v̂1

=0.02 Pa, and was slightly lower ��0.4� than for sustained
fricatives. Above v̂1=0.03 Pa, data were sparse �Fig. 8�b�,
histogram counts fall below 250� and the bin averages be-
yond v̂1=0.05 Pa should be interpreted with caution.

Figure 9 �thick lines� illustrates the m̂1 vs v1 relationship
for individual speakers. In sustained fricatives, saturation oc-

curred at a similar point �0.03–0.04 Pa� for all subjects ex-
cept MD; saturation values of m̂1 were also similar for each
speaker; quoted m̂1 readings were at 0.055 Pa, from the bin
following saturation. Although mean m̂1 ranged 0.13–0.64,
the distribution ��=0.43,�=0.12� shows that, on average,
speakers’ modulation tends to lie around the 0.4–0.5 mark.

Given the imbalance of male to female subjects, only
cautious comment can be made in comparison of their re-
sults. No difference is immediately discernible in m̂1 at satu-
ration, although statistical comparison reveals a slight differ-
ence in mean and distribution �male �=0.40,�=0.12;
female �=0.50,�=0.05�.

Individual differences in degree of modulation could
correspond to an aspect of voice quality. Significantly, the
limiting values of m̂1 came well before modulation was com-
plete �m1=1�, and imply saturation of a physical AM mecha-
nism.

For the four speakers who took part in both experiments
�JP, PJ, AT and RG; two male, two female�, comparison of
results suggests similar behavior across experiments �except
JP, whose patterns for sustained and fluent-speech fricatives
are obviously different�. The fluent-speech curves for sub-
jects PJ and RG appear to match the initial portions of their
respective sustained fricative curves well. AT’s fluent-speech
and sustained fricative data complement one another, provid-
ing reliable readings at lower voicing strengths and a con-
tinuing pattern at higher strengths, respectively.

B. Effect of place of articulation

Differences among the four English voiced fricatives are
seen in Fig. 10. Error intervals are wider than those in Figs.
7 and 8 but the basic m̂1 vs v1 relationship remains the same
for all four fricatives, with varying saturation parameters for
each PoA. The curve for �z� �thick solid line� stands out: it is
the quickest to saturate �at v1�0.035� and does so at a high-
est modulation depth. Furthermore, the transition from the

FIG. 8. �a� Modulation depth m̂1 as a function of voicing strength v1 or v̂1,
and �b� v1 or v̂1 distribution histogram for sustained fricatives �thick line�
and fluent-speech fricatives �thin line�. Data are means and counts of values
falling within ±0.003 Pa bins. Error bars show standard error.

FIG. 9. Modulation depths at the fundamental frequency m̂1 �thick line�,
second harmonic m̂2 �thin line� and third harmonic m̂3 �dashed line�, vs
voicing strength v1 or v̂1 for individual speakers for sustained fricatives �top
four rows� and fluent-speech fricatives �bottom two rows�. Data are means
and counts of values falling within ±0.005 Pa bins. Error bars show standard
error. Subjects’ initials with male/female indication are given, m1 values
quoted for sustained fricatives are mean m̂1 over the voicing strength bin
0.05�v1�0.06 Pa.
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rising, linear part of the curve to the saturated part is more
abrupt than for other fricatives. The high modulation depth at
saturation for �z� in Fig. 10 is common to most speakers: 14
of 16 subjects have �z� as the most heavily modulated frica-
tive at v1=0.05 Pa.5 These findings echo previous results for
�z� in fluent speech �Pincas and Jackson, 2004�. Considering
the alternative views of modulated noise production dis-
cussed in the Introduction, there are several possible inter-
pretations. According to the static view, the constriction area,
AC, determines the pressure drop across the constriction,
�PC, relative to that at the glottis �Stevens, 1971�. So, for
�z�, which has a marginally smaller constriction �0.17 cm2�
compared to other places �0.19 cm2� �Narayanan et al.,
1995�, the modulation of �PC, and hence of the flow velocity
and noise intensity, would be lesser �m�0.6�. However, area
differences may not be the most significant factor. The
monopole, quadrupole, and dipole sources for each PoA have
varied amplitudes and critical Reynolds numbers due to their
particular geometry, which could account for the observed
differences in m.

The view based on forced turbulence has the advantage
that the greater acoustic pressure fluctuation in the smaller
constriction would strengthen forcing, tending to raise noise
modulation. Yet the precise geometry could have a more sub-
stantial influence, for the reasons above, but also since the
constriction-obstacle distance and Strouhal number are criti-
cal for this mechanism. Modulation is maximal 2–6 diam-
eters from the jet exit, i.e., 1–3 cm, and forcing closer to the
natural Strouhal number can double the modulation �Crow
and Champagne, 1971�. Furthermore, the distribution of
sources �e.g., dipoles along the upper lip in nonsibilants
�v,dh�� affects modulation phase �h through turbulence con-
vection �Coker et al. �1996��. Thus distributed sources ex-
hibit reduced modulation. Note that alveolar fricatives have
the most concentrated dipole source at the lower incisors.

C. Harmonic structure of a„n…

The aeroacoustic processes that produce AM noise in
voiced fricatives might be thought of as follows: a forcing
glottal wave, d�n�, interacts with a noise generation process
to produce AM noise near the fricative constriction. Follow-
ing reflections within the VT, the noise radiates as the voiced
fricative signal, x�n�=a�n�w�n�. The shape of x�n�’s enve-

lope is described by the modulating signal a�n� applied to an
unmodulated frication noise signal w�n� and its modulation
spectrum has a component m1 at the fundamental. In relating
d�n� to a�n�, the results discount the linear hypothesis that
d�n� is proportional to a�n� �i.e., that the underlying modu-
lation is identical in shape to the glottal wave that initiated
it�. This is demonstrated by the saturation of m̂1, the funda-
mental component of a�n�, as a function of v1, the funda-
mental component of d�n�. Yet, the full d�n� to a�n� mapping
requires further clarification.

Observations confirm that even the most strongly modu-
lated frication noise shows negligible components above the
second harmonic �i.e., only m1 and m2 are significant� and in
many cases m2 is so weak as to blend into the background
fluctuations, leaving m1 only. This is true even when the
forcing wave shows significant harmonic structure. Figure 3
gives an example of such a situation for a token of �z� taken
from the corpus: the forcing wave d�n� is represented by the
low-pass filtered audio wave form. This is compared to the
high-pass filtered magnitude wave form �x�n��, whose spec-
trum has peaks at harmonics of the modulating signal a�n�.
Note how the harmonic structure of d�n� in Fig. 3�b� was not
preserved in the modulation spectrum of the noise, shown in
Fig. 3�d�.

Figure 11 shows m̂h values at the first and second har-
monics using the familiar binning procedure. As v1 in-
creased, a significant modulation harmonic m̂2 arose and m̂3

was detectable. Although the results cannot rule out the pos-
sibility that m2 was caused by the same harmonic in the
forcing wave �i.e., v2�, it seems more likely that they con-
form to the behavior observed by Crow and Champagne in a
comparable study using turbulent jets forced by a pure sinu-
soid from a loudspeaker �Crow and Champagne, 1971�.

Figure 9 shows the harmonic analysis for individual sub-
jects. Some speakers �cf., JP-LM and MZ-RG� show rela-
tively little modulation at the higher harmonics. To ascertain
whether this difference depends on the forcing wave’s har-
monics �voice quality variation�, or on natural variation in
the modulating signal, requires further investigation.

D. Effect of f0

Figure 12 analyzes the effect of voicing pitch on modu-
lation depth for male and female subjects for both experi-
ments. The relationship between voicing strength, v1 or v̂1,
and modulation depth m̂1 is plotted in Figs. 12�a�, 12�b�,

FIG. 10. Modulation depth m̂1 as a function of voicing strength v1 or v̂1 for
�a� sustained, and �b� fluent-speech fricatives: �ð� –solid thin; �v� –dotted
thin; �z� –solid thick and �c� –dotted thick. Data are means and counts of
values falling within ±0.005 Pa bins �sustained fricatives� or ±0.003 Pa bins
�fluent-speech fricatives�. Error bars show standard error.

FIG. 11. Modulation depths at the fundamental frequency m̂1, second har-
monic m̂2 and third harmonic m̂3 vs voicing strength v1 or v̂1 for �a� sus-
tained fricatives, and �b� fluent-speech fricatives. Means from all tokens.
Data are means and counts of values falling within ±0.003 Pa bins. Error
bars show standard error.
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12�d�, and 12�e� grouped by fundamental frequency f0 �bin
edges determined by dividing the range of 95% of the data
into three equal-width bins�. The measured distributions of f0

are shown in Figs. 12�c� and 12�f�.
Figure 12�c� reveals that subjects were not very success-

ful in attaining the required f0 �125, 150, 175 Hz�, in the
sustained fricatives experiment. Female subjects, as might be
expected, had particular difficulty with the lower pitches.
The distribution of f0 data is thus wider than anticipated, but
nevertheless provides an appropriate base for analysis. In the
fluent-speech fricative experiment, where subjects spoke at
their natural pitch, f0 distributions are significantly tighter.
As a result, data are sparse in the lower pitch bins from
female subjects �150–180 and 180–210 Hz; Fig. 12�e��, and
dominated by one subject at higher voicing strengths, pro-
ducing an anomalous curve �KC in Fig. 9, bottom right�.

Fundamental frequency of voice has little consequence
for the relationship between voicing strength and modulation
depth, with similar shaped curves throughout. Furthermore,
there is some suggestion in the sustained fricative experi-
ment that male subjects �Fig. 12�a�� produce higher modula-
tion at lower f0 for all but one voicing level. However, this
pattern is not replicated in any other results and we conclude
that f0 is not an important influence on modulation depth.

E. Perceptual considerations

The combination of harmonic and amplitude-modulated
noise sources is special to voiced frication and presents an
interesting and complex picture from a psychoacoustic per-

spective. On a basic level, it is known that modulation effects
a change in the quality of the noise component, creating a
sensation of “roughness” �Zwicker and Fastl, 1999�. How-
ever, most previous work on the perception of AM noise is
limited in relevance to voiced fricatives, due to their short
duration and the presence of voicing.

1. Detection of amplitude modulation

The extent of the percept created by AM depends, of
course, on the depth of noise modulation �m�, but also on a
number of other factors. Numerous authors have reported the
relationship between the detection threshold � of AM noise
with a sinusoidal envelope, and its frequency f , referred to as
the temporal modulation transfer function, or TMTF �Bacon
and Viemeister, 1985; Patterson et al., 1978; Viemeister,
1979�. Detection thresholds at each f are measured using a
forced choice paradigm: subjects must differentiate the
modulated stimulus interval from one or two accompanying
unmodulated noise intervals. The modulation depth of the
target interval is adjusted gradually according to the subject’s
responses, to yield finally an estimate of the detection thresh-
old. Thresholds are low in the region of frequencies appli-
cable to speech �e.g., ��0.13 at f =125 Hz�, although they
increase with f by �3–4 dB/octave; hence a small differ-
ence in detection threshold is expected for typical male and
female voices. The TMTF also has implications for the de-
tectability of modulation at harmonics of f0. With f0

=125 Hz, the second harmonic’s modulation detection
threshold is ��0.18 �f =250 Hz�. Given that m2 tends to be
below this level �Fig. 9�, modulation at harmonics above f0

is not likely to be detectable. In addition, deeper modulation
at f0 could mask shallower modulation at 2f0 in an effect in
the modulation domain akin to regular psychoacoustic mask-
ing in the frequency domain �see literature on “modulation
masking,” e.g., Houtgast �1989��.

Stimulus duration also affects our ability to detect AM.
In the literature, thresholds are almost always based on
500 ms stimuli, yet voiced fricatives are much shorter.6 Lee
and Bacon �1997� investigated the effect of stimulus duration
on modulation detection threshold and showed that shorter
stimuli did indeed yield higher thresholds.

The added effect of voicing is extremely hard to predict.
A low frequency voicing component significantly louder than
the noise component, as with nonsibilants �ð� and �v�, would
produce masking �in the regular, frequency-domain sense
�Fletcher, 1940�; i.e., an increase in absolute detection
threshold of the noise�. The consequences of this decrease in
audibility for the detection of AM are not known, but it may
be of note that Viemeister �1979� found minimal difference
in AM detection for stimuli presented at different levels.

The combination of tone and noise further complicates
the detection of AM. Wakefield and Viemeister �1985� per-
formed what appears to be the only investigation into AM
noise detection in the presence of a pure sinusoid with f
equal to that of the modulating signal. Their results suggest a
key role for the phase between tone and modulation, with the
possibility of detection being enhanced where the two are in
phase. The finding is hard to generalize, however, since they
used only 3 kHz bandwidth noise.

FIG. 12. Modulation depth m̂1 as a function of voicing strength v1 or v̂1 for
�a� sustained fricatives, male subjects; �b� sustained fricatives, female sub-
jects; �d� fluent-speech fricatives, male subjects; �e� fluent-speech fricatives,
female subjects. The f0 data divided into three equally spaced pitch bins
�different for each plot�. In general: low range �thin line�, middle range
�medium line�, and high range �thick line�. For specific bin values see leg-
ends. Data for each f0 bin are means of all frames whose measured fo falls
into that bin. Voicing strength, v1 or v̂1, binning used ±0.005 Pa bins. Error
bars show standard error. Bottom: measured f0 distribution histograms for
�c� sustained fricatives, and �f� fluent-speech fricatives. Data are means and
counts of values falling within ±20 Hz bins from all tokens for male �gray
bars� and female �clear bars� speakers.
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2. Perceptual coherence

Correlated temporal patterns across disparate spectral
components �such as those present in modulated noise� cre-
ate or reinforce distinct auditory “objects” �Bregman, 1990�.
A commonly cited example of this effect is comodulation
masking release �for a review see Verhey et al. �2003��,
where modulation imposed on a masking noise band causes
the detection threshold of a tone at the band’s center to de-
crease �detection improves� as the bandwidth of the noise is
widened, even past the critical bandwidth �CB� �Hall et al.,
1984�; this contrasts with the classical psychophysical mask-
ing paradigm where increasing noise bandwidth beyond the
CB has no effect on masking, �Fletcher, 1940�, and suggests
that listeners are able to use the “comodulated” temporal
pattern of the noise to improve stream segregation and de-
tection of the tone. The relevance of stream segregation and
modulation to speech has previously been demonstrated by
Hermes �1991�, who found that the cohesive-ness of synthe-
sized breathy vowels was enhanced by modulation of the
aperiodic component. If this effect extends to voiced frica-
tives, modulation of frication could enhance the integrity or
intelligibility of speech in noise.

V. CONCLUSION

In voiced fricatives, phonation induces amplitude modu-
lation of frication noise. A technique was developed to esti-
mate the depth of modulation and applied to turbulence noise
from sustained and fluent-speech fricatives. Modulation
depth rose approximately linearly with voicing strength for
low voicing levels �below �63 dB SPL�; it saturated at a
similar voicing level for different fricatives and speakers,
although its value at this point varied. For example, modula-
tion depth at a voicing strength of 0.04 Pa SPL �immediately
after saturation� was largest for �z� �0.65; cf. 0.44 for �c�,
0.37 for �ð�, 0.34 for �v��. Previous perceptual studies of
modulated noise suggest that the levels of modulation ob-
served are detectable. Further work could establish how
amplitude-modulated noise in fricatives serves as a phonetic
cue or voice-quality characteristic, and investigate the aeroa-
coustic mechanism responsible for producing modulation.

1Since the effect of f0 on m was unknown, this control ensured comparabil-
ity of results, especially between male and female speakers.

2A short lip-microphone distance helped to capture quiet frication over any
background or electric noise.

3A pilot experiment revealed that some subjects had difficulty keeping their
place on the printed list while speaking. The audio prompting was designed
to aid them, but also as a natural control on speech rate and intonation.

4The present method diverges here from that used in Pincas and Jackson
�2004�.

5In contrast, saturation points and levels for the remaining fricatives, while
relatively similar and consistently distinct from �z�, vary for each speaker
with no clear pattern. This could be explained by articulatory configurations
varying less across speakers for �z�, but more for the other fricatives which
tend either to cause difficulty �e.g., �c� is quite rare in English� or to be
produced in a variety of ways �e.g., �ð� varies in degree of tongue protru-
sion�. The slightly narrower confidence intervals for �z� at higher voicing
strengths concur.

6Mean intervocalic fricative durations, averaged over 216 repetitions by
eight subjects, according to Pincas �2004�: �v�-70 ms, �ð�-69 ms, �z�
-92 ms and �c�-101 ms. ANOVA shows significant �p�0.0005� difference

between sibilants �z , c � and nonsibilants �ð, v � but no significant difference
within these pairs.
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In tonal languages, there are potential conflicts between the F0-based changes due to the coexistence
of intonation and lexical tones. In the present study, the interaction of tone and intonation in
Cantonese was examined using acoustic and perceptual analyses. The acoustic patterns of tones at
the initial, medial, and final positions of questions and statements were measured. Results showed
that intonation affects both the F0 level and contour, while the duration of the six tones varied as a
function of positions within intonation contexts. All six tones at the final position of questions
showed rising F0 contour, regardless of their canonical form. Listeners were overall more accurate
in the identification of tones presented within the original carrier than of the same tones in isola-
tion. However, a large proportion of tones 33, 21, 23, and 22 at the final position of questions
were misperceived as tone 25 both within the original carrier and as isolated words. These results
suggest that although the intonation context provided cues for correct tone identification, the
intonation-induced changes in F0 contour cannot always be perceptually compensated for, resulting
in some erroneous perception of the identity of Cantonese tone. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2363927�
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I. INTRODUCTION

Cantonese is a tone language in which contrasts in tone
mark a difference in lexical meaning. Cantonese tones are
characterized by tone level �high, mid, and low� and tone
contour �rising, falling, and level� �Fok-Chan, 1974�. The six
basic tones in Cantonese are high level �55�, high rising �25�,
mid level �33�, low falling �21�, low rising �23�, and low
level �22�. The numerical values in parenthesis describe the
level of pitch at the beginning and the end point of the tone
�Chao, 1947�. Intonation is a universal feature shared by lan-
guages of different origins, and it plays an important role in
conveying both linguistic and paralinguistic meanings in
communication. The intonation of a sentence is mainly car-
ried by fundamental frequency �F0� variations. The use of
intonation in a tone language could be potentially confusing
as F0 patterns are used to mark both tone at syllabic level
and intonation at sentential level. This poses an interesting
research question about the influence of intonation on the
identity of lexical tones. The identification of lexical tones
might be affected when the direction of F0 movement in a
tone does not coincide with the F0 changes of intonation,
such as when a low-falling tone is placed at the final position
of question, which has a rising F0 contour.

The contrast between questions and statements is fre-
quently used in studying the effect of intonation on F0 pat-

terns of tone. The intonation patterns of Cantonese are simi-
lar to the reported intonation patterns of other world
languages �Bauer and Benedict, 1997; Fok-Chan, 1974�. It is
commonly agreed that statements are characterized by a fall-
ing intonation, while questions have a rising intonation con-
tour �Ohala, 1983�. However, researchers disagree on how
exactly the difference between questions and statements
should be characterized. As summarized by Liu and Xu
�2005�, several features have been proposed to describe the
rising intonation of questions: boundary tones �Pierrehum-
bert, 1980; Ladd, 1996; Lin, 2004�, F0 increase of the entire
sentence �Ho, 1977; Yuan, Shih, and Kochanski, 2002� and
superposition of a baseline on the phrase curve �Thorsen,
1980; Liu and Xu, 2005�. For Cantonese, Gu, Hirose, and
Fujisaki �2005� and Ma, Ciocca, and Whitehill �2006b� ana-
lyzed the F0 patterns of questions and statements using the
Fujisaki model �Fujisaki and Hirose, 1984�. They observed
that questions were marked by positive tone command val-
ues with amplitude larger than usual towards the end of the
utterance for all six tones. Ma et al. �2006b� also found that
there was an increase in the baseline frequency for questions.
These two studies suggested that the question and statement
contrasts in Cantonese are marked by both global and local
F0 changes.

The effect of intonation on the acoustic properties of
tone has been a subject of research in various Chinese tone
languages such as Chengtu �Chang, 1958�, Cantonese �Fok-
Chan, 1974; Lee, 2004; Vance, 1976�, and Mandarin �Ho,
1977; Rumjancev, cited in Lyovin, 1978; Shen, 1989; Lin,
2004�. It is generally agreed that intonation is likely to
modify the F0 patterns of tones, but the specific F0 patterns
vary across tone languages. Two general patterns have been
identified. At sentence final position, intonation-induced F0

a�Portions of this work were presented in “The effects of intonation patterns
on lexical tone production in Cantonese,” Proceedings of International
Symposium on Tonal Aspects of Language: Emphasis on Tone Languages,
Beijing, People’s Republic of China, March 2004, and “The effect of in-
tonation on perception of Cantonese lexical tones,” Proceedings of Inter-
national Conference on Spoken Language Processing, Jeju, Korea, October
2004.

b�Author to whom correspondence should be addressed; electronic mail:
joanma@hkusua.hku.hk
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perturbations of lexical tones mostly affect the F0 level, but
not the F0 contour �Chang, 1958; Ho, 1977; Lin, 2004; Rum-
jancev, cited in Lyovin, 1978; Shen, 1989�. Specifically,
when the direction of F0 movement of tone and intonation
are the same �e.g., a rising tone at the end of a rising intona-
tion�, the F0 level of the tone will increase further. However,
when the direction of F0 movement of tone and intonation
do not coincide, the F0 value of the tone would be neutral-
ized such that, for example, the F0 of a falling tone would
not fall as low at the end of a rising intonation. The second
general pattern is that, in addition to the level of the tone
being modified, the tone contour may also deviate from its
canonical form due to the effect of sentence intonation �Fok-
Chan, 1974; Lee, 2004�. That is, while a rising tone at the
end of a rising intonation gives rise to a higher F0 level, the
contour of a falling/level tone would be changed to rising
when it occurs at the end of a rising intonation.

Different results have also been reported on the percep-
tual effect of intonation on tone. Connell, Hogan, and Rozsy-
pal �1983� claimed that the perturbation in F0 patterns of
tones brought about by intonation has little effect on listen-
ers’ perception in Mandarin. In contrast, Fok-Chan �1974�
reported that listeners’ tone perception was poorer when pre-
sented with Cantonese stimuli produced in interrogative
manner. She suggested that the modification in F0 patterns in
tone as a result of intonation was likely to affect listeners’
perception.

Although F0 is the primary acoustic correlate for tone,
the significance of duration as a perceptual cue to tone iden-
tity has also been explored �Blicher, Diehl, and Cohen, 1990;
Liu and Samuel, 2004; Tseng, Massaro, and Cohen, 1986�.
Tseng et al. �1986� demonstrated that duration might be used
as a secondary cue for the perception of Mandarin tones
when the F0 information is ambiguous. Ho �1977� observed
that duration was likely to be a function of word position
rather than intonation, except at word final position where
tones produced in interrogative were found to have a longer
duration than those in declarative in Mandarin. Vance �1976�
pointed out that vowel duration was not significant for tone
perception in Cantonese as similar vowel length was ob-
served for all tones. However, Lee �2004� observed that the
duration patterns among the six tones were not maintained at
the final position of questions. She reported that tones 33, 21,
and 22 produced at the final position of questions were
longer than when produced in statements in Cantonese, while
tones 55, 25, and 23 showed minimal contrast at the final
position of questions and statements. However, she did not
report a quantitative analysis of these differences. Therefore,
it is not clear whether the duration contrast between the six
tones at the final position of questions can provide an addi-
tional cue to listeners for tone identification.

The above discussion revealed different findings on the
effects of intonation on both F0 patterns and duration of
lexical tone in different tone languages. In order to explore
the effects of intonation on the production and perception of
lexical tones in Cantonese, acoustic and perceptual analyses
were performed on the same set of Cantonese tones produced
within statements and questions in the current study.

II. EXPERIMENT 1-ACOUSTIC ANALYSIS

The objective of experiment 1 was to investigate the F0
changes produced by different intonation patterns on Can-
tonese lexical tones. Comparison was made between tones at
initial, medial and final positions within an utterance. Acous-
tic analysis was performed to measure the F0 and duration
patterns of the target words.

A. Method

1. Speakers

Twenty native Cantonese speakers were recruited �ten
males and ten females, aged 19 to 25 years�. They were all
undergraduates or graduates of Hong Kong universities.
Nineteen speakers were born and raised in Hong Kong. The
remaining speaker was born in the USA, but he was raised in
Hong Kong since he was two months old. Cantonese was the
native language, and English the second language, of all
speakers. None of the speakers had a reported history of
speech problems and all had passed a hearing screening
��20 dBHL at 250, 500,1000, 2000, and 4000 Hz�.

2. Materials

Three sets of target words were derived from the roots
/si/, /ji/, and /j0u/. Each set consisted of six words that
contrasted only in tone, giving a total of 18 target words.
These words were embedded in three different positions
within the following sentences: �a� initial position �/X
tsi22 hou25 lan21 s�25/ “X is difficult to write”�, �b� medial
position �/s�25 kÅ33 X tsi22 sin55/ “Write the X word first”�,
and �c� final position �/lei55 kÅ33 tsi22 h0 i22 X/ “This word is
X”�. Two types of intonation were studied in the present
experiment–question and statement. Each of the sentences
could be produced as either a statement or a question by
modifying only the intonation marking. Thus, each speaker
produced a total of 108 different stimuli �18 target words by
three different positions by two intonation patterns�.

3. Procedures

Recording was carried out in a sound-attenuated room
�IAC single-wall booth�, with a Sony TCD-D3 DAT recorder
and a Bruel and Kjær �4003� low-noise unidirectional micro-
phone. A 10 cm mouth-to-microphone distance was main-
tained for the first 17 speakers. The mouth-to-microphone
distance was increased to 15 cm for the last three speakers to
prevent clipping of the recordings, as the sponge attached to
the microphone was removed due to hygienic reasons during
the outbreak of severe acute respiratory syndrome in Hong
Kong.

In order to obtain naturally produced speech samples,
speakers were engaged in a dialogue in which the first author
initiated each exchange and speakers answered with one of
the sentences. In each trial, the dialogues were presented
visually on the screen of a G4 Apple Macintosh computer
running a HyperCard �AppleTM� custom program. The se-
quence of dialog presentation was randomized across sub-

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Ma et al.: Effect of intonation on Cantonese tones 3979



jects. Each production was monitored by the first author, who
is a qualified speech and language pathologist, to ensure that
the correct tone was produced.

After the recording, each sentence was low-pass filtered
at 22 kHz, digitized at sampling rate of 44.1 kHz and stored
onto an Apple PowerMacintosh 7100 computer as a separate
file, using a DigiDesign Audiomedia II DSP card.

4. Data analysis

Acoustic analysis was performed to measure the F0 val-
ues and the duration of each target word, using the Praat
software �Version 4.0.46, Boersma and Weenink, 2003�. The
voiced segment of each word was identified visually from a
wideband spectrogram and an amplitude waveform display.
F0 was estimated at nine evenly spaced time points from the
beginning to the end of the voiced segment of the word using
an autocorrelation algorithm. Five time points were chosen
for subsequent analysis �0%, 25%, 50%, 75%, and 100% of
the total duration�. Manual measurements from the ampli-
tude waveform were used when the software produced F0
estimates that were largely different from those of adjacent
time points. Out of a total of 2160 speech samples, 128
samples �5.93%� required manual measurement at one or
more of the five time points used for analysis. Among these
128 samples, eight samples showed diplophonic features
with F0 varying between high and low F0 values in consecu-
tive cycles. For these samples, F0 estimates were obtained by
averaging the manually estimated F0 of two consecutive
cycles of the waveform. The duration of each target word
was measured by calculating the difference in time between
the 0% and 100% time points of the voiced segment. The
average F0 of each tone at each time point and the average
duration of each tone were then calculated for each position
and intonation for each speaker. Group averages for male and
female speakers were also calculated for later analysis.

Intra- and inter-rater reliabilities were calculated by re-
peating the analysis for two speakers �10% of the data� by
the first author and a second rater, who is experienced in
acoustic analysis. Pearson’s correlation was used to calculate
reliability. Intra-rater reliability was 0.97�p�0.001� and
inter-rater reliability was 0.98�p�0.001�.

B. Results

1. Fundamental frequency

The mean F0 values for questions and statements for
male and female speakers in each tone at all nine time points
are displayed in Figs. 1�a�–1�f�. The F0 patterns of the six
tones were similar for all targets in statements and at the
initial and medial positions of questions. All the three level
tones �tones 55, 33, and 22� had slightly falling contours, and
the relative F0 distance between tones 55 and 33 was greater
than between tones 33 and 22. Tones 25 and 23 had a rising
tone contour; tone 25 had higher final F0 level than tone 23.
Tone 21 started at about the same level as tone 22, and had a
falling contour to the lowest F0 value of the six tones. At the
final position of questions, both male and female speakers
showed rising F0 contour for all six tones. Specifically, tones
55 and 33 showed an increase in F0 from 0% to 100% of the

total duration; while tones 25, 21, 23, and 22 had a slight dip
in F0 from the 0% to the 25% time points, followed by an
increase in F0 from 25% to 100%. The F0 patterns for tones
25, 21, 23, and 22 were overlapping, with similar F0 levels;
tones 55 �highest overall F0� and 33 �slightly lower F0 val-
ues� were distinct from the rest.

The mean F0 value for each tone at each intonation and
position within each time point was calculated for each
speaker. Four-way ANOVAs �2�2�3�5� were used to
analyze the data for each tone separately. Gender �male vs
female� was the between subject factor; intonation �question
vs statements�, position �initial, medial, and final� and time
point �0%, 25%, 50%, 75%, and 100%� were the within sub-
ject factors. Overall, females produced significantly higher
F0 than male speakers for all six tones �main effect of gen-
der: tone 55, F�1,18�=189.00, p�0.001; tone 25, F�1,18�
=262.23, p�0.001; tone 33, F�1,18�=298.16, p�0.001;
tone 21, F�1,18�=250.36, p�0.001; tone 23, F�1,18�
=294.06, p�0.001; tone 22, F�1,18�=394.22, p�0.001�.

Tones produced in questions had higher F0 levels than
the same tones in statements �main effect of intonation: tone
55, F�1,18�=132.77, p�0.001; tone 25, F�1,18�=262.23,
p�0.001; tone 33, F�1,18�=148.12, p�0.001; tone 21,
F�1,18�=123.48, p�0.001; tone 23, F�1,18�=153.54, p
�0.001; tone 22, F�1,18�=197.55, p�0.001�. Significant
interaction effects between intonation and position were also
found for all six tones �tone 55, F�2,36�=36.46, p�0.001;
tone 25, F�2,36�=36.51, p�0.001; tone 33, F�2,36�
=120.22, p�0.001; tone 21, F�2,36�=89.78, p�0.001; tone
23, F�2,36�=88.73, p�0.001; tone 22, F�2,36�=125.73, p
�0.001�. Post hoc analysis showed that the F0 level of ques-
tions was significantly higher than that of statements for �i�
all tones �Tukey HSD test, p�0.01� except tone 21 �Tukey
HSD test, p�0.05� at the initial position, �ii� tones 55, 25,
33, and 23 at the medial position �Tukey HSD test, p
�0.01 for all�, and �iii� all six tones at the final position
�Tukey HSD tests, p�0.001 for all�.

The three positions �initial, medial, and final� were
found to be significantly different from each other for each of
the six tones �main effect of position: tone 55, F�2,36�
=80.99, p�0.001; tone 25, F�2,36�=125.76, p�0.001; tone
33, F�2,36�=127.19, p�0.001; tone 21, F�2,36�=19.00, p
�0.001; tone 23, F�2,36�=80.75, p�0.001; tone 22,
F�2,36�=50.85, p�0.001�. In statements, tones at the initial
position had higher F0 level than tones in medial position,
which in turn had higher F0 than tones in final position. The
difference in F0 level between the initial and the final posi-
tions was significant for both genders and all six tones
�Tukey HSD test, p�0.001 for all�. For questions, the dif-
ferences in F0 between the initial and medial positions were
significant for all six tones in both genders �Tukey HSD test,
p�0.001 for all�, except for tone 22 produced by male
speakers �Tukey HSD test, p�0.05�. At the final position,
owing to the differences in tone contour compared with the
other two positions, the differences in overall F0 level be-
tween the final and the initial positions and between the final
and medial positions were not compared statistically. How-
ever, Figs. 1�a�–1�f� show that all tones at the final position
of questions began at an F0 level below that of the initial and
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medial positions, and increased to a level above that of the
initial position from either 50% or 75% of the total duration
onwards.

Analysis of the interaction of position, intonation, and
time point showed the influence of intonation on F0 for dif-
ferent contexts at each time point. At the initial and medial
positions, the F0 value of tones in questions was higher than
in statements in all time points. Significant differences were
noted at most of the time points for tones 55 �Tukey HSD
test, p�0.05 at 25%, 50%, 75%, and 100% of the time� and
33 �Tukey HSD test, p�0.05 for all time points�, but the
differences between questions and statements were generally
not significant across time points for tones 25, 21, 23, and 22
for both genders �Tukey HSD test, p�0.05�. At the final
position, tones produced in questions had higher F0 values
than those of statements at most time points. The F0 values

of tones produced in questions were significantly higher than
in statements at 75% and 100% of the total duration for all
six tones in both genders �Tukey HSD test, p�0.001 for all�,
suggesting that the difference in F0 between statements and
questions grew bigger towards the end of the tones at the
final position.

2. Duration

The mean duration of each tone at each position of the
two intonations is shown in Fig. 2. A four-way repeated
ANOVA �2�2�3�6� was used to compare the differences
in duration of the six tones between the two intonations
across the three positions of both genders. Male and female
speakers produced similar duration for the targets �F�2,36�
=195.18, p�0.05�. The main effect of position was statisti-

FIG. 1. �a�–�f�. Mean F0 values for the six tones are displayed for �a� tone 55, �b� tone 25, �c� tone 33, �d� tone 21, �e� tone 23, and �f� tone 22. Within each
figure, the F0 patterns at the initial, medial, and final positions are shown horizontally. For each tone, the mean F0 values at nine time points are displayed.
Open symbols represent statements while filled symbols represent questions. Squares represent mean F0 values for female speakers and triangles represent
male speakers.
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cally significant �F�10,180�=13.52, p�0.05�. Specifically,
the duration of the targets at the final position was signifi-
cantly longer than those in the initial and medial positions
�Tukey HSD test, p�0.05 for both�, while there was no
significant difference in duration between the targets at initial
and medial positions �Tukey HSD test, p�0.05�. The posi-
tion by tone interaction �F�10,180�=13.52, p�0.05� showed
that this pattern of differences among the three positions was
the same for all six tones. Although the main effect for into-
nation was not significant �F�1,18�=0.02, p�0.05�, the in-
tonation by position interaction �F�2,36�=149.60, p�0.05�
showed that targets at the initial and medial positions of
statements had significantly longer duration than their coun-
terparts produced in questions �Tukey HSD test, p�0.05 for
both�; while targets at the final position of questions had a
longer duration than those in statements �Tukey HSD test,
p�0.05�. The main effect for tone was statistically signifi-
cant �F�5,90�=18.71, p�0.05�. Tones 55 and 21 had signifi-
cantly shorter durations when compared with the other four
tones �Tukey HSD test, p�0.05 for all�, while the differ-
ences between tones 25, 33, 23, and 22 were not significant
�Tukey HSD test, p�0.05 for all�. The tone by intonation
interaction �F�5,90�=9.79, p�0.05� showed that tone 55
had shorter duration than the other five tones when produced
in questions and tones 25, 33, 23, and 22 when produced in
statements �Tukey HSD test, p�0.05 for all�; while tone 21
had shorter duration than the other five tones only when
produced in statements �Tukey HSD test, p�0.05 for all�.
The interaction between tones, intonation, and position
�F�10,180�=15.68, p�0.05� showed that the abovemen-
tioned pattern between tones by intonation was only ob-
served at the final position �Tukey HSD test, p�0.05 for
all�; while there was no significant contrast in duration be-
tween tones at initial and medial positions �Tukey HSD test,
p�0.05 for all�.

C. Discussion

The results of the above analysis showed that intonation
affects the F0 patterns of tones across positions: tones pro-
duced within questions have a higher F0 level, the F0 level
of tones varied across positions in both questions and state-
ments, and a rising F0 contour was found for all tones at the
final position of questions. The average F0 level of tones in

questions was higher than their counterparts produced in
statements �except for tone 21 at the initial and medial posi-
tions, and tone 23 at the medial position�. The difference in
F0 between intonation contexts was largest at the final posi-
tion, which is consistent with the rising F0 contour associ-
ated with questions �Ohala, 1983�. Liu and Xu �2005� pro-
posed that the difference in F0 level between questions and
statements is related to the meaning of surprise or incredulity
carried in questions.

In statements, tones at the initial position had the highest
F0 level, followed by tones at the medial and the final posi-
tions. The changes in F0 level for tones at various positions
of statement support the findings of previous studies on the
F0 pattern of declarative sentences �Ohala, 1978; Vance,
1976�. Declarative sentences �or statements� are character-
ized by a lowering of F0 in successive words from the be-
ginning to the end of the sentence �“downdrift;” Ohala,
1978�, and by a final fall in the contour of the last syllable
�Vance, 1976�. This decrease in the F0 level of tones from
the initial to the medial and final position supports the exis-
tence of a declination effect in statements in Cantonese.

F0 contours of the six tones remained consistent across
positions and intonations, with the exception of contours of
tones in the final positions of questions. The rising intonation
contour of questions changed the F0 contour of all six tones
from the canonical forms to rising contours at the final posi-
tions. This intonation-induced F0 change at the final position
of questions was in agreement with the findings of Fok-Chan
�1974� and Lee �2004� on the interaction between tone and
intonation in Cantonese. In addition, tones 25, 21, 23, and 22
showed overlapping F0 contours at the final position of ques-
tions. The F0 patterns of these four tones resembled the
original contour of tone 25.

The results of experiment 1 also showed that the dura-
tion of the targets varied as a function of positions within
intonation contexts. The duration of the six tones remained
similar within each condition �statement initial, statement
medial, statement final, question initial, question medial, and
question final�, except for shorter duration for tone 55 at the
final position of questions and statements, and tone 21 at the
final position of statements. Besides the lengthening of tone
21 at the final position of questions, Lee �2004� also reported
that tones 33 and 22 had lengthened durations at the final
position of questions when compared with those in state-
ments. Similar findings were not observed in this study.
However, Lee �2004� did not perform statistical analyses for
evaluating the difference in tone duration between intona-
tions. Lee �2004� also reported variability among the four
speakers in her study; some speakers showed no observable
difference in duration. The findings of the present study also
support the idea that duration effects vary among speakers.

III. EXPERIMENT 2—PERCEPTUAL ANALYSIS

The findings of experiment 1 showed that intonation af-
fects both F0 level and contour. Intonation had no overall
duration effect on tone, although interaction between posi-
tion and intonation showed that the duration of six tones
varied as a function of positions within intonation contexts.

FIG. 2. Mean duration for the six tones across the three positions �initial,
medial, and final� in questions and statements are displayed.
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The effect of intonation on F0 was especially strong at the
final position of questions, where all six tones showed rising
F0 contours regardless of their canonical forms, and overlap-
ping of F0 patterns between tones 25, 21, 23, and 22 were
found. Previous studies showed that F0 is the most important
perceptual cue in tone perception �Fok-Chan, 1974; Vance,
1976; Gandour, 1981�. Fok-Chan �1974� suggested that once
the F0 structure of the tone is disrupted, then perception
would be affected. The second experiment was designed to
investigate whether intonation-induced changes in the F0
patterns of tones �i.e., F0 level and F0 contour� affect tone
identity. Previous perceptual experiments in Mandarin
showed that intonation-induced F0 changes do not necessar-
ily change the lexical identity of tones for listeners �Connell,
Hogan, and Rozsypal, 1983�. Although the acoustic analysis
showed different effect of intonation on the F0 contour of
tones in Mandarin and Cantonese, the presence of extrinsic
context �i.e., the intonation contour of the sentence� may
provide listeners cues to perceptually “normalize” for the
changes in the F0 pattern of the lexical tones. Therefore,
three different experimental contexts �original carrier, isola-
tion, and neutral carrier� were designed to test whether the
extrinsic context can help listeners in the identification of
tones whose F0 contour has undergone intonation-related
changes.

A. Method

1. Listeners

Twelve females, aged 18–19 years old, served as listen-
ers. They were all first-year undergraduates in the Division
of Speech and Hearing Sciences, University of Hong Kong.
None of them had participated in experiment 1. They were
considered naïve listeners, as the experiment was carried out
within their first two months at university, during which they
received no phonetic training on tones. Cantonese was the
first language for all the listeners. All listeners passed a hear-
ing screening ��20 dBHL at 250, 500, 1000, 2000, and
4000 Hz�. A tone perception screening, consisting of 24 trials
�four trials for each tone�, was carried out with all the listen-
ers. Stimuli used were different from those in the experimen-
tal session. Listeners had to correctly identify each of the six
tones in at least three out of four trials in order to pass the
screening. They achieved an overall average accuracy of
99.3%.

2. Speech materials

Speech materials from two of the speakers in experiment
1, one male and one female, were used for the present ex-
periment. The two speakers were selected because the F0
patterns of their target tones were closest to the average F0
patterns of their own gender. All 108 utterances of each
speaker were used in this experiment �three sets of six tones
of target words, three positions, and two intonations�. Three
presentation conditions �original carrier, isolation, and neu-
tral carrier� were selected to investigate the use of extrinsic
context by listeners in the perception of intonation-induced
F0 changes in tones. In the original carrier condition, the
targets were presented with the original carriers, as recorded

in experiment 1. In the isolation condition, targets were pre-
sented as single words in order to determine the effect of a
lack of extrinsic context on tone identification. Stimuli were
manually extracted, using the Praat software �Boersma and
Weenink, 2003�, from the initial, medial, and final positions
of the original utterances. The beginning and the end of the
syllable were selected from the amplitude waveform display.
The neutral carrier condition was designed to investigate
whether the presence of a carrier sentence that provided cues
about the average F0 and the F0 range of the speaker could
be exploited to improve the accuracy of the identification of
intonation-induced F0 changes. This condition was moti-
vated by the finding that the presence of extrinsic context in
the form of a carrier sentence results in sharper identification
boundaries for level tones �Francis, Ciocca, and Ng, 2003�.
In the neutral carrier condition, all the target tones in isola-
tion form were appended at the final position of the same
carrier /lei55 kc33 tsi22 h0 i22/ �This word is�. The neutral car-
rier was synthesized from the production of the original car-
rier with targets in final position �/lei55 kÅ33 tsi22 h0 i22/ � by
these two speakers. For each speaker, the average F0 of each
syllable of all the 18 productions of /lei55 kÅ33 tsi22 h0 i22/
was calculated. Among the 18 productions, the utterance
with F0 values that were closest to the average F0 in each of
the four syllables was chosen. The F0 of each syllable within
the selected utterance was then resynthesized using the
PSOLA algorithm of Praat software �Boersma and Weenink,
2003� to be within 2 Hz of the average F0 for each syllable
at each of the nine time points. The two synthesized carriers
�one for the male speaker and the other for the female
speaker� were judged to sound natural by the first author and
two other native Cantonese speakers �all qualified speech
and language pathologists�. All the target tones in isolation
were then appended at the final position of the neutral carrier.
In each presentation condition, the overall loudness of each
of the stimuli was then equalized by the first author by modi-
fying the overall amplitude of each token as necessary using
the Praat software �Boersma and Weenink, 2003�.

3. Procedures

The experiment was carried out in a single wall IAC
sound-attenuated booth, with the speech materials presented
to the listeners through a Sennheiser HD 545 headset, con-
nected to a G4 Apple Macintosh computer, with an Aardvark
USB 3 sound card. A HyperCard �Apple™� program was
used to run the experiment. For each trial, six Chinese char-
acters were presented on the screen, representing one set of
contrastive tones. The carrier was also presented at the top of
the screen with the target word represented by “_” for the
original carrier and neutral carrier conditions.

The stimuli were divided into six blocks, according to
presentation condition �original carrier, isolation form, and
neutral carrier� and speaker. Within each block, there were a
total of 216 trials, as each of the 108 stimuli was repeated
once. Three experimental sessions were scheduled at least
one week apart to minimize learning effects. In each session,
two blocks �male and female� of one presentation condition
were presented. The order of presentation for both presenta-
tion condition and speaker was randomized and counterbal-
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anced across listeners. Each block took about 1 /2 h to finish,
and each session took about 1 h. Listeners were informed
that the stimuli consisted of both questions and statements.
Before each session, the 18 Chinese characters were read
aloud by the first author to ensure that listeners were familiar
with all the characters, as the same Chinese character may
have more than one pronunciation in different contexts in
Cantonese. Within each trial, listeners were asked to identify
the Chinese character that matched the word they heard by
clicking on the button representing the character. Each stimu-
lus was presented once and the listener could opt to listen to
it a second time by clicking on a “repeat sound” button.

B. Results

1. Overall perceptual accuracy

Confusion matrices were compiled separately according
to presentation condition �original carrier, isolation, and neu-
tral carrier�, position �initial, medial, and final�, and intona-
tion context �question and statement� for each listener. Group
confusion matrices were compiled by summing confusion
matrices across 12 listeners. The overall percentages of cor-
rect identification for each of the three presentation condi-
tions were compared using a series of Wilcoxon matched
pair tests as ceiling effects were observed for some targets.
The overall accuracy for tones presented within the original
carrier �mean 90.57, SD=25.40� was significantly higher
than for targets presented in isolation �mean 72.22, SD
=33.43� �T=0, p�0.005� and for targets presented within
the neutral carrier �mean 70.39, SD=35.72� �T=0, p
�0.005�; there was no difference between the isolation and
the neutral carrier conditions �T=29.5, p�0.05�. Statistically
significant differences in perceptual accuracy were observed
for original carrier and the other two conditions in all into-
nation contexts and positions �p�0.05 for all�, except for the
final targets of questions where the differences between
original carrier, neutral carrier, and isolation were not signifi-
cant �p�0.05 for all�. Targets presented in isolation had sig-
nificantly higher accuracy than when presented within the
neutral carrier at initial and medial positions of questions,
and initial position of statements �p�0.05 for all�; while
targets presented within neutral carrier had perceptual accu-
racy higher than those presented in isolation at the medial
and final positions of statements �p�0.05 for all�.

The percentages of correct identification of targets pre-
sented with the original carrier in each intonation context and
position were compared individually for each tone. Perfor-
mance was similar in all the conditions, except for the final
targets of questions for tones 21, 23, and 22, for which ac-
curacy was significantly lower than in other conditions �T
=0, p�0.005 for all�.

The confusion matrix for the perception of the six tones
as final targets of questions in the original carrier condition is
shown in Table I. The numbers in the cells represent the
percentage of responses realized as that particular tone. For
example, tone 25 at the final position of questions was cor-
rectly identified 81.9% of the time �118 out of 144 trials�.
Correct identifications are shown by the numbers appearing
on the diagonal of the matrix �boldtype�. The mean accuracy

of the six tones in this context was compared using Wilcoxon
matched-pair tests. The percentage of correct identification
for tone 55 �mean=100% � was significantly higher than for
the other five tones �T=0, p�0.05 for all�. The accuracy for
tones 25 �mean=82% � and 33 �mean=72% � was signifi-
cantly higher than for tones 21, 23, and 22 �p�0.05 for all�,
but the difference between tones 25 and 33 was not statisti-
cally significant �p�0.05�. The mean accuracy for tone 21
�mean=27% � was higher than for tones 23 �mean=10% �
and 22 �mean=22% � �T=0, p�0.05 for both�; no significant
difference was found between tones 23 and 22 �T=3, p
�0.05�.

2. Error patterns

Error patterns were analyzed by calculating the percent-
age of misidentifications of each tone out of the total number
of identification errors observed for that tone within each
presentation condition. As described in the previous section,
in the original carrier condition, stimuli presented at the final
position of questions were the least accurately perceived. Ex-
cept for tones 55 and 25, most of the errors in this context
involved misperceiving the target tone as tone 25. This error
accounted for about 66% of the identification errors for tone
33, 93% of the identification errors for tone 21, 76% of the
identification errors for tone 23, and 73% of the identifica-
tion errors for tone 22. Two other common perceptual errors
were noted in the original carrier condition. Tone 25 was
misperceived as tone 23 �69% of all perceptual errors involv-
ing tone 25�. The other common, but less frequent, error
resulted from the mutual confusion between tones 33 and 22.

For targets presented with the neutral carrier and in iso-
lation, the error pattern for the final targets of questions was
similar to that for the original carrier condition. Tones 33, 21,
23, and 22 were misperceived as tone 25. Also, a large num-
ber of tone level errors were observed in these two presen-
tation conditions in all six contexts, accounting for about
65%–96% of all the perception errors for each tone in each
presentation condition. For the three level tones, tone 55 was
perceived as tone 33, and tones 33 and 22 were perceived as
tones 55, 33, or 22; the two rising tones �tones 25 and 23�
were confused with each other.

TABLE I. Confusion matrix for perceptual accuracy at the final position of
questions within the original carrier condition.

Perceived tone

Target 55 25 33 21 23 22

55 100.0
25 81.9 1.4 6.3 10.4
33 25.7 71.5 2.8
21 71.5 27.1 1.4
23 78.5 1.4 9.7 10.4
22 62.5 6.3 9.7 21.5

Note. Target tones are on the vertical axis, and perceived tones on the hori-
zontal axis. Cell numbers represent the percentage of responses for each
target tone.
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3. Individual error patterns

The confusion matrices of all individual listeners were
examined. The percentages of correct identification of each
listener at the final position of questions are shown in Table
II. Listeners could be classified into four groups according to
their identification patterns:

a. Listeners 1 and 2 were able to correctly identify tones
55, 33, 21, and 22 for final targets of questions. Their per-
ception of tones 25 and 23 was poor �tone 25 being misper-
ceived as tone 23, 21, or 22, and tone 23 misperceived as
tone 25 or 22�.

b. Listeners 3, 4, 5, and 6 were able to correctly identify
tones 55 and 25, but frequently misidentified the other tones
as tone 25.

c. In addition to being able to perceive tones 55 and 25
correctly �as for listeners in the previous group�, listeners 7,
8, 9, and 10 were able to perceive tone 33 with 100% accu-
racy, while tones 21, 23, and 22 were likely to be confused
with tone 25.

d. Listeners 11 and 12 perceived tones 55 and 33 with a
high level of accuracy. These listeners were also able to per-
ceive tones 21, 23, and 22 more accurately than listeners in
groups 2 and 3, but they were less accurate in identifying
tone 25.

C. Discussion

For the targets presented with the original carriers, iden-
tification accuracy for all six tones was close to 100%
�ranged from 91% to 100%� in all conditions except for the
final targets in questions, whose F0 contours deviated from
their canonical form. For these target tones, the identification
accuracy ranged from 10% �tone 23� to 100% �tone 55�. The
results showed that a large proportion of tones 21, 23, and 22
were misperceived as tone 25 at the final position of ques-
tions, likely due to the overlapping rising F0 contours of
these tones 21, 23, and 22 with tone 25, as shown in experi-
ment 1. Therefore, listeners relied heavily on the intrinsic F0
patterns of these tones, as suggested in previous studies

�Fok-Chan, 1974; Gandour, 1981; Vance, 1976�. Although all
three level tones �tones 55, 33, and 22� had a rising contour
at the final position of questions, listeners showed better per-
ceptual accuracy for tones 55 and 33. The distinctiveness in
the F0 level of tones 55 and 33, especially at the initial
portion of the tone, is likely to have cued an accurate iden-
tification of these tones, given that there are no other rising
tones at the same F0 level during the first half of the seg-
ments. Tone 55 also showed a rise in F0 throughout the seg-
ment, while the other five tones had a level F0 pattern in the
first half of the segment. The perceptual accuracy for targets
at the final position of questions in the original carrier con-
dition was lower than in the other five contexts with the
original carrier, and similar to that of the isolation conditions.
This finding suggests that F0 information provided by the
extrinsic context, such as the intonation type and the position
of a word within a sentence, may not be used effectively
when intonation-induced changes result in F0 patterns that
differ considerably from the canonical pattern.

The results of experiment 2 showed that while in the
original carrier condition listeners were able to employ the
F0 cues provided by the extrinsic context in order to com-
pensate for the intonation-induced F0 changes, and when the
extrinsic context was removed �isolation condition�, identifi-
cation accuracy decreased. It is possible that subjects may
not have made the maximal use of the F0 information re-
garding intonation patterns with isolated tones, as listeners
were not told explicitly the intonation of the original carrier
from which each isolated tone was extracted. However, Ma,
Ciocca, and Whitehill �2006a� found that listeners had no
difficulty in identifying the intonation pattern when they
heard isolated tones produced in sentence-final position.

The perceptual patterns of the targets presented with the
neutral carriers showed how extrinsic context cued tone per-
ception. Perceptual errors were most common for tones 33,
21, and 22 in initial position and tone 22 in medial position,
and most of the errors involved confusions with tones of the
same contour but of higher F0 level. As shown in experiment
1, the F0 level of tones varied across position, with F0 level
being the highest at the initial position, followed by that of
medial and final positions. When all targets were placed at
the final position of the neutral carrier, targets of the initial
and medial positions were of higher F0 level than typical
targets at the final position. These results are consistent with
the “recency strategy” �Wong and Diehl, 2003�, according to
which the immediate preceding context provides cues for
listeners to infer the F0 range of the talker’s voice when
processing an utterance. The extracted F0 range �or average
F0� is then used to identify tones by carrying out a tone
normalization process �Francis et al., 2006; Leather, 1983�.

IV. GENERAL DISCUSSION

The results of the present study showed that the F0 pat-
terns of tones in all positions of statements, and in the initial
and medial positions of questions, were comparable with the
canonical forms. By contrast, the F0 contours of all tones at
the final position of questions were modified to rising by the
final rise of the question. These results are in agreement with

TABLE II. Performance of individual listeners for the final position of
questions within the original carrier condition.

Tone

Listeners 55 25 33 21 23 22

L1 100 33.3 100 91.7 33.3 83.3
L2 100 16.7 100 91.7 8.3 91.7
L3 100 100 0 0 0 0
L4 100 100 8.3 0 0 0
L5 100 100 0 0 0 0
L6 100 100 50 0 0 0
L7 100 83.3 100 8.3 0 0
L8 100 100 100 0 0 0
L9 100 100 100 8.3 8.3 8.3
L10 100 100 100 25 0 16.7
L11 100 75 100 50 50 25
L12 100 66.7 100 50 16.7 25

Note. Numbers in the cells represent the accuracy �percentage correct� for
that particular tone by each listener.
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the findings from other studies on the interaction between
tone and intonation in Cantonese �Fok-Chan, 1974; Vance,
1976; Lee, 2004�. These conclusions contrast with those
from studies on Mandarin Chinese, which reported that the
F0 contour of tones was not affected by sentence intonation
�Ho, 1977; Rumjancev,; cited in Lyovin, 1978; Shen, 1989�.
This difference might be related to how question intonation
is produced by speakers of the two languages. Studies on
intonation in Cantonese suggested that the difference be-
tween questions and statements is modeled by both global F0
increase and local F0 changes at the end of the final syllable
of questions �Gu, Hirose, and Fujisaki, 2005; Ma, Ciocca,
and Whitehill, 2006b�. Gu et al. �2005� also suggested that
the increase in amplitude of the positive tone command is
larger than usual at the end of questions. The local F0
changes observed at the final position of questions provided
a possible explanation of the modification of F0 contour at
the final position of questions in Cantonese. Lin �2004� also
used the concept of “boundary tones,” the F0 changes at the
final one or two syllables of the utterance which convey in-
formation about sentence intonation �e.g., question vs state-
ment�, to explain the difference between questions and state-
ments in Mandarin. He found that boundary tones reflect the
F0 pattern of a question by changing the F0 level at the
beginning of the boundary tone and/or the slope of the rising
F0. By contrast, Yuan �2004� suggested that boundary tones
are not necessary for modeling of questions in Mandarin. He
proposed that the difference between the two intonations
could be explained by an overall higher phrase curve and
higher strength value towards the end of questions. Liu and
Xu �2005� found that the F0 difference between the two in-
tonations is mostly related to the superposition of an expo-
nential or double-exponential F0 baseline on the phrase
curve of the sentence, which attributed the final F0 rise in
questions to part of the global intonation changes of ques-
tions. This suggests that questions are mainly marked by
global F0 changes in Mandarin and, therefore, the tone struc-
tures are largely unaffected.

The current results also showed that the intonation-
induced F0 changes observed at the final position of ques-
tions affect listeners’ perception. A large proportion of tones
21, 23, and 22 were perceived as tone 25 at the final position
of questions. These results agreed with previous reports that
tones produced within questions were more difficult to rec-
ognize than those in declarative sentences �Fok-Chan, 1974�.
By contrast, a previous perceptual study of Mandarin found
that the perturbation in F0 pattern caused by intonation had
minimal effect on perception for native listeners �Connell,
Hogan and Rozsypal, 1983�. The higher tendency of misper-
ception in Cantonese when compared with Mandarin is prob-
ably related to the difference in the effect of intonation on
tone as mentioned above, as well as to the features of the
tones in each language. In Cantonese, there are three level
tones and two rising tones. Therefore, a slight modification
in F0 level or contour may result in erroneous identification.
For example, an increase in F0 range of tone 23 may lead to
the perception of a tone 25; similarly, a slight increase in F0
level could cause a tone 22 to be perceived as tone 33. By
contrast, Mandarin has four tones with distinctive F0 con-

tours �level, rising, falling-rising and falling� and levels.
Therefore, a small rise in the contour of the level tone �tone
1� caused by interrogative intonation, as shown in Ho’s ex-
periment �1977�, might not affect the listeners’ perception, as
the resulting contour would still not resemble other tones in
Mandarin. Furthermore, Tseng, Massaro, and Cohen �1986�
found that duration and amplitude could become secondary
cues in tone perception in Mandarin when F0-related cues
are ambiguous. Several studies have explored the possibility
that perceptual cues such as duration �Blicher, Diehl, and
Cohen, 1990; Liu and Samuel, 2004; Tseng et al., 1986� and
amplitude envelope �Fu and Zeng, 2000; Whalen and Xu,
1992� are used for Mandarin tone identification. Unlike Man-
darin tones, the present study showed that duration of tones
varied as a function of position within intonations in Can-
tonese. Similar duration was observed for the six Cantonese
tones of the same position and intonation, except for tones 55
and 21 at the final position of statements and tone 55 at the
final position of questions. This suggests that the duration
difference is unlikely to be a reliable cue in tone identifica-
tion. Vance �1976� also found that the difference in vowel
length among Cantonese tones was too small to be used for
tone identification. It is possible that amplitude-related cues,
not included in the present study, could be used as secondary
cues to tone perception by Cantonese listeners.

The acoustic analysis in experiment 1 showed that the
F0 contours of tones 21, 23, and 22 at the final position of
questions were modified by the final-rise in questions to a
surface F0 assimilating that of tone 25. Vance �1976� sug-
gested that the tonal variations owing to intonation context
could be classified as a form of tone sandhi. Wang and Li
�1967� proposed that if a tone undergoes tone sandhi, it
should be treated as a homophone of the resulting tone. In
the current study, although most of the tones 21, 23, and 22
at the final position of questions were perceived as rising
tones in experiment 2, the large amount of variability in the
individual data �as shown in Table II� indicate that these
tones were not homophonous to tone 25. This suggests that
the tonal variations observed at the final position of question
in Cantonese should be considered as the result of contextual
modification by intonation rather than as a form of tone san-
dhi.

The large perceptual variability for tones at the final
position of questions in the original carrier demonstrated
that, although the canonical F0 patterns of tones were dis-
torted by intonation context, some listeners were still able to
recover the intended tones while some listeners took the dis-
torted F0 pattern at “face value.” One of the possible expla-
nations is that different F0 cues were used by different lis-
teners. Gandour �1981� proposed that Cantonese tones are
perceived by features �like F0 level and F0 contour� rather
than as whole tone units. The present results provided evi-
dence that some listeners �listeners 1 and 2� placed more
emphasis on tone level than contour; therefore, they were
able to distinguish the closely spaced tones 21 and 22 accu-
rately by the differences in F0 level, but failed to use the
rising contour as a cue in perceiving both tones 25 and 23.
By contrast, another group of listeners �listeners 3, 4, 5, and
6� weighed tone contour as the main perceptual cue, and
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misperceived tones 33, 21, 23, and 22 as tone 25, while the
contrast in F0 level between tone 33 and tone 25 was not
perceived. For some listeners �listeners 7–12�, both F0 con-
tour and level were utilized as perceptual cues in tone per-
ception. Therefore, they were able to perceive tones 55 and
33 accurately by exploiting the F0 level cue, while tones 21,
23, and 22 were confused with tone 25 due to their rising
contour.

It is not clear how listeners weighed different F0 cues in
tone identification. One possibility is that some listeners take
into account the sentence intonation when they identify
tones. When tones were presented with the original context,
as in experiment 2, listeners tried to compensate for the final
F0 rise in questions while trying to identify the tones of the
target words. Therefore, they might have focused on the F0
level cues since all tones had rising F0 contours as a result of
the final rise in questions. Alternatively, some listeners may
have chosen to ignore the sentence intonation during the per-
ception task, as they were asked to focus only on identifying
the tones. In this case, listeners would perceive the tones on
the basis of their surface F0 patterns and, therefore, fail to
differentiate tones of similar F0 levels �tones 25, 21, 23, and
22�. Further research on the perception of tones and intona-
tion in Cantonese would be necessary to determine how dif-
ferent perceptual cues are utilized by individual listeners.
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I. INTRODUCTION

Speech intelligibility decreases due to the presence of a
background noise. Parts of the speech signal then are masked
by the noise such that not all speech information is available
to the listener. French and Steinberg �1947�, Fletcher and
Galt �1950�, and later Kryter �1962a, 1962b� developed a
calculation method, known as the articulation index �AI�, to
predict the speech intelligibility under such masking condi-
tions. The AI calculation scheme was re-examined in the
1980s and early 1990s, which led to a new method accepted
as the ANSI S3.5-1997 �1997�. Since its revision in 1997, the
AI is named the speech intelligibility index �SII�. A detailed
description of the SII can be found in Pavlovic �1987�, and
the ANSI S3.5-1997 �1997� standard.

To date, the SII model has been designed and validated
only for stationary masking noises. In fluctuating masking
noises, speech intelligibility is usually much better for
normal-hearing listeners, since the listener is able to take
advantage of the relatively silent periods in the noise masker;
for hearing impaired listeners this is often not the case �Fes-
ten and Plomp, 1990; Houtgast et al., 1992; Versfeld and
Dreschler, 2002�. However, the SII model does not take into
account any fluctuation in the masking noise since it uses
only the long term speech and noise spectrum. Therefore, it
predicts speech intelligibility inaccurately for these condi-
tions. Since many daily-life background noises do fluctuate
strongly over time �Koopman et al., 2001�, the SII model is
unable to predict speech intelligibility in the majority of real-
life situations adequately.

Recently, Rhebergen and Versfeld �2005� proposed an
extension to the SII model, in order to improve the predic-
tions for speech intelligibility in fluctuating noise. The basic

principle of this approach is that both speech and noise sig-
nal are partitioned into small time frames. Within each time
frame the instantaneous SII is determined, yielding the
speech information available to the listener at that time
frame. Next, the SII values of these time frames are aver-
aged, resulting in the SII for that particular speech-in-noise
condition. With the aid of various data available for a variety
of noise types described in the literature, Rhebergen and
Versfeld �2005� have shown that their extension allows a
good account for most existing data, dealing with the speech
reception threshold �SRT� for sentences. However, there still
are conditions where the extended SII �ESII� model is unable
to give accurate predictions. First, the ESII model is unable
to predict SRTs for sentences in 100% sinusoidally intensity-
modulated �SIM� speech noise, as measured by Festen
�1987�. Although the SRT values predicted by the ESII
model yield an improvement over the original SII model,
there are still some systematic deviations. Festen found low-
est SRTs �i.e., best performance� for modulation frequencies
of 16 and 32 Hz, whereas the ESII model predicts the best
performance for a modulation frequency of 8 Hz.

Second, Rhebergen et al. �2005� measured SRTs with
unintelligible interfering speech �foreign language� as a
masker played normal and time reversed. By reversing the
unintelligible speech masker in time, the SRT worsened
about 2.3 dB. Rhebergen et al. �2005� argued that this differ-
ence could be attributed to differences in the amount of for-
ward masking: The time-reversed speech masker �having a
“ramped”-like envelope, i.e., a gradual increase with a sud-
den offset� provokes more forward masking than a normal
speech masker �being more “damped”-like, i.e., a sharp onset
followed by a gradual declination�. A time-asymmetrical
nonspeech-like noise masker may provide more insight into
the effects of temporal forward masking on speech intelligi-
bility. The ESII model is, in essence, a time-symmetrical
model. It does not account for the differences in forward and

a�Electronic mail: k.s.rhebergen@amc.uva.nl
b�Electronic mail: n.j.versfeld@amc.uva.nl
c�Electronic mail: w.a.dreschler@amc.uva.nl
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backward masking. The model predicts the same speech in-
telligibility with a noise masker played normal and time re-
versed.

Third, the ESII is a model verified with SRT data de-
scribed in the literature. To enable a fair comparison between
the data obtained in different studies, Rhebergen and Vers-
feld �2005� restricted themselves to the use of SRT data ob-
tained with one set of speech materials, viz., the Dutch
speech corpus of Plomp and Mimpen �1979�. Even though
the corpus is similar, differences between studies sometimes
are substantial: some conditions have been measured abun-
dantly �SRT in stationary speech shaped noise�, whereas
other conditions have been measured sparsely �SRT in SIM
noise� �Festen, 1987�. Moreover, SRT data have been col-
lected by different researchers in different experimental set-
tings. This introduces additional variance in the data. For
example, SRTs in quiet or interrupted noise differ largely
between different papers �de Laat and Plomp, 1983; Festen,
1987; Noordhoek, 2000; Duquesnoy, 1983; Plomp and
Mimpen 1979a; 1979b�. For a good validation of the ESII
model, only SRTs obtained from the same group of subjects
and measured under the same experimental conditions
should be used for ESII calculations. For instance, the ESII
model predicts that SRTs in fluctuating noise, unlike station-
ary noise, may depend on the subject’s absolute threshold,
even in normal-hearing listeners.

This paper addresses the problems described above, with
the aim to test and, where necessary, refine the ESII model.
All experiments have been conducted with normal-hearing
subjects.

In the first section, SRT tests are performed for nineteen
different noise conditions �test and retest� using the speech
material of Versfeld et al. �2000�. The noise conditions com-
prise steady state noise, interrupted noise with different
modulation frequencies and different duty cycles, SIM noise
with different modulation frequencies, and two asymmetri-
cally saw-tooth noises. The noise conditions have been se-
lected such to test the ESII model critically.

In the next section, the observed SRTs are used to evalu-
ate and refine the ESII model. Notably, the ESII calculations
are extended by using a function to account for forward
masking. Last, predictions and limitations of the finally ob-
tained extended ESII model will be discussed.

II. EXPERIMENT

In this experiment, the SRTs for a number of noise con-
ditions are measured. The results will be used to validate the
SII model.

A. Subjects

Twelve normal-hearing subjects �one male, 11 females�
participated. Their age ranged from 18 to 29 years and was
on average 21.5 years. Subjects were native speakers of the
Dutch language and had at least high school education. Each
subject had pure-tone thresholds of 15 dB HL or better at
octave frequencies from 125 to 8000 Hz �ANSI S3.6, 1996�.
Table I shows the average pure-tone thresholds.

B. Stimuli

The target speech material consisted of short every-day
sentences, uttered by a female speaker �Versfeld et al., 2000�.
The speech material comprises 39 lists of 13 sentences and
has been developed for a reliable measurement of the speech
intelligibility in noise. The speech was stored at a sample
rate of 44.1 kHz and a 16 bits resolution.

All 19 interfering noise conditions are given in Table II.
The noise conditions comprise one condition with steady
state noise, ten conditions with interrupted noise, two condi-
tions with saw-tooth noise, and six conditions with SIM
�sinusoidal intensity modulated� noise. Figure 1 illustrates
the wave forms of the noise types. All noise conditions had a
long-term average spectrum equal to the long-term average
spectrum of the target female speech material �Versfeld et
al., 2000�. The nonstationary noises were derived from the
original stationary masking noise of Versfeld et al. �2000�,
where the envelope was modified with the aid of the MAT-

LAB signal processing toolbox. The interrupted noise condi-
tions were modulated with a duty cycle of 50% and a depth
of 100%, and the modulation frequencies were 4, 8, 16, 32,
64, and 128 Hz. Four conditions had a modulation frequency
of 8 Hz, but with a duty cycle of 40%, 45%, 55%, and 60%.
The SIM noises were generated according to Festen �1987�.
The modulation frequencies were 4, 8, 16, 32, 64, and
128 Hz, and the modulation depth was 100%. The two saw-
tooth noise conditions had a modulation frequency of 8 Hz
and the envelope was exponentially increasing or decreasing
in time �types 1 and 2, respectively�, with a slope of about
40 dB/125 ms.

C. Procedure

Subjects were tested individually in a sound-insulated
booth. Signals were played out via an Echo soundcard �Gina
24/96� on a personal computer at a sample frequency of
44.1 kHz, and were fed through a TDT Amplifier �MA2� and
a TDT Headphone Buffer �PA4�. Subjects received the sig-
nals monaurally at their best ear via TDH 39P headphones at
a fixed noise level of 65 dB A. After the presentation of a
sentence, the subject’s task was to repeat the sentence he or
she had just been presented. A sentence was scored correct if
all words in that sentence were repeated without any error. A
list of 13 sentences, unknown to the subject, was used to
estimate the signal-to-noise ratio �SNR� at which 50% of the
sentences was reproduced without any error, the so-called
SRT. For a given condition, the first sentence of the list
started far below the expected SRT. The sentence was re-
peated each time at a 4 dB higher level until the subject was
able to reproduce it correctly. The twelve other sentences of
that list were presented only once, following a simple up-

TABLE I. Pure-tone thresholds averaged across the group of 12 normal-
hearing subjects.

Frequency �Hz� 125 250 500 1000 2000 4000 8000

Threshold �dB HL� 8.2 5.9 4.1 0.0 1.8 3.6 5.0
Standard deviation �dB� 6.4 7.0 5.4 4.5 4.0 5.5 8.9
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down procedure with a step size of 2 dB. The SRT was es-
timated according to the procedure described by Plomp and
Mimpen �1979a�, i.e., by taking the mean SNR of sentence
5–13 plus the SNR that would have been used for the four-
teenth sentence. With each sentence presentation, a random
sample of the interfering noise was taken. The noise onset
was 1200 ms before the onset of the sentence; it stopped
800 ms after the offset of the sentence. Thus, the duration of
the noise was in total 2000 ms longer than the sentence du-
ration.

In total, 19 conditions were tested. The experiment was
partitioned into two blocks, a test and a retest block. To avoid
confounding of measurement condition order and sentence
lists, the order of conditions and sentence lists was counter-
balanced across subjects. In total, each subject received 38
lists of 13 sentences preceded by three practice lists.

III. RESULTS

A 19�condition��2�test/ retest��12�subject� analysis
of variance �ANOVA� was performed on the data. Of the
main effects, “condition” �F�18,198�=159.08, p�0.001�,
and “test/retest” was significant �F�1,11�=14.87, p�0.005�.
The SRT of the retest was on average 0.8 dB better. Differ-
ences between subjects were not significant �F�11,15.71�
=2.14, p�0.05�. Of the interactions, conditions*test
�F�18,198�=1.88, p�0.05� and conditions*subjects
�F�198,198�=1.36, p�0.05� were weakly significant. There-
fore, in the remainder of the paper, subjects have not been

TABLE II. Schematic representation of the nineteen noise conditions.

Noise condition Noise type
Modulation
frequency

Modulation
depth
�%�

Duty
cycle
�%� Envelope shape

Int 4 Hz Interrupted 4 100 50 Square
Int 8 Hz Interrupted 8 100 50 Square
Int 16 Hz Interrupted 16 100 50 Square
Int 32 Hz Interrupted 32 100 50 Square
Int 64 Hz Interrupted 64 100 50 Square
Int 128 Hz Interrupted 128 100 50 Square
Int 8 Hz dc40% Interrupted 8 100 40 Square
Int 8 Hz dc45% Interrupted 8 100 45 Square
Int 8 Hz dc55% Interrupted 8 100 55 Square
Int 8 Hz dc60% Interrupted 8 100 60 Square
Saw-tooth T1 Saw-tooth 8 - - Exponential

increasing
Saw-tooth T2 Saw-tooth 8 - - Exponential

decreasing
SIM 4 Hz Sinusoidal intensity

modulated
4 100 - Sinusoidal

SIM 8 Hz Sinusoidal intensity
modulated

8 100 - Sinusoidal

SIM 16 Hz Sinusoidal intensity
modulated

16 100 - Sinusoidal

SIM 32 Hz Sinusoidal intensity
modulated

32 100 - Sinusoidal

SIM 64 Hz Sinusoidal intensity
modulated

64 100 - Sinusoidal

SIM 128 Hz Sinusoidal intensity
modulated

128 100 - Sinusoidal

Steady state Stationary - - - Flat

FIG. 1. Illustration of some masking noises used in the present experiment.
In this selection all signals have a spectrum equal to the long-term average
spectrum of the female target speech �Versfeld et al., 2000� and, with ex-
ception of the upper panel, a modulation frequency of 8 Hz. The second
panel shows interrupted noise with a duty cycle of 50%; the third panel
saw-tooth noise �type 1�, the fourth panel saw-tooth noise �type 2, time
reversed version of type 1�, and at the lower panel a SIM noise.
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entered as a separate factor in the analyses. Because the
present paper focuses on model predictions, and not on a
possible learning effect, only the results of the retest data
have been presented, although test/retest still has been en-
tered as a factor in the data analysis. Below, additional analy-
ses were performed on subsets of the data.

A. Interrupted noise

Figure 2 shows the SRT values �dB� for the retest data,
averaged across subjects, as function of modulation fre-
quency �Hz� for interrupted noise with a duty cycle of 50%.
Error bars denote the standard deviation between subjects.
The shaded area, the dashed, dotted, and solid lines in Fig. 2
are model predictions and are discussed below. A
7�condition��2�test/ retest� ANOVA showed that the main
effect of condition was significant �F�6,1�=123.37, p
�0.001�. Also, the main effect test/retest was significant
�F�1,1�=8.88, p�0.005�. The SRTs of the retest were on
average 0.9 dB better. There was no significant interaction.
The SRT is lowest with a modulation frequency of 8 Hz
�−16.7 dB�. This SRT is comparable, but somewhat higher
than that obtained by de Laat and Plomp �1983�, who found
an SRT of −23 dB at a modulation frequency of 10 Hz. The
SRT with a 4 Hz interrupted noise is somewhat higher com-
pared to that with an 8 Hz interrupted noise. This may be
accounted for by the fact that at these slow modulation rates
noise bursts can mask complete words of a sentence. The
trend in the present data is consistent with the results of
Miller and Licklider �1950�, Licklider and Guttman �1957�,
Gustfsson and Arlinger �1994�, Trine �1995�, Dubno et al.
�2002, 2003�, and Nelson et al. �2003�. Bonferroni post hoc
tests showed that the 8, 16, 32, and 64 Hz conditions differed
significantly from each other. The 64, 128, and stationary
noise conditions did not differ significantly.

Figure 3 shows the SRT values �dB� averaged across
subjects, for the retest data only, as function of duty cycle
�%� for interrupted noise with a modulation frequency of

8 Hz. Error bars denote the standard deviations between sub-
jects. The shaded area, the dashed, dotted, and solid lines in
Fig. 3 are model predictions and are discussed below. The
duty cycles were 40%, 45%, 50%, 55%, 60%, and 100%
�steady state noise�. An additional data point, indicated with
a filled square, obtained with a duty cycle of 5%, will be
discussed below. A 6�condition��2�test/ retest� ANOVA was
performed on these data. Of the main effects, difference in
condition was significant �F�5,1�=121.83, p�0.001�. Also,
the SRT of the retest was on average 1.3 dB better than the
test, which was a significant effect �F�1,1�=9.11, p�0.05�.
There was no significant interaction between the main ef-
fects. Bonferroni post hoc tests showed no significant differ-
ences between the 40% and 45% condition, as well as be-
tween the 55% and 60% condition. Otherwise, the SRT of all
conditions were significantly different. The data show a
gradual and almost linear increase in SRT from −21.8 up to
−11.6 dB as the duty cycle increases from 40% up to 60%.

B. Saw-tooth noise

For the retest, the mean SRT scores of saw-tooth type 1
and saw-tooth type 2 were −9.3 and −11.9 dB, respectively.
A 3�condition��2�test/ retest� ANOVA was performed on
the data with the saw-tooth and steady state noise. Of the
main effects, differences in condition were significant
�F�2,1�=249.69, p�0.001�. The SRT of the retest was on
average 0.1 dB better than the test, which was not significant
�F�1,1�=0.368 p�0.05�. There was no significant interac-
tion. Bonferroni post hoc tests showed that all three condi-
tions differed significantly from each other.

C. SIM noise

Figure 4 shows the SRT values averaged across subjects,
for the retest data, for each of the six conditions for the
interfering SIM noises and for the steady state noise. Error
bars denote the standard deviations between subjects. A

FIG. 2. Speech reception threshold �dB� as function of modulation fre-
quency �Hz� for the steady state noise and the 4–128 Hz interrupted noise
conditions. Error bars denote the standard deviations between subjects. The
shaded area, the dashed, dotted, and solid lines are model predictions and
are explained in Sec. V.

FIG. 3. Speech reception threshold �dB� as function of duty cycle �%� for
interrupted noise with a modulation frequency of 8 Hz �circles�. Error bars
denote the standard deviations between subjects. An additional noise condi-
tion �duty cycle 5%, square� will be explained in Sec. IV. The shaded area,
the dashed, dotted, and solid lines are model predictions and explained in
Sec. V.
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7�condition��2�test/ retest� ANOVA showed that of the
main effects, only differences in condition were significant
�F�6,1�=8.07, p�0.001�. The SRT of the retest was on av-
erage 0.1 dB better than the test, which was not significant
�F�1,1�=0.431, p�0.05�. There were no significant interac-
tions. Bonferroni post hoc tests showed that the 8, 16, 32,
and 64 Hz conditions were not significantly different from
each other, and that the 16 Hz condition was significantly
different from the 4, 128 Hz condition, and the stationary
noise condition. The trends in the present data are not en-
tirely consistent with the results of Festen �1987�. He ob-
served best SRTs for the 32 Hz condition, whereas in this
study best SRTs were observed for the 16 Hz condition. Fur-
thermore, the SRTs observed by Festen �1987� were 2–3 dB
lower than the SRTs observed in this experiment.

IV. DISCUSSION

The results of the present experiment show some inter-
esting aspects.

First of all, the SRTs of the retest were on average
0.8 dB lower than the SRTs of the first test. After separating
the SRT data into subgroups, it was clear that this effect was
only present in the interrupted noise conditions. A possible
explanation may be that listening into the gaps of the inter-
rupted noise requires practice. Hence, the learning effect is
expected to be more prominent when the gaps are deeper. In
other words: Lower �i.e., better� SRTs are accompanied by
larger test-retest differences. Figure 5 displays the average
test-retest difference as a function of the mean SRT for all
conditions in the present study. The data in Fig. 5 form two
subgroups: One subgroup is formed by those conditions
where the test-retest difference does not exceed 1 dB, and
the mean SRT is higher than about −12 dB. The other sub-
group is formed by the conditions with relatively good SRTs
of −13 dB or better. Here the test-retest differences are larger
than 1.5 dB. The latter group consists of conditions with in-
terrupted noise. It seems that the test-retest difference is re-
lated to the gap length and not particularly related to a spe-

cific modulation frequency. The lower boundary of the gap
length where significant learning effects may occur then is in
the order of 50 ms. To what degree the size of the learning
effect is related to gap length, and how much practicing is
required before thresholds stabilize, is left to future research.
It is however important with respect to modeling the data
�where one wants to avoid learning as much as possible�, as
well as with respect to clinical applications with the mea-
surement of the SRT in fluctuating noise conditions �where
one wants to reach stable thresholds as quickly as possible�.

Second, the two conditions with saw-tooth noise gave a
difference of 3.2 dB in SRT. The two conditions are identi-
cal, except for that saw-tooth type 2 is the time-reversed
counterpart of type 1. It is likely that the difference in SRT is
due to differences in forward masking. The temporal enve-
lope of saw-tooth type 2 has a quick onset time �steep slope�
and a slow decay �shallow slope�, as can be seen in Fig. 1,
and produces a plosive-like sound. Such an envelope has
resemblance with the envelope of real speech �Rosen, 1992�,
since the envelope of speech is typically dominated by plo-
sive sounds. The envelope of saw-tooth type 1 is the opposite
of type 2: the envelope increases gradually and offsets
abruptly. Forward masking is the phenomenon that weak
sounds are masked by preceding strong sounds, and is a
characteristic of the auditory system that it apparently cannot
follow such abrupt offsets accurately. A signal �or speech�
that is present directly after the abrupt offset is physically not
masked by the saw-tooth noise, but it is masked due to the
sluggishness of the auditory system. Hence, a more favorable
signal-to-noise ratio is required to result in the same intelli-
gibility as for speech in saw-tooth type 2 noise. Indeed, this
is true in the present experiment. It is also true for the data of
Rhebergen et al. �2005�, who described an SRT test with
intelligible and unintelligible interfering speech played nor-
mal and time-reversed. With Dutch listeners, �unintelligible�
Swedish interfering speech gave a rise in SRT of 2.3 dB
when played in reverse.

Third, between-subject differences appear to be larger
with lower SRT values, as can be seen in Fig. 2. Rhebergen
and Versfeld �2005� showed with their extended SII method

FIG. 4. Speech reception threshold �dB� as function of modulation fre-
quency �Hz� for the conditions with SIM noise. Error bars denote the stan-
dard deviations between subjects. The shaded area, the dashed, dotted, and
solid lines are model predictions and explained in Sec. V.

FIG. 5. Test-retest difference �dB� as function of the average SRT for all
noise conditions.
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that the psychometric function �i.e., SII as a function of
SNR� near SII=0.3 is relatively shallow for speech in inter-
rupted noise compared to that for speech in stationary noise.
Consequently, a given variation in SII corresponds to a large
variation in the SNR with interrupted noise, but to a smaller
variation with stationary noise. In the next section �Sec. V�,
SII calculations will show whether this explanation can fully
account for the differences in variance between these condi-
tions.

Fourth, the large difference in SRT �approximately
6 dB� obtained with interrupted noise between the present
results and those of de Laat and Plomp �1983� possibly
might be explained by differences in absolute threshold,
since de Laat and Plomp �1983� found a high correlation
between the SRT and the pure-tone average �PTA, averaged
across 500, 1000, and 2000 Hz� in their group of subjects.
However, the PTA of the present group of subjects is 7.6 dB
better �viz., 2.0 dB HL with a standard deviation of 3.6 dB�
compared to the average PTA of 9.6 dB HL �with a standard
deviation of 3.6 dB� from the subjects of de Laat and Plomp
�1983�. Moreover, with the present data, a Pearson correla-
tion coefficient was calculated between the individual PTAs
and the noise conditions. Correlations were nonsignificant �
r=0.035, p�0.05�. The differences in observed SRTs must
be due to other factors, such as perhaps the use of different
speech corpuses �Plomp and Mimpen, 1979a, versus Versfeld
et al., 2000�. Although Versfeld et al. �2000� found no sig-
nificant differences between these sets when comparing them
in stationary masking noise, van Wijngaarden and Houtgast
�2004� did, be it in different listening conditions �such as
reverberation�. It is known that differences in intelligibility
between different speech materials become more apparent
under increasingly adverse listening situations �Mullennix et
al., 1989�. But what properties of the speech signal cause
these differences is yet unclear. A similar explanation holds
for the differences in SRT with SIM noises obtained by Fes-
ten �1987� and the present data.

Next, the increase in SRT with increasing modulation
frequency of the interrupted noise �from 8 to 128 Hz� is due
to an increase in forward masking. In all conditions, the
masker is absent in 50% of the time, but due to a decrease in
“gap” duration �62.5 down to 3.9 ms�, the forward masking
induced by each masker pulse becomes more effective. The
SRT with a 128 Hz interrupted noise is even worse than with
a steady state noise. In this condition, the gaps are very short
in duration, such that they are probably entirely masked. At
the same time, the masker pulses must be 3 dB higher in
level, in order to have the same long term root-mean-square
level as stationary noise. Thus, 128 Hz interrupted noise is a
more effective masker than is stationary noise.

The increase in SRT with interrupted noise when chang-
ing the modulation frequency from 8 to 4 Hz may be ac-
counted for by the fact that with these slow modulation rates,
masking of complete words in a sentence can occur. This
phenomenon has also been observed by Miller and Licklider
�1950� and Nelson et al. �2003�, who found optimal perfor-
mance around modulation rates of 10 and 8 Hz, respectively.

Because in the SRT procedure every word of the sentence
needs to be repeated correctly, it is unsuitable for these low
modulation frequencies �less than 8 Hz�.

Finally, a slight change in the duty cycle results in a
large change in SRT, cf. Fig. 3. Considering the entire range,
a decrease in duty cycle �more pulsed signals with longer
gaps� will probably result in increasingly lower thresholds,
with the SRT in quiet �absence of a noise masker� as a lower
limit. The SRT in quiet is on average about 20 dB A �Du-
quesnoy, 1983; Duquesnoy and Plomp, 1983; Plomp and
Mimpen, 1979b, Noordhoek, 2000�, which is, compared to a
65 dB A noise level, equal to an SRT of −45 dB. Additional
experiments show that the decrease holds at least to a duty
cycle of 5%; resulting in an SRT of −36 dB �see Fig. 3, filled
square�.

V. SII MODEL PREDICTIONS

A detailed description of the conventional SII model is
given in ANSI S3.5-1997 �1997� or Pavlovic �1987�, and a
detailed description of the ESII model is given in Rhebergen
and Versfeld �2005�. The basic principle of the conventional
SII is that departing from the long term speech spectrum, the
long term noise spectrum, and the absolute threshold of hear-
ing, the amount of speech information that exceeds both
noise and threshold is calculated. The extension proposed by
Rhebergen and Versfeld �2005� is that the long term noise
spectrum is replaced by the actual noise signal. Both speech
�represented by stationary speech shaped noise� and noise
signal are partitioned into small time frames, and within each
time frame, the �now instantaneous� conventional SII is cal-
culated, representing the speech information available to the
listener at that time frame. The ESII for the condition under
investigation is obtained by averaging the instantaneous SII
across time. With the ESII, the length of the time frames is
frequency dependent, and time constants are adapted from
gap detection data �Moore, 1997�. The length of a time frame
ranges from approximately 35 ms in the lowest frequency
band up to 9.4 ms in the highest frequency band. The present
paper uses the SPIN 21 critical band weighting function
�ANSI S3.5-1997, 1997, Table B.1�.

Furthermore, all SII calculations are conducted with the
long term speech spectrum of the female target speaker. In
order to approach the sound level at the ear drum �as re-
quired by the SII model�, all signals are filtered with a fifth
order finite impulse response filter with the transfer charac-
teristics of the TDH39P headphone that was used in the ex-
periment. Also, if required, the background noise present in
the sound proof booth was added to the noise signal. This
seems unnecessary, but the SII model defines silence in each
band as −50 dB SPL, whereas in a sound proof booth more
realistic numbers are between 0 and 10 dB SPL in the mid
and high frequencies and 35 to 50 dB SPL in the frequencies
below 100 Hz. These levels have almost no effect with most
noise types, except for conditions where noises contain rela-
tively long silent periods, such as is the case with interrupted
noise.

Since the purpose of the present paper is to evaluate the
model, learning effects were eliminated as much as possible

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Rhebergen et al.: Speech intelligibility index for fluctuating noises 3993



by omitting the first test and considering only the average
values of the retest. Furthermore, the noise conditions with
modulation frequencies below 8 Hz were excluded from the
SII calculations. As mentioned earlier, noise conditions with
these low modulation frequencies give a rise in SRT due to
the masking of complete words.

A. Conventional SII calculations

The fourth column of Table III shows the results of the
calculations with the conventional SII model �ANSI S3.5-
1997, 1997�. By definition, at threshold one would expect the
SII to be similar across conditions, since threshold is reached
by the availability of a given fixed amount of speech infor-
mation. Table III shows that for the conventional SII this
certainly is not true, which makes the conventional SII
model a poor predictor for the speech intelligibility in fluc-
tuating noise. The SII has a mean of 0.17 and a large stan-
dard deviation between conditions of 0.13. The SRTs pre-
dicted by the conventional SII model are given in Figs. 2–4
by a solid line, where the SII has been kept fixed to 0.35. As
can be seen, the predicted SRT is virtually independent on
the type of fluctuation of the noise masker—as expected,
because the model departs from the long term spectra of
speech and noise.

B. Extended SII calculations

The fifth column of Table III shows the extended SII
calculations �Rhebergen and Versfeld, 2005�. Here, the mean
SII value is 0.35 and its standard deviation is equal to 0.05.
Predictions of the SRT for the present conditions are plotted
in Figs. 2–4 as a dotted curve, where the SII has been kept
fixed to 0.35. Predictions with the extended SII model are far

better than with the ANSI S3.5-1997 method, described in
the previous section. However, it can be seen from the fig-
ures that the model still fails to adequately describe the data
for conditions with relatively large silent gaps. Apparently,
the masking function used in the model underestimates the
real amount of masking in these conditions. Also, since the
ESII model is a time-symmetric model, it is unable to ac-
count for the difference in threshold between the two condi-
tions with the saw-tooth masker. The ESII model always will
predict identical thresholds for noises that are each others
time reversal. Simple adaptation of the integration time can-
not solve the problem, since this results in deviations for the
ESII for the other conditions.

In order to overcome these two shortcomings of the
model, in the next section a forward masking function is
introduced.

C. Implementation of forward masking in the
extended SII

A large number of studies have shown the possibility of
masking a target signal by a preceding masker �so-called
forward masking�, and its relationship between masker level
and the time interval between masker and target signal �Pol-
lack, 1955; Plomp, 1964; Elliott, 1969; Duifhuis, 1973; Wi-
din and Viemeister, 1979; Jesteadt et al., 1982; Moore and
Glasberg, 1983; Kidd and Feth, 1982�. These studies show a
decrease in masking threshold with increased masker-signal
delay. The masking threshold returns in about 200 ms to the
level of the unmasked target signal threshold �i.e., when no
masker is present�, regardless of masker level. When plotting
the masking thresholds �dB� as a function of masker-target
gap on a logarithmic time scale, a linear relationship exists
�e.g., Plomp, 1964�. Ludvigsen �1985� has modeled this

TABLE III. For each condition of the present experiment, the SRTs of the retest and the results of the various
SII calculation schemes are given. Lower rows yield the mean and standard deviation of the SII. FMF denotes
the use of the forward masking function, asym.w. denotes the use of an asymmetrical integration window, and
Lin.w. denotes the use of a fixed integration window of 4 ms.

Noise condition SRT�dB� stdv�dB�
Conventional

SII
Extended SII

�2005�
Extended SII

& FMF �asym. w.�
Extended SII

& FMF �Lin.w.�

Int 8 Hz −17.6 3.3 0.000 0.388 0.357 0.359
Int 16 Hz −15.0 1.8 0.031 0.333 0.291 0.299
Int 32 Hz −11.1 1.4 0.012 0.271 0.260 0.276
Int 64 Hz −7.5 1.3 0.239 0.309 0.299 0.292
Int 128 Hz −5.4 1.1 0.297 0.339 0.299 0.305
Int 8 Hz dc40 −22.8 2.3 0.000 0.465 0.385 0.394
Int 8 Hz dc45 −20.8 2.6 0.000 0.432 0.367 0.376
Int 8 Hz dc55 −14.4 2.0 0.044 0.369 0.354 0.357
Int 8 Hz dc60 −11.7 2.0 0.117 0.365 0.361 0.364
Sawtooth T1 −9.3 1.5 0.178 0.389 0.369 0.376
Sawtooth T2 −11.9 1.6 0.102 0.310 0.330 0.335
SIM 8 Hz −5.8 1.3 0.303 0.381 0.384 0.385
SIM 16 Hz −7.1 0.9 0.260 0.322 0.331 0.335
SIM 32 Hz −6.5 1.3 0.308 0.318 0.329 0.335
SIM 64 Hz −6.2 0.9 0.289 0.314 0.315 0.323
SIM 128 Hz −5.3 1.0 0.319 0.337 0.321 0.326
Steady state −5.5 0.9 0.314 0.316 0.316 0.317
Mean SII 0.17 0.35 0.33 0.34
Std SII 0.13 0.05 0.04 0.04
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function, which is called in this paper the forward-masking
function �FMF�. The model parameters were determined
from the results of other studies reported in the literature, and
the model predicts forward masking very well, not only for
the normal hearing, but also for the hearing impaired. Figure
6 displays the FMF, i.e., the masked threshold as a function
of time �reprinted from Ludvigsen, 1985� for two masker
levels �high-level masker and low-level masker� and for a
normal-hearing and a hearing-impaired subject. As can be
seen in Fig. 6, the FMF is linear between T0 and Tf when
time is plotted on a logarithmic axis. Also, the duration of the
FMF is always equal, regardless of hearing loss or masker
level.

The middle portion of the FMF is a simple linear rela-
tionship, and is given by

EFMF�t� = E�T0� −
log�t/T0�

log�Tf/T0�
* �E�T0� − E�Tf�� ,

where at time T0, the level of the linear portion E�T0� is
equal to the level of the envelope of the masker, and where at
time Tf, the linear function intersects with the absolute
threshold of hearing E�Tf�. The values of the parameters T0

and Tf are 2 and 200 ms, respectively. To take forward
masking into account, the original envelope E�t� is modi-
fied according to: E�t�=max�E�t� ,EFMF�t��. In this manner,
sharp onsets in the envelope are followed instantaneously,
but sharp offsets make that EFMF�t� take over, resulting in
a gradual decline of the envelope �due to forward mask-
ing�. The FMF does not account for the phenomenon of
backward masking, where a soft signal is masked by a
louder signal that follows it. Backward masking is still
poorly understood �Moore, 1997�, and its effect on speech
intelligibility is still unclear and probably not very large.

Note that the FMF is similar in the low and high fre-
quency bands, whereas temporal integration is not. Both phe-
nomena act separately on the signal, and probably are situ-
ated in different places in the auditory system. So far,
forward masking was not modeled separately in the ESII, but

rather was taken together with temporal integration. Effec-
tively this gave longer integration times, which can explain
that a best fit to the data of Rhebergen and Versfeld �2005�
was obtained by multiplication of the time constants from
Moore �1997� by a factor of 2.5. However, when forward
masking is modeled separately from temporal integration,
the original integration times �the original frequency depen-
dent gap detection lengths� should be used.

The sixth column of Table III shows the ESII calcula-
tions with the FMF included. This addition of forward mask-
ing results in better predictions, i.e., SII values are closer
together as can be deduced from the lower standard deviation
�0.04�. Indeed, the SII for those conditions with relatively
long silent periods has decreased. In addition, the SII values
for the two saw-tooth conditions are closer together.

When the calculation scheme is simplified by taking all
integration times equal to 4 ms, the standard deviation in SII
for all noise conditions remains the same �0.04�, see the sev-
enth column of Table III. This is because the time constants
of the FMF are an order of magnitude larger than those of
gap detection. Predictions of the ESII model with the FMF
included are denoted in Figs. 2–4 with dashed lines, where
the SII has been kept fixed to 0.35. Indeed, especially for
conditions with larger silent gaps, this SII model predicts the
data better. The shaded areas in Figs. 2–4 indicate the range
of the predicted SRT when the SII value ranges between 0.30
and 0.40. With the exception of those noise conditions with a
very low modulation frequency, all observed SRTs are close
to the dashed line, and are situated in the shaded area. The
benefit of the FMF is less clear in the SIM noise conditions
�Fig. 4�. Due to the fact that there are no complete silent
periods in the SIM noise conditions �see Fig. 1 for compari-
son between SIM and interrupted noise�, the differences be-
tween the ESII model with or without FMF is less clear.

Figure 7 displays for all conditions described in the pre-
vious section the relationship between the observed SRT and
the SRT as predicted by the ESII model with the FMF. Pre-
dictions were made under similar assumptions as described

FIG. 6. Masked threshold �dB SPL� plotted as a function of time �on a
logarithmic axis� for two masker levels �high-level masker and low-level
masker� and for a normal-hearing and a hearing-impaired subject. Horizon-
tal dashed lines indicate the absolute threshold of that subject. �Redrawn
from Ludvigsen, 1985, Fig. 4, p. 1277.�

FIG. 7. For all conditions, the observed SRT �dB� is plotted as a function of
the predicted SRT �dB�, where the prediction has been made with the ESII
model with the FMF included. Error bars denote the standard deviation
between subjects.
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above, and the SII was taken equal to 0.33, the average value
of the SII in Table III, column 6. If the data of Fig. 7 are
considered in detail, some predicted SRTs lie above the di-
agonal. Since these conditions appear to be the conditions in
which a learning effect was observed �see Fig. 5�, it is ex-
pected that after all learning effects are overcome, SRTs will
become better and, hence, lie closer to the diagonal.

Several conditions, especially those with low SRTs,
show large between-subject differences. As argued above,
these large differences are due to the shallowness of the psy-
chometric function �SII as a function of SNR�. When con-
verting the observed individual SRTs to SII values, differ-
ences between subjects are comparable for all conditions.
This indicates that no factors other than differences in the
steepness of the psychometric function play a role. Alterna-
tively, the width of the shaded area in Figures 2–4 �espe-
cially in Fig. 2� is clearly related to the width of the error
bars.

VI. EXTENSIONS TO AND LIMITATIONS OF THE SII
MODEL

The addition of a forward masking function has in-
creased the predictive power of the ESII model, at least for
normal-hearing subjects. However, experiments thus far
dealt with presentation near 65 dB A only. It is known that
with increasing level, the excitation pattern broadens, hence
spectral resolution decreases, and temporal resolution in-
creases. Although in principle the extended SII model can
account for the increase in temporal resolution �Ludvigsen,
1985�, it cannot account for the broadening of the auditory
filters, since filter bandwidths are fixed in the model. A future
extension to the SII model thus may be to implement a more
realistic, level dependent, auditory filterbank.

For listeners with normal hearing or with a mild hearing
loss, the SII model in its present form �ANSI S3.5-1997,
1997� is able to predict the speech intelligibility in stationary
noise �Pavlovic, 1987; Noordhoek, 2000�. However, the
model is not meant to predict the speech intelligibility for
listeners with moderate to severe hearing loss �Rankovic,
1998; Ching et al., 1998, 2001; Hogan and Turner, 1998;
Noordhoek, 2000�. With these hearing losses the SII model
overestimates performance. Hearing-impaired subjects often
require SII values that exceed 0.33, which indicates that cor-
rection only for audibility is not sufficient. One reason may
be that auditory processing is less than optimal �so-called
suprathreshold deficits� �Noordhoek, 2000�. Additionally, de-
creased spectrotemporal resolution may play a role. The lat-
ter factor may be accounted for by the extended SII model by
parameter adjustment.

As mentioned above, the SRT paradigm is not particu-
larly well suited for sentences in modulated noise where the
modulation frequency is low and masking of whole words
may occur. It is possible that SRTs are measured that do not
reflect the actual masking situation, since the SRT procedure
yields a correct score only when the whole sentence is scored
correctly. Thus, with these low modulation frequencies, the
increase in threshold is actually an experimental artifact. In-
deed, when using a different experimental paradigm �Trine,
1995� thresholds do not increase when lowering the modula-

tion frequency. With the present speech materials �Versfeld et
al., 2000�, the speech rate is about 4–5 syllables per second,
hence, a 4-Hz modulated signal may mask half of a word or
more. Apparently, this already causes deterioration in intelli-
gibility. Thus, there is a lower limit in the modulation fre-
quency to which the SRT procedure is valid.

VII. SUMMARY

The present paper describes a validation study of the
extension to the SII �ANSI S3.5-1997, 1997� proposed by
Rhebergen and Versfeld �2005�. The extended SII model was
validated with SRT experiments with listeners with normal-
hearing in nonstationary �or fluctuating� noise conditions that
are critical to the extended SII model. From these data, it can
be concluded that the extended SII model is able to predict
the SRTs for the majority of conditions, but that predictions
are better when the extended SII model includes a function
to account for forward masking.
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Previous work has demonstrated that normal-hearing individuals use fine-grained phonetic
variation, such as formant movement and duration, when recognizing English vowels. The present
study investigated whether these cues are used by adult postlingually deafened cochlear implant
users, and normal-hearing individuals listening to noise-vocoder simulations of cochlear implant
processing. In Experiment 1, subjects gave forced-choice identification judgments for recordings of
vowels that were signal processed to remove formant movement and/or equate vowel duration. In
Experiment 2, a goodness-optimization procedure was used to create perceptual vowel space maps
�i.e., best exemplars within a vowel quadrilateral� that included F1, F2, formant movement, and
duration. The results demonstrated that both cochlear implant users and normal-hearing individuals
use formant movement and duration cues when recognizing English vowels. Moreover, both listener
groups used these cues to the same extent, suggesting that postlingually deafened cochlear implant
users have category representations for vowels that are similar to those of normal-hearing
individuals. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2372453�

PACS number�s�: 43.71.Es, 43.71.Ky �AJO� Pages: 3998–4006

I. INTRODUCTION

Monophthongal English vowels have long been thought
to be recognized by their F1 and F2 target frequencies, but it
has become clear that finer-grained phonetic variation, such
as intrinsic formant movement and duration, is also impor-
tant for recognition by normal-hearing native English speak-
ers. For example, vowel recognition accuracy in quiet de-
clines by about 15–23 percentage points when vowel
formant movement is flattened in synthesized or signal-
processed speech �e.g., Assmann and Katz, 2005; Hillen-
brand and Nearey, 1999�, and vowels can be recognized even
when the relatively steady-state portions �i.e., where the for-
mant frequencies meet their targets� have been removed
�e.g., Strange, 1989�. At least in American English, vowel
duration likely has a smaller influence on intelligibility �e.g.,
lengthening or shortening vowels reduces vowel identifica-
tion accuracy by about 5 percentage points�, although speak-
ers systematically vary vowel duration in their productions
�e.g., Hillenbrand et al., 2000�. This recent emphasis on fine-
grained phonetic variation in vowels parallels work on epi-
sodic memory and talker differences, which suggests that
such phonetic details are an important contributor to speech

understanding, rather than a nuisance that must be normal-
ized or removed �e.g., Hawkins and Smith, 2001; Johnson,
2005; Nygaard and Pisoni, 1998�.

Current evidence suggests that listeners also use fine-
grained acoustic variation to recognize vowels under adverse
conditions �e.g., noise, hearing impairments, or cochlear im-
plants�. For example, Neel �1998� found that normal-hearing
and elderly hearing-impaired individuals were affected simi-
larly by manipulations of signal-processed vowels; recogni-
tion accuracy declined for both groups when formant move-
ment was removed and duration was equated. Ferguson and
Kewley-Port �2002� found that normal-hearing and hearing-
impaired individuals use formant movement and duration
when listening to natural speech in multi-talker babble, but
the errors for specific vowels differed between the two
groups, suggesting that the two groups had somewhat differ-
ent cue weightings. Kirk et al. �1992� found that both
normal-hearing listeners and cochlear implant users were
able to recognize vowels above chance based only on con-
sonantal formant transitions �i.e., edited CVC syllables in
which the quasi-steady-state vowel portion was removed�,
although removing these consonantal formant transitions
from natural CVCs �i.e., allowing listeners to hear the quasi-
steady-state vowel without the consonants� had no effect on
vowel recognition.

The present study examined whether vowel-intrinsic for-
mant movement �i.e., formant movement within the vowel,a�Author to whom correspondence should be addressed.
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rather than the consonantal formant transitions examined by
Kirk et al., 1992� and duration are used for vowel recogni-
tion by postlingually deafened adult cochlear implant users,
and normal-hearing individuals listening to cochlear implant
simulations. It would be surprising if exactly the same cues
were used when recognizing vowels via cochlear implants
and normal hearing, because the sensory information pro-
vided by acoustic and electric hearing differ substantially.
Modern cochlear implants represent the continuous spectrum
of speech with a relatively small number of spectral chan-
nels, and vowel recognition accuracy seems to be primarily
limited by the effective number of spectral channels that are
available �e.g., Dorman et al., 1997; Dorman and Loizou,
1998; Fishman et al., 1997; Friesen et al., 2001; Shannon et
al., 1995; Xu et al., 2005�. Although some modern cochlear
implants have as many as 22 electrodes, the neural popula-
tions stimulated by different electrodes overlap to a consid-
erable extent, so most implant users effectively have only
around 4–7 independent channels �e.g., Friesen et al., 2001�.
In contrast, normal-hearing individuals are able to utilize
about 20 spectral channels. Given that cochlear implant users
have poorer resolution for frequency differences, it may be
advantageous for them to give more weight to vowel dura-
tion than would normal-hearing individuals; temporal reso-
lution via cochlear implants can be as good as with normal
hearing �e.g., Busby et al., 1993; Shannon, 1989, 1992; see
Shannon, 1993 for a review�. However, vowel formant
movement may be less informative; in addition to having
reduced spectral resolution, some cochlear implant users ap-
pear to have difficulty perceiving changes in formant fre-
quencies �e.g., Dorman and Loizou, 1997�.

It is particularly plausible that cochlear implant users
would learn to rely on different cues than do normal-hearing
listeners, because individuals undergo a period of acclimati-
zation after receiving their cochlear implant; vowel recogni-
tion accuracy increases by an average of �35 percentage
points over the first 9 months of implant use �e.g., Tyler et
al., 1997; Välimaa et al., 2002�. The acclimatization process
is not well understood, but the improvements in speech per-
ception probably arise from changes in linguistic categoriza-
tion, not only from changes in lower-level psychophysical
processing. For example, Svirsky et al. �2004� tracked best
exemplar locations in an F1�F2 vowel space for cochlear
implant users following implantation; most individuals had
vowels at anomalous locations immediately after implanta-
tion, and their best exemplar locations tended to move to-
ward those of normal-hearing individuals as they used their
cochlear implant over a 2-year period. This suggests that
individuals “remap” their vowel space in some way after
implantation. However, even after this remapping has likely
been completed, the position of individual vowels in the
F1�F2 space can differ from those of normal-hearing indi-
viduals, and their vowel categories can overlap significantly
�e.g., Harnsberger et al., 2001�.

The present study investigated how formant movement
and duration contribute to vowel identification accuracy �Ex-
periment 1� and to the underlying representations of the
vowel categories �Experiment 2�. Experiment 1 was similar
to previous studies that examined the effects of removing

formant movement and duration on vowel identification for
normal-hearing listeners �e.g., Assmann and Katz, 2005; Hil-
lenbrand et al., 2000; Hillenbrand and Nearey, 1999�; listen-
ers were tested on natural vowels and on signal-processed
versions in which the vowel formant movement was re-
moved and duration was equated. Cochlear implant users
were tested on these stimuli without additional processing.
Normal-hearing listeners were tested on unprocessed ver-
sions and on stimuli that had been passed through two, four,
and eight-channel noise vocoders simulating a CIS process-
ing strategy �Shannon et al., 1995�. Experiment 2 used syn-
thetic stimuli to find locations of best exemplars within a
vowel quadrilateral. Previous work has conducted this kind
of mapping in a two-dimensional space composed of Fl and
F2 target frequencies �e.g., Harnsberger et al., 2001; Johnson
et al., 1993�. The present study used a multidimensional ex-
tension of this method �Iverson and Evans, 2003�, to find
best exemplars in a five-dimensional space comprising F1
and F2 frequencies at the beginning and end of the vowels,
and duration.

II. EXPERIMENT 1: IDENTIFICATION
OF SIGNAL-PROCESSED VOWELS

A. Method

1. Subjects

The cochlear implant users were 11 postlingually deaf-
ened adults with an age range of 50–75 years. All were na-
tive speakers of British English. The subjects were not se-
lected based on their implant or processor strategy; there
were eight Nucleus, two Clarion, and 1 Med-El users. They
were tested 0.6–7.3 years postimplantation.

The normal-hearing subjects were ten native speakers of
Standard Southern British English, with an age range of
24–34 years. All reported having no known hearing or learn-
ing disabilities.

2. Stimuli and apparatus

The stimuli were recorded from two speakers, male and
female, who were native speakers of southern British En-
glish. They were recorded saying the carrier sentence Say
/hVd/ again with 13 words: heed �/i : / �, hid �/ ( / �, hayed
�/ e ( / �, head �/� / �, had �/æ/�, heard �//:/�, hud �/# / �, hod
�/" / �, hard �/Ä:/�, hoard �/Å:/�, hood �/* / �, hoed �/. * / �, and
who’d �/u:/�. They were also recorded reading a short pas-
sage �Aesop’s The north wind and the sun�. The stimuli were
recorded in an anechoic chamber, and downsampled for
playback with 11 025 16 bit samples per second.

Three additional versions of the vowels were created
that �1� removed all formant movement, �2� equated dura-
tion, and �3� removed formant movement and equated dura-
tion. The changes to the stimuli were made using Praat
�Boersma and Weenink, 2002�. Formant movement was re-
moved using LPC analysis and resynthesis. Specifically, LPC
analyzed the signal from the start of voicing after the /h / to
the start of the /d / closure, the signal was inverse filtered to
produce an LPC residual, a time slice of the LPC analysis
was identified that represented the vowel’s target formant
frequencies �defined as the point where F1 reached a peak�,
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and this single LPC slice was used to filter the entire LPC
residual. This process created stimuli that retained the natural
F0 of the original stimuli, but had formant frequencies that
remained fixed at each vowel’s target values. Duration was
equated using PSOLA �Pitch Synchronous Overlap and
Add�, such that the durations of the /h/, the /d / closure, and
the vowel were set to the mean values for each talker. This
general approach to signal processing natural speech was
similar to that used by Assmann and Katz �2005�, although
they used STRAIGHT �Kawahara, 1997; Kawahara et al.,
1999� rather than the procedures outlined above.

For presentation to normal-hearing subjects, these
stimuli were processed by eight, four, and two-channel noise
vocoders that were designed to simulate CIS processing �Sh-
annon et al., 1995�. Using MATLAB, the stimuli were divided
into spectral bands by sixth-order Butterworth filters, ampli-
tude envelopes were calculated by half-wave rectification
and low-pass filtering �fourth-order Butterworth, 400 Hz cut-
off frequency�, a noise carrier was modulated by each enve-
lope, the modulated noise carriers were filtered by the origi-
nal analysis bands, and the output was summed across bands.
Each set of bands spanned a range from 200 to 5000 Hz, and
this range was divided into bands based on equal basilar
membrane distance �Greenwood, 1990�. The filter slopes of
the bands crossed at their −3 dB cutoff frequencies.

The stimuli were played to subjects at a comfortable
loudness level �adjusted by each listener�. Stimuli were de-
livered over headphones to normal-hearing individuals and
in free field �a single speaker placed in a sound-attenuated
booth� to cochlear implant patients.

3. Procedure

The speech from each talker was presented in separate
blocks. To familiarize the subjects with the talker, subjects
heard a short passage read by the talker at the start of the
block, and they were simultaneously able to view the text of

the passage on a computer screen. In the noise-vocoded con-
ditions, this passage was processed identically to the stimuli
that followed. Afterwards, they were presented with Say hVd
again sentences, and clicked on buttons on a computer
screen to indicate which vowel they heard �cochlear implant
patients who were unable to use the interface dictated their
responses to an assistant�. The buttons were labeled both
with an hVd word �e.g., hoed� and with a familiar word that
had the same vowel �e.g., load�. Subjects did not receive
feedback after their response. Before the experiment began,
subjects were shown the response interface and completed a
few practice trials, until they were satisfied that they under-
stood the task. In each experimental block, subjects heard 52
sentences �13 words � four conditions� presented in an order
that was randomized for each subject.

Cochlear implant patients heard unprocessed vowels,
and completed four blocks for each talker. Normal hearing
subjects were presented with unprocessed versions as well as
stimuli processed by eight, four, and two-channel vocoders;
they completed two blocks �one for each talker� for each of
these four conditions.

B. Results

As displayed in the boxplots of Fig. 1, there were sub-
stantial effects of removing formant movement and duration
for cochlear implant users. Compared to the natural versions,
removing formant movement lowered recognition accuracy
by an average of 13.3 percentage points, equating duration
lowered accuracy by an average of 14.0 percentage points,
and combining the two manipulations lowered accuracy by
an average of 29.4 percentage points. These differences
were evaluated by transforming the percentages into RAU
�Rationalized Arc-sin UnitsStudebaker, 1985� and conduct-
ing a MANOVA with two within-subject variables coding the
differences between conditions �natural vs flat formant
movement; natural vs equated duration�. As suggested by the

FIG. 1. Boxplots for vowel identifica-
tion by cochlear implant �CI� users
and normal-hearing �NH� subjects, for
natural speech �+fm, +dur�, vowels
with no formant movement but natural
duration contrast �−fm, +dur�, vowels
with natural formant movement and
no duration contrast �+fm, −dur�, and
vowels with no formant movement
and no duration contrast �−fm, −dur�.
The boxes and whiskers display quar-
tile ranges. Circles and asterisks indi-
cate outliers �i.e., more than 1.5 times
the inter-quartile range away from the
median�.
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boxplots, the effects of formant movement, F�1,10�
=64.7, p�0.001, and duration, F�1,10�=67.1, p�0.001,
were both significant; there was no significant interaction of
formant movement and duration, p�0.05.

For normal-hearing subjects, a similar MANOVA was run
with the addition of a four-level within-subjects variable for
the listening condition �i.e., unprocessed speech; eight, four,
and two-band vocoders�. There was a significant effect of
duration, F�1,9�=133.0, p�0.001, but no interaction of du-
ration with the other variables, p�0.05; removing duration
cues reduced recognition scores by an average of 5.4–15.4
percentage points across the conditions, but there is no clear
evidence that subjects put more weight on duration when
there was less spectral resolution. There was a significant
effect of formant movement, F�1,9�=87.3, p�0.001, and a
significant interaction between formant movement and noise-
vocoder condition, F�1,9�=33.9, p�0.001. The interaction
occurred because the effect of removing formant movement
depended on the amount of spectral resolution available; re-
moving formant movement reduced recognition by an aver-
age of 13.5 percentage points for unprocessed speech, and
11.2 percentage points for the eight-channel noise vocoder,
but had no significant effects in the four- and two-channel
conditions. Finally, the main effect of noise-vocoder condi-
tion was also significant, F�1,9�=421.1, p�0.001; vowel
recognition became less accurate when the number of chan-
nels decreased.

Unsurprisingly, removing formant movement had the
largest effect on the recognition of diphthongs �i.e., hayed
and hoed�. To test whether more subtle patterns of formant
movement also had an effect on vowel recognition, the
MANOVA analyses were repeated with hayed and hoed omit-
ted. For cochlear implant patients, removing formant move-
ment had a smaller effect when diphthongs were not in-
cluded �reducing correct recognition by 4.4 percentage
points�, but the effect of formant movement remained sig-
nificant, F�1,10�=33.5, p�0.001. For normal-hearing sub-
jects, the effect of formant movement remained significant in
the eight-channel condition �reducing correct recognition by
5.2 percentage points�, but was eliminated in the
unprocessed-speech condition when duration cues were also
present. This led to a significant interaction between formant
movement, vocoder condition, and duration, F�3,7�=6.8, p
=0.018.

To further assess the role of formant movement and du-
ration, the percent information transfer �Miller and Nicely,
1955� was calculated for unprocessed vowels, for the fea-
tures of duration �short vs long� and formant movement
�monophthong vs diphthong�. For example, the vowels were
all classified as long or short, and a 2�2 confusion matrix
was constructed to tally how often short vowels were iden-
tified as a short vowel �e.g., / ( / identified as /# / �, short vow-
els were identified as a long vowel �e.g., / ( / identified as
/i : / �, long vowels were identified as a long vowel �e.g., / ( /
identified as /e ( / �, and long vowels were identified as a
short vowel �e.g., /i : / identified as /# / �. The information
transfer statistic ranged from 100% if long vowels were
never identified as short vowels �and vice versa� to 0% if the
responses for long and short vowels were the same.

For formant movement, the percentage of information
transfer for normal-hearing individuals declined as a function
of the number of channels �see Fig. 2�; listeners received
almost no formant movement information when there were
only two channels, but the majority of listeners received
100% of the formant movement information in unprocessed
speech. Information transfer for cochlear implant users had a
range similar to normal-hearing listeners in the four-channel
condition, and a median level of information transfer similar
to normal-hearing listeners in the eight-channel condition.
This fits with previous findings that cochlear implant users
are able to utilize 4–7 channels of spectral information �Frie-
sen et al., 2001�. It thus appears that cochlear implant users
use formant movement to about the same extent as normal-
hearing individuals listening to cochlear implant simulations.

For duration, normal-hearing individuals received less
information when the number of channels was low. This
likely occurred because the duration feature covaries with
spectral differences between vowels in English �e.g., heed
and hid differ both in formant frequencies and duration�, and
spectral differences would have been clearer in the unproc-
essed and eight-channel conditions. The range of information
transfer scores for cochlear implant users was similar to that
of normal-hearing listeners in the four-channel condition,
which suggests that both groups of listeners used duration to
similar degrees. Given that the perception of duration should
not be dependent on spectral resolution, it seems as if all
listeners should have been able to achieve 100% information
transfer for duration. The upper quartile of normal-hearing
subjects achieved 100% information transfer even under the
two-channel conditions, but most normal-hearing individuals
and all cochlear implant users were below this optimum
level. It thus seems as if the vowel recognition accuracy of
cochlear implant users could be further improved if they
learned to make more effective use of duration.

III. EXPERIMENT 2: VOWEL-SPACE MAPPING WITH
FORMANT MOVEMENT AND DURATION

Despite the fact that the cue use of long-term cochlear
implant users has the potential to change over time, the re-
sults of Experiment 1 suggested that cochlear implant users
use formant movement and duration cues to the same extent
as do normal-hearing listeners. The present experiment as-
sessed their cue weightings in more detail by examining
what combinations of formant frequencies, formant move-
ment, and duration produce best exemplars �i.e., prototypes�

FIG. 2. Boxplots of percent information transfer for formant movement and
duration in each of the conditions.
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of vowel categories. Although most phonetic categorization
research has focused on how different acoustic cues alter the
locations of category boundaries �e.g., Hoffman, 1958�, ex-
aminations of best exemplars can also reveal the structure of
phonetic categories and the relative use of different acoustic
cues �e.g., Allen and Miller, 2001; Evans and Iverson, 2004;
Iverson and Kuhl, 1996�. In the present case, mapping
boundaries is difficult because they exist as four-dimensional
surfaces within the five-dimensional stimulus space; locating
best exemplars is easier computationally because they can be
represented as a single point within the space.

Previous work �Harnsberger et al., 2001; Svirsky et al.,
2004� has mapped best exemplars of vowels using a graphi-
cal computer interface in which cochlear implant users inter-
actively clicked on stimuli in a F1�F2 grid, until they found
vowels that they thought matched words printed on the com-
puter screen �e.g., heed�. Such an approach is not feasible for
higher-dimensional stimulus sets, because the additional di-
mensions increase the number of possible stimuli �e.g., there
were 100,700 stimuli in the present experiment�. We have
developed a goodness optimization method to search spaces
like this more efficiently �Evans and Iverson, 2004; Iverson
and Evans, 2003�. On each trial, subjects see a word printed
on the computer screen, hear a synthesized vowel, and rate
how closely the word that they hear matches the printed tar-
get. After each rating, a computational algorithm analyzes
the goodness ratings and changes the acoustic parameters on
the next trial to iteratively converge on the best exemplar
location. Using this technique, we are able to locate best
exemplars within this large stimulus space after 35 trials per
vowel.

A. Method

1. Subjects

The subjects were the same as in Experiment 1.

2. Stimuli and apparatus

The stimuli consisted of hVd syllables embedded in re-
cordings of the carrier sentence Say_again. The carrier sen-
tence was produced by the male speaker in Experiment 1.
Initial and final words, plus the burst of the /d /, were edited
from a natural recording. The hVd syllables were created
using a cascade-parallel synthesizer �Klatt and Klatt, 1990�
to match the vocal timbre, pitch, and higher formant frequen-
cies of the talker. Each syllable had static formant frequen-
cies during the /h/ that matched the onset of the vowel. The
F1 and F2 formant frequencies changed linearly from the
onset to the offset of the vowel, and F1 fell at the end of the
vowel to simulate the /d / closure. The durations of /h/ and
the /d / closure were fixed, and the duration of the vowel was
allowed to vary from 148 to 403 ms. F1 frequency was re-
stricted so that it had a lower limit of 5 ERBN �Glasberg and
Moore, 1990� and an upper limit of 15 ERBN. F2 frequency
was restricted so that it had a lower limit of 10 ERBN, was
always at least 1 ERBN higher than F1, and had an upper
limit defined by the equation F2=26− �F1−5� /2. The stimuli
were synthesized in advance with a 1 ERBN spacing of the
vowel space, and with seven 1evels of log-spaced duration

values, for a total of 100 700 individual stimuli. The ERBN,
and log-duration transforms were chosen so that the stimuli
would be spaced roughly equally with regard to perception.
This spacing allowed us to efficiently distribute the stimuli,
although the goodness optimization procedure does not re-
quire this equal perceptual spacing.

In addition to these unprocessed stimuli, a second set of
stimuli was created by passing them through an eight-
channel noise vocoder, following the procedures detailed in
Experiment 1.

3. Procedure

On each trial, subjects heard one sentence and rated on a
continuous scale whether the hVd was close to being a good
exemplar of a word that was displayed on the computer
screen. Their ratings were given by mouse clicking on a
continuous bar presented on a computer screen. They gave
ratings for 12 words: heed, hid, hayed, head, had, hard, hod,
hoard, heard, hoed, hood, and who’d. To familiarize subjects
with the speaker and task, they first heard the speaker read
The North Wind and The Sun �as in Experiment 1�, and gave
a set of practice ratings for the word hud.

The goodness optimization procedure involved search-
ing along individual vectors through the stimulus space �i.e.,
one-dimensional straight-line paths�, and finding the best ex-
emplar on each vector. There were a total of seven search
vectors and five trials per vector for each vowel. The vectors
were chosen so that Vector 1 would allow most subjects to
find a close approximation of their best exemplar �the search
path passed through formant frequencies measured from
natural productions�, Vectors 2–6 orthogonally varied the
five acoustic dimensions over a wide range, and Vector 7 fine
tuned the position of the best exemplar. Specifically, Vector 1
was a straight-line path that passed through two points: �1�
the F1 and F2 formant frequencies at the beginning and end-
ing of the natural productions of the target word, and �2� a
neutral stimulus in the middle of the vowel space �F1
=500 Hz and F2=1500 Hz, at both the onset and offset�;
duration was not varied along Vector 1. Vector 2 varied du-
ration, keeping formant frequencies fixed. Vector 3 varied the
onset F1 and F2 formant frequencies �i.e., duration and offset
formant frequencies were fixed� along the same basic path as
the first vector �i.e., through a straight-line path including a
neutral vowel and the onset formant frequencies of the natu-
ral production�. Vector 4 was orthogonal to Vector 3 in the
F1/F2 onset space. Vectors 5 and 6 were analogous to Vec-
tors 3 and 4, except that the offset F1 and F2 frequencies
were varied. Vector 7 varied all dimensions, passing through
the best values found thus far on all dimensions and the
neutral vowel.

The end points of all vectors were constrained by the
boundaries of the vowel space. For example, Vector 1 for
heed crossed diagonally across the vowel space, starting
from the high-front boundary of the space �i.e., low F1 and
high F2�, passing through the middle of the space, and end-
ing at the low-back boundary of the space �i.e., high F1 and
low F2�.
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The best exemplars were found for each vector over five
trials. On the first two trials, subjects heard the most extreme
stimuli that it was possible to synthesize along the vector
�e.g., in the case of heed, they heard extreme high-front and
low-back vowels, with the order of these two trials random-
ized�. The selection of stimuli on the remaining trials was
based on the subjects’ judgments, using formulas that were
designed to find stimuli along the path that would be per-
ceived as better exemplars. On the third trial, subjects heard
a stimulus that was selected by a weighted average of the
first two stimuli, according to the equation

c = a �
f�b�

f�a�+f�b� + b �
f�a�

f�a�+f�b� , �1�

where a and b are the positions on the search path for the
first two trials, f�a� and f�b� are the goodness ratings for the
stimuli on those trials �the goodness responses of close to far
away were scaled from 0 to 1�, and c is the new path position
selected for the third trial. On the fourth and fifth trials, the
stimuli were selected by finding the minimum of a parabola
that was defined by the equation

min =
b−0.5���b−a�2��f�b�−f�c��−�b−c�2��f�b�−f�a���

�b−a���f�b�−f�c��−�b−c���f�b�−f�a�� , �2�

where b is the path position of the best stimulus found thus
far; a and c are the most recently tested positions on either
side of b; and f�a�, f�b�, and f�c� are the goodness ratings for
those stimuli. At the completion of the fifth trial, subjects
were allowed to repeat the search if it had produced a poor

exemplar. If the best exemplar was correct, the parameters of
the best stimulus found thus far were passed onto the next
stage of the search algorithm �i.e., to search along the next
vector�.

B. Results

As displayed in Fig. 3, there were few overall differ-
ences between the vowel spaces of cochlear implant users
and normal-hearing individuals. On average, both groups of
listeners preferred vowels with similar formant frequencies,
similar amounts of formant movement, and similar duration
contrasts. The results of cochlear implant and normal-hearing
individuals �listening to unprocessed speech� were compared
using MANOVA analyses with subject type as a between-
subject variable and word as a within-subject variable; the
analyses were conducted separately for F1 and F2 target fre-
quencies �average of the onset and offset values�, F1 and F2
formant movement �offset minus onset�, and duration. There
was a significant effect of subject type for F1 target frequen-
cies, F�1,16�=15.1, p=0.001; the average F1 formant fre-
quencies were slightly lower for cochlear implant users
�9.2 ERBN� than for normal-hearing listeners �9.8 ERBN�.
However, there were no other significant effects of subject
for any of the other acoustic dimensions, p�0.05, demon-
strating that there were few overall differences between the
best exemplars of normal-hearing and cochlear implant-
using individuals. Unsurprisingly, there were significant dif-

FIG. 3. Best exemplars of vowels with
formant movement and duration, for
cochlear implant users and normal-
hearing individuals. Vowels are plotted
as an arrow from the F1 and F2 fre-
quencies at the start of the vowel to
the F1 and F2 frequencies at the end.
The thickness of the line indicates the
preferred duration, with thicker lines
for longer vowels.
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ferences between the words in terms of F1 target frequencies,
F�11,6�=269.4, p�0.001, F2 target frequencies, F�11,6�
=42.6, p�0.001, F1 formant movement, F�11,6�=40.5, p
�0.001, F2 formant movement, F�11,6�=4.7, p=0.034, and
duration, F�11,6�=10.8, p=0.004, but there were no interac-
tions between word and subject type, p�0.05. The words
thus differed significantly for both groups of listeners on all
acoustic dimensions.

The best exemplars of normal-hearing individuals for
unprocessed and noise-vocoded speech were compared with
repeated-measure ANOVAS, with word and condition �unproc-
essed vs vocoded� coded as within-subject variables. The
results were very similar to the comparison between cochlear
implant users and normal-hearing individuals above. There
was a significant effect of condition for F1 target frequen-
cies, F�1,9�=12.2, p=0.007; the average F1 formant fre-
quencies were slightly lower in the noise-vocoder condition
�9.5 ERBN� than for unprocessed speech �9.8 ERBN�. There
were no other significant effects of condition for any of the
other acoustic measurements, p�0.05. There were signifi-
cant differences between the words in terms of F1 target
frequencies, F�4.4,39.7�=69.4, p�0.001, F2 target frequen-
cies, F�4.3,38.7�=111.9, p�0.001, F1 formant movement,
F�3.0,27.2�=10.2, p�0.001, F2 formant movement,
F�4.3,38.6�=4.4, p=0.004, and duration, F�2.8,24.8�
=10.5, p�0.001, but there were no interactions between
word and condition, p�0.05.

In order to examine individual differences, the average
best exemplar for normal-hearing subjects listening to un-
processed speech was calculated for each vowel, and Pearson
correlations were calculated between these averages and the
data for individual subjects along each acoustic dimension
�i.e., F1 and F2 target frequencies, F1 and F2 formant move-
ment, and duration�. This measure thus quantified how
closely individual subjects approximated standard British
English vowels on each of these dimensions. When this
analysis was conducted for normal-hearing individuals lis-
tening to unprocessed speech, each individual was compared
to an average that did not include themselves.

As displayed in Fig. 4, F1 and F2 target frequencies for
individuals consistently approximated the normal averages,
but there were poorer correlations and more variability for
formant movement and duration. This pattern was generally
the same for cochlear implant users and normal-hearing sub-
jects. The individual variability in formant movement and
duration likely reflects the fact that these are secondary cues
�i.e., not as critical for identification as target F1 and F2

frequencies� rather than being indicative of perceptual diffi-
culties. Independent-samples t tests were used to compare
the correlations for normal-hearing individuals and cochlear
implant users listening to unprocessed speech. The differ-
ences were significant for F1 target frequencies, t�18.9�
=2.49, p=0.022; the preferred F1 frequencies of normal-
hearing individuals �mean r=0.90� matched the normal-
hearing averages better than did those of cochlear implant
users �mean r=0.82�. There were no significant differences
between normal-hearing individuals and cochlear implant us-
ers for the other acoustic measures, p�0.05. Paired t tests
were used to compare the correlations for normal-hearing
listeners for unprocessed and noise-vocoded speech; there
were no significant differences, p�0.05.

Pearson correlations were used to assess the relationship
between these correlations and vowel identification accuracy
for cochlear implant users in Experiment 1. For F1 target
frequencies, there were significant correlations for unproc-
essed vowels, r=0.68, p=0.021, vowels with formant move-
ment removed, r=0.69, p=0.020, vowels with duration
equated, r=0.71, p=0.014, and vowels with both formant
movement removed and duration equated, r=0.72, p=0.012.
This demonstrates that subjects had higher vowel recognition
scores when their best exemplars more closely matched the
F1 values of normal-hearing individuals. There were no sig-
nificant correlations for the other acoustic measures, p
�0.05.

IV. GENERAL DISCUSSION

The results demonstrate that formant movement and du-
ration are important cues for vowel recognition via cochlear
implants and noise-vocoder simulations. In Experiment 1,
removing both formant movement and duration contrast re-
duced recognition accuracy for cochlear implant users by an
average of 29.4 percentage points. The results were similar
for normal-hearing individuals recognizing noise-vocoded
vowels, although the effect of formant movement was dimin-
ished with reduced numbers of channels. In Experiment 2,
both normal-hearing individuals and cochlear implant users
preferred vowels with formant movement and duration con-
trast, although their preferences for these secondary cues
were less consistent than their preferences for target F1 and
F2 frequencies.

Despite the fact that cochlear implant users undergo a
substantial period of relearning following implantation, there
was no evidence that they used formant movement and du-

FIG. 4. Boxplots of correlations be-
tween the best exemplars of individual
subjects and the average best exem-
plars for normal-hearing individuals
listening to unprocessed speech. The
pattern of results was similar for co-
chlear implant �CI� users, normal-
hearing �NH� subjects listening to un-
processed speech, and normal-hearing
subjects listening to eight-channel vo-
coders.
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ration any differently than did normal-hearing individuals
who were listening to cochlear implant simulations for the
first time. The only significant difference was in the use of
F1 target frequencies; the F1 frequencies chosen by cochlear
implant users in Experiment 2 were less closely correlated
with the normal-hearing averages, and individual differences
in these correlations were related to vowel recognition accu-
racy. It is unknown what caused the variability in best F1
frequencies; listeners may have had anomalous F1 frequency
targets in their underlying category representations �e.g.,
Svirsky et al., 2004� or they may have had impaired spectral
resolution in this frequency range.

It was particularly surprising that cochlear implant users
and normal-hearing individuals had similar best exemplars in
Experiment 2, considering that Harnsberger et al. �2001�
found that cochlear implant users were often more variable
in their best exemplar locations than were normal-hearing
individuals, and the present cochlear implant users made
many errors when recognizing natural vowels in Experiment
1 �averaging 74% correct�. In contrast to Harnsberger et al.,
which used isolated vowels, our method played vowels em-
bedded in natural sentences, and subjects listened to a short
story read by the talker before starting the experiment. Sub-
jects were thus able to make their goodness judgments with
reference to a particular talker, and this may have made their
responses more reliable. Several subjects in our experiment
reported that they had difficulty hearing any difference be-
tween the vowels in the practice of Experiment 2 �even
stimuli at opposite ends of the vowel space�, but they were
encouraged to repeatedly play the stimuli and make re-
sponses based on any small differences that they could hear.
The task demands were thus lower than in Experiment 1 �i.e.,
where individuals heard stimuli only once�, which may have
improved accuracy and consistency.

Why did normal-hearing individuals and cochlear im-
plant users make such similar use of formant movement and
duration? All of the cochlear implant users were postlin-
gually deafened, so presumably they had had phoneme rep-
resentations, at some point in their history, that matched
those of normal-hearing individuals. It is possible that accli-
matization to a cochlear implant involves a change in per-
ceptual processing that does not alter these phoneme repre-
sentations. For example, shallow insertions of an electrode
array into the cochlea can cause a mismatch between the
electrode sites and the frequency bands analyzed by the co-
chlear implant processor, such that the stimulation patterns
that a cochlear implant user receives are shifted to higher
frequencies relative to the stimulation patterns that they ex-
perienced when they had normal hearing; learning to adjust
to these spectral shifts is thought to be a major component of
acclimatizing to a cochlear implant �e.g., Fu et al., 2005;
Rosen et al., 1999�. It is plausible that such an adjustment
involves a change in how the sensory information from the
cochlear implant is mapped onto existing phoneme represen-
tations, without involving changes to the phoneme represen-
tations themselves. Training may be required �e.g., Fu et al.,
2005� in order for cochlear implant users to alter their cat-
egory representations to place more weight on cues such as
duration.

A complicating factor is that the same underlying cat-
egory representations may be involved in production. That is,
the best exemplars in Experiment 2 may reflect hyperarticu-
lated target values that speakers aim to achieve when speak-
ing clearly �Johnson et al., 1993�. If a cochlear implant user
were to modify their use of secondary cues in order to iden-
tify vowels more accurately, then this would presumably
have consequences for production. For example, an indi-
vidual who learns to place greater weight on duration when
distinguishing / ( / and /i/ may begin to produce these vowels
with more duration contrast and less spectral contrast, and
thus produce speech that is less intelligible to normal-hearing
speakers. Production considerations may thus tend to pro-
mote cochlear implant users to rely on the same acoustic
cues as normal-hearing individuals.

ACKNOWLEDGMENT

We thank Tim Green for comments on this manuscript.

Allen, J. S., and Miller, J. L. �2001�. “Contextual influences on the internal
structure of phonetic categories: A distinction between lexical status and
speaking rate,” Percept. Psychophys. 63, 798–810.

Assmann, P. F., and Katz, W. F. �2005�. “Synthesis fidelity and time-varying
spectral change in vowels,” J. Acoust. Soc. Am. 117, 886–895.

Boersma, P., and Weenink, D. �2002�. Praat �Computer Software�, Amster-
dam, The Netherlands.

Busby, P. A., Tong, Y. C., and Clark, G. M. �1993�. “The perception of
temporal modulations by cochlear implant patients,” J. Acoust. Soc. Am.
94, 124–131.

Dorman, M. F., and Loizou, P. C. �1997�. “Mechanisms of vowel recogni-
tion for Ineraid patients fit with continuous interleaved sampling proces-
sors,” J. Acoust. Soc. Am. 102, 581–587.

Dorman, M. F., and Loizou, P. C. �1998�. “The identification of consonants
and vowels by cochlear implant patients using a 6-channel continuous
interleaved sampling processor and by normal-hearing subjects using
simulations of processors with two to nine-channels,” Ear Hear. 19, 162–
166.

Dorman, M. F., Loizou, P. C., and Rainey, D. �1997�. “Speech intelligibility
as a function of the number of channels of stimulation for signal proces-
sors using sine-wave and noise-band outputs,” J. Acoust. Soc. Am. 102,
2403–2411.

Evans, B. G., and Iverson, P. �2004�. “Vowel normalization for accent: An
investigation of best exemplar locations in northern and southern British
English sentences,” J. Acoust. Soc. Am. 115, 352–361.

Ferguson, S. H., and Kewley-Port, D. �2002�. “Vowel intelligibility in clear
and conversational speech for normal-hearing and hearing-impaired listen-
ers,” J. Acoust. Soc. Am. 112, 259–211.

Fishman, K. E., Shannon, R. V., and Slattery, W. H. �1997�. “Speech recog-
nition as a function of the number of electrodes used in the SPEAK co-
chlear implant speech processor,” J. Speech Lang. Hear. Res. 40, 1201–
1215.

Friesen, L. M., Shannon, R. V., Baskent, D., and Wang, X. �2001�. “Speech
recognition in noise as a function of the number of spectral channels:
Comparison of acoustic hearing and cochlear implants,” J. Acoust. Soc.
Am. 110, 1150–1163.

Fu, Q. J., Nogaki, G., and Galvin, J. III �2005�. “Auditory training with
spectrally shifted speech: Implications for cochlear implant patient audi-
tory rehabilitation,” J. Assoc. Res. Otolaryngol. 6, 180–189.

Glasberg, B. R., and Moore, B. C. J. �1990�. “Derivation of auditory filter
shapes from notched-noise data,” Hear. Res. 47, 103–138.

Greenwood, D. D. �1990�. “A cochlear frequency-position function for sev-
eral species—29 years later,” J. Acoust. Soc. Am. 87, 2592–2605.

Harnsberger, J. D., Svirsky, M. A., Kaiser, A. R., Pisoni, D. B., Wright, R.,
and Meyer, T. A. �2001�. “Perceptual “vowel spaces” of cochlear implant
users: Implications for the study of auditory adaptation to spectral shift,” J.
Acoust. Soc. Am. 109, 2135–2145.

Hawkins, S., and Smith, R. �2001�. “Polysp: a polysystemic, phonetically-
rich approach to speech understanding,” J. Italian Linguistics – Rivista di
Linguistica 13, 99–188.

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Iverson et al.: Vowel recognition via cochlear implants 4005



Hillenbrand, J. M., Clark, M. J., and Houde, R. A. �2000�. “Some effects of
duration on vowel recognition,” J. Acoust. Soc. Am. 108, 3013–3022.

Hillenbrand, J. M., and Nearey, T. M. �1999�. “Identification of resynthe-
sized /hVd/ utterances: Effects of formant contour,” J. Acoust. Soc. Am.
105, 3509–3523.

Hoffman, H. S. �1958�. “Study of some cues in the perception of the voiced
stop consonants,” J. Acoust. Soc. Am. 30, 1035–1041.

Iverson, P., and Evans, B. G. �2003�. “A goodness optimization procedure
for investigating phonetic categorization.” Proceedings of the Interna-
tional Congress of Phonetic Sciences, Barcelona, August, 2003, pp. 2217-
2220.

Iverson, P., and Kuhl, P. K. �1996�. “Influences of phonetic identification
and category goodness on American listeners’ perception of /r/ and /l/,” J.
Acoust. Soc. Am. 99, 1130–1140.

Johnson, K. �2005�. “Speaker normalization in speech perception.” The
Handbook of Speech Perception �Blackwell, Oxford, England�.

Johnson, K., Flemming, E., and Wright, R. �1993�. “The hyperspace effect:
Phonetic targets are hyperarticulated,” Language 69, 505–528.

Kawahara, H. �1997�. “Speech representation and transformation using
adaptive interpolation of weighted spectrum: Vocoder revisited,” Proceed-
ings of the ICASSP, Munich, Germany, April, 1997, pp. 1303–1306.

Kawahara, H., Masuda-Katsuse, I., and de Cheveigné, A. �1999�. “Restruc-
turing speech representations using a pitch-adaptive time-frequency
smoothing and an instantaneous-frequency-based F0 extraction,” Speech
Commun. 27, 187–207.

Kirk, K. I., Tye-Murray, N., and Hurtig, R. R. �1992�. “The use of static and
dynamic vowel cues by multichannel cochlear implant users,” J. Acoust.
Soc. Am. 91, 3487–3498.

Klatt, D. H., and Klatt, L. C. �1990�. “Analysis, synthesis, and perception of
voice quality variations among female and male talkers,” J. Acoust. Soc.
Am. 87, 820–857.

Miller, G. A., and Nicely, P. �1955�. “An analysis of perceptual confusions
among some English consonants,” J. Acoust. Soc. Am. 27, 338–352.

Neel, A. �1998�. “Factors influencing vowel identification in elderly
hearing-impaired listeners,” Doctoral dissertation, Indiana University,
1989.

Nygaard, L. C., and Pisoni, D. B. �1998�. “Talker-specific learning in speech
perception,” Percept. Psychophys. 60, 355–376.

Rosen, S., Faulkner, A., and Wilkinson, L. �1999�. “Adaptation by normal
listeners to upward spectral shifts of speech: Implications for cochlear
implants,” J. Acoust. Soc. Am. 106, 3629–3636.

Shannon, R. V. �1989�. “Detection of gaps in sinusoids and pulse trains by
patients with cochlear implants,” J. Acoust. Soc. Am. 85, 2587–2592.

Shannon, R. V. �1992�. “Temporal modulation transfer functions in patients
with cochlear implants,” J. Acoust. Soc. Am. 91, 2156–2164.

Shannon, R. V. �1993�. “Psychophysics,” in Cochlear Implants: Audiologi-
cal Foundations, edited by R. S. Tyler �Singular, San Diego�, pp. 357–388.

Shannon, R. V., Zeng, F. G., Kamath, V., Wygonski, J., and Ekelid, M.
�1995�. “Speech recognition with primarily temporal cues,” Science 270,
303–304.

Strange, W. �1989�. “Dynamic specification of coarticulated vowels spoken
in sentence context,” J. Acoust. Soc. Am. 85, 2135–2153.

Studebaker, G. A. �1985�. “A ‘rationalized’ arcsine transform,” J. Speech
Hear. Res. 28, 455–462.

Svirsky, M. A., Silveira, A., Neuburger, H., Teoh, S. W., and Suarez, H.
�2004�. “Long-term auditory adaptation to a modified peripheral frequency
map,” Acta Oto-Laryngol. 124, 381–386.

Tyler, R. S., Parkinson, A. J., Woodworth, G. G., Lowder, M. W., and Gantz,
B. J. �1997�. “Performance over time of adult patients using the Ineraid or
nucleus cochlear implant,” J. Acoust. Soc. Am. 102, 508–522.

Välimaa, T. T., Määttä, T. K., Löppönen, H. J., and Sorri, M. J. �2002�.
“Phoneme recognition and confusions with multichannel cochlear im-
plants: Vowels,” J. Speech Lang. Hear. Res. 45, 1039–1054.

Xu, L., Thompson, C. S., and Pfingst, B. E. �2005�. “Relative contributions
of spectral and temporal cues for phoneme recognition,” J. Acoust. Soc.
Am. 117, 3255–3267.

4006 J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Iverson et al.: Vowel recognition via cochlear implants



Isolating the energetic component of speech-on-speech masking
with ideal time-frequency segregation

Douglas S. Brungarta�

Air Force Research Laboratory, Human Effectiveness Directorate, 2610 Seventh Street,
Wright-Patterson AFB, Ohio 45433

Peter S. Changb�

Department of Computer Science and Engineering, The Ohio State University, Columbus, Ohio 43210

Brian D. Simpson
Air Force Research Laboratory, Human Effectiveness Directorate, 2610 Seventh Street,
Wright-Patterson AFB, Ohio 45433

DeLiang Wang
Department of Computer Science and Engineering and Center for Cognitive Science,
The Ohio State University, Columbus, Ohio 43210

�Received 2 January 2005; revised 25 August 2006; accepted 15 September 2006�

When a target speech signal is obscured by an interfering speech wave form, comprehension of the
target message depends both on the successful detection of the energy from the target speech wave
form and on the successful extraction and recognition of the spectro-temporal energy pattern of the
target out of a background of acoustically similar masker sounds. This study attempted to isolate the
effects that energetic masking, defined as the loss of detectable target information due to the spectral
overlap of the target and masking signals, has on multitalker speech perception. This was achieved
through the use of ideal time-frequency binary masks that retained those spectro-temporal regions
of the acoustic mixture that were dominated by the target speech but eliminated those regions that
were dominated by the interfering speech. The results suggest that energetic masking plays a
relatively small role in the overall masking that occurs when speech is masked by interfering speech
but a much more significant role when speech is masked by interfering noise. © 2006 Acoustical
Society of America. �DOI: 10.1121/1.2363929�

PACS number�s�: 43.71.Gv, 43.66.Pn, 43.66.Rq �GDK� Pages: 4007–4018

I. INTRODUCTION

When a target speech signal is masked by one or more
interfering voices, two related but distinct processes are re-
quired for the listener to successfully understand the message
spoken by the target talker. First, the listener must be able to
detect the acoustic energy present in the target voice. In gen-
eral, a listener would only be able to reliably detect those
portions of the target voice that occur in time and frequency
regions where the target contains at least as much energy as
the masker. The acoustic elements of the target that occur in
regions that overlap in time and frequency with a more pow-
erful masking sound would be effectively eliminated from
the stimulus and thus are unable to contribute to the percep-
tion of the target utterance. In this paper, the loss of acoustic
information from the target that is caused by this type of
masking will be referred to as energetic masking.

In situations where no interfering sounds are present in
the stimulus, detection alone is generally sufficient to allow
the listener to understand a target utterance. If enough acous-
tic elements of the target talker are detectable in the stimulus,

the listener should be able to determine the spectro-temporal
energy pattern of the speech and use it to recognize the target
utterance. When an interfering sound is present in the stimu-
lus, however, the task becomes more difficult. The listener
now detects acoustic elements from both the target and the
interferer, and has to find some way to distinguish between
the two in order to extract the spectro-temporal energy pat-
tern of the target talker from the combined stimulus.

Of course, this two-stage model of speech perception is
in many ways an oversimplification. In particular, it ignores
the fact that some spectro-temporal regions of the stimulus
will contain enough masker energy to distort the target sig-
nal, but not enough energy to overwhelm the target signal
and render it undetectable. In such cases, it might be per-
fectly reasonable to expect the distortions caused by the
noise to impair the listener’s ability to identify those regions
as part of the target signal and use them to recognize the
target utterance. This raises the specter of whether the loss of
performance caused by this kind of distortion should be cat-
egorized as energetic masking, because it is caused by direct
spectral overlap of the target and masker, or whether it
should be viewed as nonenergetic masking related to an in-
ability to tease apart the target and masking portions of the
stimulus. Either view may be equally valid, but for the pur-
poses of this paper, we will restrict the use of the term “en-

a�Author to whom correspondence should be addressed; electronic mail:
douglas.brungart@wpafb.af.mil

b�Electronic mail: Chang.549@osu.edu

J. Acoust. Soc. Am. 120 �6�, December 2006 © 2006 Acoustical Society of America 40070001-4966/2006/120�6�/4007/12/$22.50



ergetic masking” to the loss of information caused by an
overwhelming masker, and exclude confusions caused by
signal distortion from that definition. It is worth noting, how-
ever, that this distinction is a relatively minor one when the
target signal is a spectrally sparse stimulus like speech, be-
cause in such cases the acoustic mixture will tend to be
dominated either by the target or the masker in almost all the
spectro-temporal regions of the stimulus.

Within this conceptual framework, an important ques-
tion in understanding how listeners process complex auditory
stimuli is the extent to which the ability to identify a target
speech signal in the presence of a masker is dependent on the
elimination of acoustic information about the target signal
due to spectral and temporal overlap with the masker �i.e.,
energetic masking�, and the extent to which performance in
these situations is limited by the inability to correctly segre-
gate and recognize the spectro-temporal pattern of the detect-
able acoustic elements of a target signal amid a background
of confusingly similar masking sounds. In order to explore
this issue, a number of researchers have attempted to develop
stimuli that reproduce the potential target-masker confusions
that can occur in a speech-on-speech masking task in a
stimulus with no spectral overlap between the target and
masking speech signals �and thus no significant opportunity
for energetic masking to occur�. For example, Spieth, Curtis,
and Webster �1954� high-pass filtered one talker at 1600 Hz
and low-pass filtered the other talker at 1600 Hz, thus creat-
ing a stimulus containing two independently intelligible
speech signals with no spectral overlap. These stimuli repro-
duced many of the masking effects associated with normal
multitalker stimuli, but presumably generated little or no en-
ergetic masking because there was no spectro-temporal over-
lap in the target and masking signals. This technique was
greatly expanded by Arbogast et al. �2002�, who used co-
chlear implant simulation software to divide the speech sig-
nal into 15 logarithmically spaced envelope-modulated sine
waves, and randomly assigned eight of these bands to the
target speech and six other bands to the masking speech.
Again, this resulted in a stimulus that presumably produced
little or no energetic masking but retained the potential
target-masker confusions that would normally be present in
multitalker speech.

The above studies have attempted to eliminate the ener-
getic masking component that would ordinarily occur in
speech-on-speech masking. An alternative approach is to de-
velop a stimulus that approximates the effects of energetic
masking but eliminates the potential nonenergetic target-
masker confusions that can occur in ordinary multitalker
stimuli. In order to be effective, such a stimulus has to ac-
count for the amplitude fluctuations that normally occur in a
masking speech stimulus, because these fluctuations produce
dips in the masking speech that allow listeners to obtain clear
“glimpses” of the target speech even when the overall signal-
to-noice ratio �SNR� is very unfavorable �Assmann and
Summerfield, 2004; Cooke, 2005; Culling and Darwin, 1994;
Miller and Licklider, 1950�. The simplest approach to this
problem is to amplitude modulate a continuous speech-
spectrum-shaped noise with the overall envelope of a natural
speech masker �Bronkhorst and Plomp, 1992; Brungart et al.,

2001; Festen and Plomp, 1990; Hawley et al., 2004�. How-
ever, this simplistic approach cannot account for the fact that
a speech masker can fluctuate differently in different fre-
quency bands, thus allowing the listener the opportunity to
hear glimpses of the target in different frequency regions at
different times �Buss et al., 2004�. Of course, it is possible to
amplitude modulate a noise with different envelopes in dif-
ferent frequency bands �Festen and Plomp, 1990�. However,
signals of this type are known to become recognizable as
intelligible speech when they contain more than a few inde-
pendently modulated frequency bands �Shannon et al.,
1995�, and, once this happens, there is a real possibility that
the masking “noise” could include speech-like spectro-
temporal patterns that could be confused with the target
speech and thus result in a significant amount of nonener-
getic masking.

We propose a new signal processing technique called
“ideal time-frequency segregation” �ITFS� that can approxi-
mate the energetic masking effects produced by a natural
speech masker across both time and frequency in a stimulus
with no audible masking signal that could potentially be con-
fused with the target speech. This approach, which is based
on the “ideal binary mask” notion that has been used as a
performance measure in computational auditory scene analy-
sis �CASA�, uses a priori information about the time-
frequency �T-F� composition of the target and masking sig-
nals to eliminate just those spectral and temporal regions of
the target signal that would ordinarily be rendered acousti-
cally undetectable by the presence of a more intense masking
sound. By eliminating these T-F regions, this procedure is
intended to retain the loss of information that would nor-
mally occur due to the effects of energetic masking. At the
same time, this procedure performs what could be viewed as
ideal time-frequency segregation by separating the T-F re-
gions of the stimulus that potentially contain information
about the target speech �and thus would be expected to con-
tribute to listener performance in a speech perception task�
from those regions that would only contain acoustic informa-
tion about the masking voice �and thus could potentially re-
duce performance by distracting the listener’s attention away
from the T-F regions associated with the target speech�.
Thus, the net effect of applying this ITFS procedure is to
create a stimulus that approximates the effect that energetic
masking would have for an “ideal” listener who is able to
successfully identify and utilize all of the detectable target
information in the stimulus.

The remainder of this paper is organized as follows.
Section II describes the technical details of how the ITFS
technique was implemented. Section III describes an experi-
ment that applied this technique to multitalker stimuli. Sec-
tion IV describes an experiment that extended this approach
to speech in the presence of a noise masker. Section V de-
scribes how the ITFS technique can be used as a conceptual
tool in a larger framework for quantifying the roles of ener-
getic and nonenergetic masking in auditory perception. Fi-
nally, Sec. VI summarizes the main conclusions from our
experiments.
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II. IDEAL TIME-FREQUENCY SEGREGATION

A. Relationship to “ideal binary masking”

The concept of ITFS is very closely related to the con-
cept of the ideal binary mask in CASA. Ideal binary masking
is a signal processing method that simply retains those T-F
regions of a mixture where the “target” source is stronger
and eliminates the T-F regions where “interfering” sources
are stronger. Such processing is called ideal because the
mask definition is based on the target and interfering signals
before mixing; also the ideal binary mask is the optimal bi-
nary mask in terms of SNR gain �Hu and Wang, 2004; Ellis,
2006�. In this context, the term “mask” refers not to the
addition of an interfering stimulus, as it does in psycho-
acoustics, but rather to a filter that completely eliminates
certain portions of a signal �those assigned to a “zero” value
in the mask� while allowing others �those assigned to a “one”
value in the mask� to pass through unimpeded. Binary mask-
ing is typically based on a two-dimensional T-F representa-
tion where the time dimension consists of a sequence of time
frames and the frequency dimension consists of a bank of
auditory filters �e.g., gammatone filters�. Thus the basic ele-
ment in the ideal binary mask paradigm is a T-F unit corre-
sponding to a specific filter at a particular time frame, and
the binary mask itself is a two-dimensional matrix where
each element corresponds to a single T-F unit. Those T-F
units where the mixture is dominated by the target are as-
signed a one in the binary mask, and those where the mixture
is dominated by an interfering sound are assigned a zero.

The above discussion makes it clear that the ideal binary
mask is generated by checking whether the SNR in each T-F
unit is greater than 0 dB. We can extend the definition of an

ideal binary mask by introducing a predefined local SNR
criterion �LC� so that those T-F units where the SNR is
greater than a predefined LC value are assigned one in the
ideal binary mask, and all the other T-F units are assigned
zero. The commonly used ideal binary mask in CASA then
corresponds to a LC value of 0 dB.

Figure 1 illustrates the ideal binary mask using a 0 dB
LC for a mixture of the male utterance “Ready Baron go to
blue one now” and the female utterance “Ready Ringo go to
white four now,” where the male utterance is regarded as the
target. The overall SNR of the mixture �measured from the
rms energy in each utterance� is 0 dB. In the figure, the top
left panel shows the T-F representation of the target utter-
ance, the top right panel the representation of the interfering
utterance, and the bottom left panel the representation of the
mixture. The middle panel shows the ideal mask, where
white and black indicate 1 and 0, respectively. The bottom
right panel shows the masked mixture using the ideal mask.
Note that the masked mixture is much more similar to the
clean target than the original mixture.

Figure 2 illustrates the effect that varying LC value has
on the ideal binary mask for the two-talker speech mixture
shown in Fig. 1. The left and right panels show the ideal
mask and resulting resynthesized mixture with the LC value
set at −12 dB �top row�, 0 dB �middle row�, and +12 dB
�bottom row�. As can be seen from the figure, increasing the
LC value makes the ideal binary mask more conservative by
requiring a higher local SNR in order to retain a particular
T-F unit and hence reduces the total number of T-F units
retained.

Although very few psychoacoustic experiments have

FIG. 1. An illustration of the ideal bi-
nary mask for a mixture of two utter-
ances with equal overall rms levels.
Top left: Two-dimensional T-F repre-
sentation of a target male utterance
�“Ready Baron go to blue one now”�.
The figure displays the rectified re-
sponses of the gamma-tone filter bank
with 128 channels, where the energy
value at each T-F unit is scaled to use
the gray scale color map from black to
white and is raised to the 1/4 power
for better display. Top right: Corre-
sponding representation of an interfer-
ing female utterance �“Ready Ringo
go to white four now”�. Middle: Ideal
binary mask generated at 0 dB LC,
where white pixels indicate 1 and
black pixels indicate 0. Bottom left:
Corresponding representation of the
mixture. Bottom right: Masked mix-
ture using the ideal mask.
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been conducted with ideal binary masks, the binary mask
pardigm has been used extensively in CASA. The notion of
the ideal binary mask was first proposed by Hu and Wang
�2001� as a computational goal of CASA, and was further
developed by Roman et al. �2003� and Hu and Wang �2004�.
Binary masks had been used as an output representation in
the CASA literature �Brown and Cooke, 1994; Wang and
Brown, 1999�. Cooke et al. �2001� used the a priori mask—
defined according to whether the mixture energy is within
3 dB of the target energy—in the context of robust speech
recognition. Roman et al. �2003� conducted speech intelligi-
bility tests and found that estimated masks that are very close
to ideal ones yield substantial speech intelligibility improve-
ments compared to unprocessed mixtures. Wang �2005� gave
an extensive discussion on the use of the ideal binary mask
as the computational goal of CASA.

B. Implementation

In applying the “binary mask” technique to auditory per-
ception, we make the assumption that human listeners also
perform a T-F analysis on the stimulus, and that the ideal
listener would employ a segregation strategy similar to the
one implemented in the ideal binary mask technique. In or-
der to evaluate how real listeners might be able to perform a
speech segregation task with such an “ideally segregated”
signal, the technique described in the previous section was
used to generate ITFS stimuli containing only those T-F re-
gions of the stimulus that were locally dominated by the
target speech. The procedures used to generate these stimuli
were very similar to those used in previous studies that em-
ployed binary masks �e.g., Hu and Wang, 2004�. For each
stimulus presentation, the ITFS processing was based on a
total of three input signals: a target signal, an interfering

signal, and a mixture signal of the target and the interference.
Each of these was first processed through a bank of 128
fourth-order gammatone filters with overlapping passbands
�Patterson et al., 1988� and with center frequencies ranging
from 80 to 5000 Hz on an approximately logarithmic scale.
The gammatone filter bank effectively decomposed the sig-
nals into arrays of 128 narrowband signals, which were fur-
ther divided into 20 ms time frames with 10 ms overlap in
order to produce a matrix of T-F units for each of the input
signals. This choice of the filterbank and time windowing is
commonly used in speech analysis but it is by no means
optimal—other choices are certainly possible. For example, a
bank of 64 or even 32 gammatone filters covering the same
frequency range has been previously used. Once T-F decom-
position is done, within each of the T-F units, a comparison
was made between the energy of the target and that of the
interference. The resulting local SNR for each T-F unit was
then compared to a predefined LC value to determine
whether to retain the unit.

Once this binary mask was defined, the output was re-
synthesized from the mixture using the same method that
was described by Weintraub �1985� �see also Brown and
Cooke, 1994; Wang and Brown, 1999�, which accounts for
across-filter phase shifts introduced by the gammatone filter
bank. In resynthesis, the binary mask was used to weight the
filter outputs in individual frames and the weighted outputs
were summed across all frequency channels to yield the re-
synthesized ITFS wave form.

III. EXPERIMENT 1: EFFECTS OF IDEAL
TIME-FREQUENCY SEGREGATION „ITFS…
ON SPEECH INTELLIGIBILITY WITH THE CRM TASK

The basic premise of the ITFS technique is that it ap-
proximates the signal that would be available to a “perfectly

FIG. 2. An illustration of ideal binary
masking at different LC values, using
the same speech mixture of two utter-
ances from Fig. 1. The three rows
show representations for three differ-
ent LC values �−12 dB, 0 dB, and
+12 dB from top to bottom�. The left
column shows the ideal binary mask in
each condition. The right column
shows the corresponding masked mix-
tures using these ideal masks. Note
that increasing the LC value makes the
binary masking procedure more con-
servative and thus decreases the num-
ber of retained T-F units.
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segregating” listener who could correctly extract all of the
T-F units containing useful information about the target
speech and completely ignore all of the other extraneous T-F
units in the stimulus. Thus, one would expect ITFS process-
ing to produce a large improvement in performance in listen-
ing situations where the masker is qualitatively similar to,
and thus potentially easily confused with, the target signal.
Experiment 1 was designed to examine the effect of ITFS
processing on the intelligibility of a stimulus that has been
shown to be highly susceptible to these types of target-
masker confusions; namely, a target speech signal from the
coordinate response measure �CRM� �Brungart et al., 2001�
masked by one, two, or three CRM phrases spoken by iden-
tical masking talkers and presented at the same level as the
target speech. In order to examine the impact of the LC value
on performance with ITFS signals, the stimuli were pro-
cessed with LC values ranging from −60 dB to +30 dB.

A. Methods

1. Listeners

Nine paid listeners participated in the experiment. All
had normal hearing and their ages ranged from 18 to 54.
Most had participated in previous auditory experiments, and
all were familiarized with the CRM task prior to conducting
this experiment.

2. Speech stimuli

The speech materials used in the experiment were de-
rived from the publicly available CRM speech corpus for
multitalker communications research �Bolia et al., 2000�.
This corpus, which is based on a speech intelligibility test
first developed by Moore �1981�, consists of phrases of the
form “Ready �call sign� go to �color� �number� now” spoken
with all possible combinations of eight call signs �“Arrow,”
“Baron,” “Charlie,” “Eagle,” “Hopper,” “Laker,” “Ringo,”
“Tiger”�; four colors �“blue,” “green,” “red,” “white”�; and
eight numbers �1–8�. Thus, a typical utterance in the corpus
would be “Ready Baron go to blue five now.” Eight talkers—
four males and four females—were used to record each of
the 256 possible phrases, so a total of 2048 phrases are avail-
able in the corpus.

For each trial in the experiment, a total of three audio
signals were randomly generated and stored for offline ITFS
processing prior to their presentation to the listeners. The
first audio signal �the “target” signal� consisted of a CRM
phrase randomly selected from all the phrases in the corpus
containing the target call sign “Baron.” The second audio
signal �the “interfering” signal� consisted of one, two, or
three different phrases randomly selected from the CRM cor-
pus that were spoken by the same talker used in the target
phrase but contained call signs, color coordinates, and num-
ber coordinates that were different from the target phrase and
different from each other. Each of these interfering phrases
was scaled to have the same overall rms power as the target
phrase, and then all of the interfering phrases were summed
together to generate the overall interfering signal used for the

binary mask processing. The third audio signal �the “mix-
ture”� was simply the sum of the target and interfering sig-
nals for that particular stimulus presentation.

Note that, although all of the individual masking talkers
in the mixture were scaled to have the same rms power, the
overall SNR was less than 0 dB in the conditions with more
than one interfering talker. In previous papers, we have clari-
fied this distinction by referring to the ratio of the target
speech to each individual interfering talker as the target-to-
masker ratio �TMR�, and by referring to the ratio of the
target talker to the combined interfering talkers as the overall
SNR �Brungart et al., 2001�. Under this terminology, the
mixture with two equal-level interfering talkers would have a
TMR value of 0 dB and an SNR value of approximately
−3 dB.

3. Ideal time-frequency segregation

Prior to the start of data collection, each set of three
audio signals �“target,” “interferer,” and “mixture”� was used
to generate a single ITFS stimulus at a single predetermined
LC value. A total of 29 different LC values, ranging from
−60 dB to +30 dB in 3 dB increments, were tested in the
experiment. In addition, an “unsegregated” condition was in-
cluded where the stimuli were simply processed using the
ITFS technique with a LC value of negative infinity �thus
including all T-F units in the resynthesized mixture�. This
control condition was essentially equivalent to simply pre-
senting the mixture to the listener, but it also captured any
distortions that might have occurred during the analysis and
resynthesis portions of the ITFS processing.

4. Procedure

The listeners participated in the experiment while seated
at a control computer in one of three quiet listening rooms.
On each trial, the speech stimulus was generated by a sound
card in the control computer �Soundblaster Audigy� and pre-
sented to the listener diotically over headphones �Sennheiser
HD-520�. Then an eight-column, four-row array of colored
digits corresponding to the response set of the CRM was
displayed on the CRT, and the listener was instructed to use
the mouse to select the colored digit corresponding to the
color and number used in the target phrase containing the
call sign Baron.

The trials were divided into blocks of 50, each taking
approximately 5 min to complete. Each subject participated
in 90 blocks for a total of 4500 trials per subject. These
included 150 trial combinations for each of the 30 LC values
�including the unsegregated condition� evenly divided
among three talker conditions �two-talker, three-talker, and
four-talker, corresponding to one-interferer, two-interferer,
and three-interferer, respectively�. The trials were also bal-
anced to divide the eight target speakers as evenly as pos-
sible across the trials collected in each condition for each
subject.

B. Results and discussion

Figure 3 shows the percentage of trials where the listen-
ers correctly identified both the color and the number in the

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Brungart et al.: Ideal time-frequency segregation 4011



target phrase as a function of LC for each of two, three, and
four simultaneous talker configurations in the experiment.
The data were averaged across the listeners used in the ex-
periment, and the error bars in the figure represent the 95%
confidence interval of each data point. The points at the far
left of the figure �labeled unsegregated� represent the control
conditions where all of the T-F units were retained in the
resynthesized signal. These points indicate that the listeners
were able to correctly identify the color and number coordi-
nates in the stimulus in approximately 50% of the trials with
two simultaneous talkers, 25% of the trials with three simul-
taneous talkers, and 12% of the trials with four simultaneous
talkers. These results are consistent with previous experi-
ments that have examined performance in the CRM task with
two, three, or four identical talkers �Brungart et al., 2001�.

Although the overall number of correct color and num-
ber identifications clearly decreased as the number of talkers
in the stimulus increased, the general pattern of performance
was similar for all three of the talker conditions tested. For
purposes of discussion, it is easiest to divide these perfor-
mance curves into three distinct regions that are clearly de-
fined in all three of these performance curves shown in Fig.
3 and have very different interpretations with respect to the
effect of LC. Before discussing each of these regions in de-
tail, we describe the performance for the LC value of 0 dB,
which corresponds the standard definition of the ideal binary
mask discussed in Sec. II.

1. LC Value of 0 dB: Effects of energetic masking at a
TMR value of 0 dB

As discussed earlier, the basic premise of the ITFS tech-
nique is that its application with a LC value at or near 0 dB
preserves the effects of energetic masking in the stimulus but
eliminates errors due to target-masker confusions. Under this
premise, the point with 0 dB LC in Fig. 3 can be roughly
interpreted as the theoretical maximum level of performance
that could be achieved if the listener were able to success-
fully segregate and identify all of the detectable acoustic el-
ements of the target talker in the stimulus.

An examination of the results in Fig. 3 shows that the
listeners in the 0 dB LC condition correctly identified the
color and number in the target phrase nearly 100% of the
time even in the most difficult four-talker condition. This
represents a dramatic improvement in performance over the
unsegregated conditions, where performance ranged from
12% correct responses in the four-talker condition to 50%
correct responses in the two-talker condition. Since the
elimination of the T-F regions with negative local SNR val-
ues would not provide additional information about the tar-
get, our explanation for the large improvement in perfor-
mance in the ITFS condition is that performance in the
unsegregated condition was primarily dominated by nonen-
ergetic masking effects due to the listener confusing the tar-
get and masking voices.

2. Region I: Energetic masking effects
at LC values greater than 0 dB

The curves in Region I of Fig. 3 show that performance
in the ITFS condition systematically decreased as the LC
value increased above 0 dB. The fact that performance was
near 100% when LC=0 dB and that it began to decrease
almost immediately when LC increased above 0 dB is infor-
mative, because it implies that the listeners were able to ob-
tain a significant amount of information from T-F regions of
the stimulus that had local SNR values between 0 and
+3 dB. This clearly shows that listeners can �and do� extract
information from T-F regions of the stimulus with local SNR
values as low as 0 dB, thus supporting the somewhat arbi-
trary choice of 0 dB as the nominal local SNR point differ-
entiating between those T-F units which provide the listener
with useful information about the target and those that only
provide useful information about the masker.

The drop off in performance when LC�0 dB is also
informative in another way. By the definition of ITFS, each
1 dB increase in the LC value produces a 1 dB increase in
the minimum local SNR value required for a given T-F unit
to be retained. This means that each 1 dB increase in LC
above 0 dB eliminates exactly the same T-F units from the
stimulus that would be eliminated if LC remained unchanged
but the level of the masker increased by 1 dB. Thus, to a first
approximation, the level of performance achieved for an
ITFS stimulus with a LC value of +L dB is approximately
equivalent to the level of performance that could be achieved
with just the energetic component of speech on speech mask-
ing in the corresponding stimulus with the overall SNR re-
duced by L dB �this assumption will be tested in the next
experiment�. The Region I performance with positive LC

FIG. 3. Percentage of trials in Experiment 1 in which the listeners correctly
identified both the color and number coordinates in the target phrase as a
function of the LC values. The legend indicates the number of simultaneous
talkers tested in the experiment. The error bars represent 95% confidence
intervals �±1.96 standard errors� in each condition, calculated from the
pooled data collected from all the subjects in the experiment. Because of the
discontinuity in the performance curve at 0 dB, two different logistic curves
were used to fit the positive and negative LC values in each talker condition
�Cavallini, 1993�. At negative LC values, this logistic curve was set to
asymptote at the performance value achieved in the unsegregated control
condition. Note that the target and maskers always were presented at the
same overall rms level �i.e., 0 dB TMR� prior to the application of the ITFS
procedure.
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values could therefore be interpreted as an indicator of the
effect of purely energetic masking on multitalker speech per-
ception with the corresponding reduction of overall SNR.
These results would then suggest that energetic masking has
a remarkably small impact on the performance with the mul-
titalker CRM task. At a TMR of 0 dB, performance was near
100% even for a stimulus containing four simultaneous
same-talker speech signals, which corresponds to an overall
SNR of approximately −4.8 dB. Even when the effective
SNR value was reduced by 30 dB �LC=30 dB�, performance
was near 35%correct in the two-talker condition and better
than chance �3%� even in the four-talker condition.

3. Region II: Plateau in performance at LC values from
−12 to 0 dB

In the range of LC values between −12 and 0 dB, the
listeners consistently exhibited near-perfect identification
performance �100% correct responses� in all three of the
talker configurations tested. In this region, the stimulus con-
tained all of the available speech information about the tar-
get, but only those T-F regions of the masker that were
slightly more intense than the target. These units with stron-
ger masking energy did not significantly interfere with the
recognition of the target speech, presumably either because
there were not enough of them to be perceived as a compet-
ing speech signal or because they only occurred in T-F re-
gions that already contained a significant amount of energy
in the target signal.

4. Region III: Target-masker confusion at LC values
less than −12 dB

When the LC values used to generate the ITFS stimuli
fell below −12 dB, the stimulus started to include progres-
sively more T-F units in places where relatively little or no
energy was present in the target. These units produced a
rapid decrease in performance, from near 100% at LC value
of −12 dB to approximately the same level of performance
achieved in the unsegregated condition when LC=−40 dB.
Decreasing the LC value below −40 dB caused no further
degradation in performance, presumably because all of the
relevant phonetic information in the interferer was already
present in the stimulus when the LC value was −40 dB.

Decreasing the LC value below 0 dB has essentially no
impact on the total amount of phonetic information in the
target that is available to the listener. All of the T-F units that
include usable information about the target are presumably
included in the stimulus at a LC value of 0 dB. What hap-
pens when LC is reduced below 0 dB is that some of the T-F
regions that primarily include phonetic information about the
interferer are added back into the stimulus. Thus, the de-
crease in performance that occurs at negative LC could only
be attributed to the listener becoming confused about which
acoustic elements belong to the target and which acoustic
elements belong to the interferer.

5. Error analysis

Although the error rates shown in Fig. 3 provide an
overall picture of the effect that the LC value of the binary
mask had on performance in the CRM task, additional in-
sights can be obtained by further analyzing the types of er-
rors the listeners made in the experiment. The area graphs in
Fig. 4 divide the listeners’ color and number responses in the
two-talker condition of the experiment into three categories:
correct responses that matched the color or number word in
the target phrase �black region in the graph�, incorrect re-
sponses that matched the color or number word in the inter-
fering phrases �meshed region in the graph�, and incorrect
responses that did not match either of the color or number
words present in the stimulus �white region in the graph�.
Again, the results are somewhat different in the three regions
of the figure. In Region II, where the LC value was between
−12 and 0 dB, the listeners responded correctly nearly 100%
of the time and no meaningful error analysis is possible. In
Region I, where the LC value was greater than 0 dB, the
incorrect responses were essentially random: the incorrect
number responses matched the number in the masking
phrase roughly 1/7 of the time, and the incorrect color re-
sponses matched the color in the masking phrase roughly 1/3
of the time. Again, this is consistent with the effects of en-
ergetic masking: the elimination of phonetic information
from the target due to energetic masking has no particular
tendency to bias the listener towards any alternative response
word, so the incorrect responses are randomly distributed
across all the possible alternatives available in the response
set.

In Region III, where the LC value was less than −12 dB,
the distribution of incorrect responses was much different. In

FIG. 4. Distribution of listener color and number responses in the two-talker
condition of Experiment 1. The top panel shows the distribution of listener
number responses in the experiment: the black area indicates correct re-
sponses that matched the number word in the target phrase; the mesh area
indicates incorrect responses that matched the number word in the masking
phrase; the white area indicates responses that did not match either of the
number words contained in the stimulus. The bottom panel shows the same
information for the color responses in Experiment 1.
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that region, virtually 100% of the incorrect responses
matched the color or number contained in the masking
phrase, and almost none contained a color or number word
that was not present in the stimulus. This is consistent with
the assumption that target-masker confusions are responsible
for the decrease in performance in that condition: the addi-
tion of the acoustic elements dominated by the masking
phrase at negative LC values introduced a second intelligible
voice into the stimulus that confused the listener about which
voice to respond to.

It is worth noting that there is never any point at any
negative LC value where the listeners exhibited a significant
number of incorrect responses that did not match the inter-
fering phrase in the stimulus. At modestly negative LC val-
ues, one might expect that some point could occur where
there would be enough low-level phonetic interferer ele-
ments in the stimulus to confuse the listener about the con-
tents of the target phrase, but not enough to allow the listener
to understand the contents of the interfering phrase. Such a
point would be expected to produce an increase in overall
error rate with a random distribution of errors similar to that
seen in Region I of the figure. However, no such region
exists at negative LC values in Fig. 3. This implies that the
acoustic elements of the interferer that are added to the
stimulus at negative LC values have no effect on the recog-
nition of the target phrase until they themselves become in-
telligible and present the listener with an alternative interpre-
tation of key words spoken by the target talker.

IV. EXPERIMENT 2: EFFECTS OF IDEAL TIME-
FREQUENCY SEGREGATION ON SPEECH
PERCEPTION IN NOISE

The results of Experiment 1 clearly show that applica-
tion of the ITFS technique produces a dramatic improvement
in performance in a multitalker listening task where the con-
fusability of the target and masking signals plays a dominant
role in determining overall performance. However, as a com-
parison it is also helpful to examine what effect the technique
might have on the intelligibility of speech in noise, where
confusability of the target and masking signals has a much
smaller impact on performance than the spectral overlap of
the target and masking signals. Also, there was a desire to
test the validity of the assumption, outlined in Sec. III B 2,
that there was a rough equivalence in terms of energetic
masking between the information lost by a 1 dB increase in
the LC value of the stimulus at a fixed SNR and a 1 dB
decrease in the SNR of the stimulus at a fixed LC value.
Thus a second experiment was conducted to examine the
effect of ITFS processing on the perception of speech in
noise.

A. Methods

1. Listeners

A total of nine paid listeners participated in Experiment
2. All had normal hearing and their ages ranged from 21 to
55. Most had participated in previous auditory experiments,
and all were familiarized with the CRM task prior to con-
ducting this experiment.

2. Stimulus generation

The target phrases used in the experiment were derived
from the same CRM corpus used in Experiment 1. However,
in Experiment 2 these phrases were masked by noise rather
than speech. Two different types of Gaussian noise interfer-
ers were used to generate the stimuli used in the experiment.
The first was a continuous speech-shaped noise masker that
was spectrally shaped to match the average long-term spec-
trum of all of the phrases in the CRM Corpus �Brungart,
2001�. The second was a speech-shaped masker that was
modulated to match the overall envelope of a speech phrase
that was randomly selected from all the nontarget phrases in
the CRM corpus. This envelope was extracted by convolving
the absolute value of the CRM phrase with a 7.2 ms rectan-
gular window. The resulting envelope was then multiplied
with a continuous speech-spectrum-shaped Gaussian noise to
generate a modulated noise that simulated the amplitude
fluctuations that typically occur in the overall envelope of a
natural speech utterance �Brungart, 2001�.

3. Ideal time-frequency segregation

Prior to the start of data collection, each of the 256
phrases that contained the call sign Baron was used to con-
struct a total of 60 different stimulus wave forms for eventual
presentation in the experiment. These stimulus wave forms
consisted of all combinations of two different types of noise
�continuous and modulated�, ten different effective SNR con-
ditions �ranging from −27 to 0 dB in 3 dB steps�, and three
different types of ITFS processing. These three types of pro-
cessing were:

(a) Method 1 ITFS: Fixed mixture SNR, variable LC
values. Method 1 used the same procedure for generating the
ideal mask that was used in Experiment 1, where the LC
value used to calculate the binary mask was varied and the
resulting mask was applied to a stimulus with a fixed SNR
value of 0 dB. Each Method 1 stimulus was generated by
scaling the interfering noise wave form to have the same
overall rms power as the target speech �i.e., an SNR of
0 dB�, calculating the ideal mask for this mixture with LC
set to one of ten values ranging from 0 to 27 dB, and using
this ideal mask to resynthesize the speech from the 0 dB
SNR mixture.

(b) Method 2 ITFS: Variable mixture SNR values, fixed
LC value. Method 2 was designed to test the assumption,
outlined in Section III B 2, that each 1 dB increase in LC
value was roughly equivalent in terms of the effects of ener-
getic masking to a 1 dB decrease in the overall SNR of the
stimulus. Each Method 2 stimulus was generated by scaling
the rms power of the interfering noise wave form to one of
10 SNR values relative to the target speech �ranging from 0
to −27 dB in 3 dB steps�, calculating the ideal mask for this
mixture with LC set to 0 dB, and using this ideal mask to
resynthesize the speech from the same SNR mixture used to
generate the binary mask. Note that this processing resulted
in a stimulus with the same binary mask as the correspond-
ing stimulus generated by Method 1 �i.e., the same set of T-F
units retained� but a lower local SNR value within each re-
tained T-F unit.
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(c) Unsegregated. Each unsegregated stimulus was gen-
erated by scaling the rms power of the interfering speech
wave form to the appropriate SNR value relative to the target
speech and resynthesizing the resulting mixed speech with a
binary mask set to a value of 1 in every T-F unit. This pro-
cessing was used to ensure that any artifacts introduced by
the ideal mask processing software were also included in the
unsegregated control condition.

4. Procedure

We used the same procedure as in Experiment 1 except
for the following. In stimuli with SNR less than 18 dB, these
stimuli were scaled to present the target at the same overall
sound level �roughly 60 dB sound pressure level �SPL��. In
those stimuli with a SNR value greater than 18 dB, the
stimuli were scaled to ensure that the overall level of the
unsegregated stimulus �noise plus speech� would not exceed
80 dB SPL. The trials were divided into blocks of 50–100
trials, with each trial taking approximately 5 min to com-
plete. Preliminary testing revealed that target speech was
completely inaudible in the unsegregated continuous noise
conditions with SNR lower than −15 dB and in the ITFS
continuous noise conditions with SNR values lower than
−21 dB �or equivalently those with LC values greater than
15 or 21 dB in Method 1�. These eight conditions were
eliminated from subsequent data collection. Thus, each lis-
tener participated in a total of 48 trials in each of 52 remain-
ing stimulus conditions, for a grand total of 2496 trials for
each of the nine listeners in the experiment.

B. Results and discussion

Figure 5 shows the percentage of correct color and num-
ber identifications in each condition of Experiment 2. The
left panel shows performance in the continuous noise condi-
tions, and the right panel shows performance in the modu-
lated noise conditions. The circles show performance in the
Method 1 ITFS condition as a function of the negative of the
LC value used to generate the stimulus. The diamonds show

performance in the Method 2 ITFS condition as a function of
the overall SNR value of the mixture used to generate the
stimulus. The open triangles show performance in the unseg-
regated control condition as a function of SNR.

Overall, the results in the unsegregated control condition
were consistent with earlier experiments that have examined
CRM performance with similar types of masking noise
�Brungart, 2001�. In both the continuous and modulated
noise conditions, performance was near 100% when the SNR
was near 0 dB. At lower SNR values, both conditions exhib-
ited a decrease in performance with the ogive-shaped curve
that typically occurs in speech-in-noise intelligibility tests.
However, this decrease in performance was much more rapid
in the continuous noise condition than in the modulated noise
condition. In fact, performance in the unsegregated modu-
lated noise condition was significantly better than chance
�3%� even at the lowest SNR value tested. This result clearly
illustrates the intelligibility advantages that can be obtained
by listening to target speech “in the gaps” of a fluctuating
masking sound.

Comparing the results from the unsegregated conditions
of the experiment to those from the ITFS conditions, it is
apparent that performance curves for the Method 1 and
Method 2 stimuli were very similar to one another, and that
they were almost identical in shape to those obtained in the
unsegregated condition. This suggests that the application of
an ideal binary mask with an LC value of 0 dB improved the
intelligibility of a speech stimulus masked by noise by
roughly 2–5 dB. While not inconsiderable, this improvement
appears small relative to the dramatic 50 to 90 percentage
point improvements obtained by applying the same binary
mask to the 2, 3, and 4-Talker stimuli tested in Experiment 1.
Thus it seems that the application of the ideal binary mask
had less effect when the target speech signal was masked by
noise than when it was masked by speech. These results also
have two additional major implications.

The first implication is that there is a very strong �nearly
one-to-one� relationship between the amount of masking
caused by a 1 dB decrease in the SNR of a noise-masked

FIG. 5. Percentage of correct identifications of both color and number in each condition of Experiment 2. The left panel shows performance in the continuous
noise conditions, and the right panel shows performance in the modulated noise conditions. The circles show performance in the Method 1 ITFS condition as
a function of the negative of the LC value used to generate the stimulus. The diamonds in the figure show performance in the Method 2 ITFS condition as
a function of the SNR value of the auditory mixture used to generate the stimulus. The open triangles show performance in the unsegregated control condition
as a function of the SNR of the target speech. The error bars represent 95% confidence intervals �±1.96 standard errors� in each condition, calculated from the
pooled data collected from all the subjects in the experiment.
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speech signal and the loss of acoustic information caused by
a 1 dB increase in the LC value used to create an ITFS
stimulus.

The second major implication of Experiment 2 is that
the pattern of the T-F units preserved by the application of
ITFS has a much greater impact on performance than the
underlying local SNR values of these T-F units. In this ex-
periment, the Method 1 and Method 2 stimuli were designed
to produce exactly the same ideal masks, and thus to retain
exactly the same T-F units, at each stimulus SNR. The only
difference between the two methods was that the local SNR
value within each retained T-F unit of the Method 2 stimulus
was substantially lower than in the corresponding T-F unit of
the Method 1 condition. Yet, despite these substantially
higher local SNR values in the Method 1 condition, the re-
sults in Fig. 5 show that performance was nearly identical for
the two methods at all SNR values tested. This result sug-
gests that speech perception is much more limited by the
listener’s ability to determine where the energy in the target
speech is located in the T-F domain than by the ability to
extract specific target information within individual T-F
units.

V. GENERAL DISCUSSION

A. Relationship between ITFS, speech segregation,
and informational masking

Speech segregation is an extremely complicated process
that depends on many variables. In the introduction, we sug-
gested that a possible way to approximate speech segregation
at a basic level is to view it as a relatively simple two-stage
analysis of the T-F representation of the auditory mixture.
The input to this analysis is provided by the auditory periph-
ery, which can be viewed as a T-F analyzer with resolution
that is limited in frequency by the bandwidths �critical
bands� of the cochlear filters and in time by the occurrence of
forward and backward masking within each critical band.
Thus, the output from the auditory periphery could be
viewed as an array of individual T-F units, with each unit
representing the auditory signal that occurs at a particular
time and frequency in the acoustic stimulus, and with the
size �i.e., bandwidth and length� of each unit representing the
smallest auditory event capable of being individually re-
solved by the auditory periphery.

Given this array of T-F units, the goal of speech segre-
gation is to find a way to extract target speech from an acous-
tic mixture containing competing sounds. This can be viewed
as consisting of two distinct, but interrelated, stages. The first
stage is performed at the level of individual T-F units. Be-
cause each T-F unit is, by definition, too small to allow the
resolution of individual sounds within the same unit, there
are really only a few possible outcomes for a given unit
within a complex acoustic mixture. When the unit contains
substantially more energy from the target than from the
masker, the characteristics of the T-F unit are essentially
identical to those of the target alone, and there should be
little loss of information due to the presence of the masker.
When the unit contains substantially more energy from the
masker, information from the target is expected to be lost,

and the characteristics of the T-F unit should approximate
those of the masker. When the unit contains comparable
amounts of energy from the target and masker, the properties
of the T-F unit would be corrupted, matching neither the
target nor the masker. In the last two cases, where the masker
energy in an individual T-F unit is comparable to or greater
than the target energy in that unit, the resulting corruption or
elimination of the target information would be an example of
energetic masking.

In the second stage of the two-stage speech segregation
process, the listener examines all of the T-F units in the mix-
ture and uses the acoustic characteristics of each unit deter-
mined in the first stage, along with any available a priori
information about the characteristics of the target, to deter-
mine which T-F units should be associated with the target
and integrated into the single acoustic image of the target.
This is a classic auditory grouping task, and it presumably
makes use of a variety of grouping cues such as common
onsets or offsets, amplitude or frequency co-modulations,
common periodicity across frequency, and a priori templates
for complex spectro-temporal patterns in speech or non-
speech sounds �Bregman, 1990�.

Ideally, the output of the second stage would be a com-
posite signal that includes all of the T-F units containing
useful information about the target speech, and excludes all
the other units. In reality, however, this segregation process
is unlikely to be perfect, as suggested by the performance
differences between an unsegregated mixture and the corre-
sponding ITFS processed version shown in Fig. 3. Two kinds
of errors could be made in this segregation process. Listeners
could inadvertently exclude some T-F units that contain use-
ful information about the target, resulting in a loss of rel-
evant information from the target. They could also inadvert-
ently include some T-F units that only contain acoustic
energy from the masker, resulting in a garbled signal that
might not be completely intelligible. We contend that these
two types of segregation errors represent the very core of the
nonenergetic form of masking, often referred to as informa-
tional masking, that occurs when the listener is unable to
segregate the acoustically detectable portions of the target
speech from the similar-sounding acoustically detectable
portions of the interfering speech �Brungart, 2001; Cahart
and Tillman, 1969; Freyman et al., 1999; Kidd et al., 1998;
Pollack, 1975�.

Because the underlying processes involved in speech
segregation are extremely complicated, it is very difficult �or
perhaps impossible� to completely isolate the contributions
that energetic and informational masking make to overall
segregation performance in realistic stimuli. However, if we
are willing to make some simplifying assumptions, we could
use a tool such as the ITFS technique to get a rough estimate
of the effects that energetic and informational masking have
on the perception of an arbitrary stimulus. The first approxi-
mation is that the application of the ITFS technique with a
LC value of 0 dB provides a rough estimate of the effect that
purely energetic masking has on the perception of a mixture.
The second approximation is that the relative effect of infor-
mational masking on an arbitrary acoustic stimulus can be
approximated by the smallest positive LC value required to
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bring ITFS-processed recognition performance down to the
level obtained in the unsegregated condition. This opera-
tional metric of informational masking is based on the first
approximation plus the assumption that each 1 dB increase
in the LC value eliminates the same T-F units �and thus
produces approximately the same loss of information� as the
energetic masking caused by each 1 dB decrease in the over-
all SNR value of the stimulus. By this metric, the amount of
informational masking produced by the speech maskers in
Experiment 1 ranges from 22 to 25 dB, while that produced
by the noise maskers in Experiment 2 is from 3 to 5 dB.
While this result is clearly consistent with the general notion
that speech-on-speech masking produces far more informa-
tional masking than speech-in-noise masking, much more
data will be needed to determine if this crude metric will
prove to be a viable way to compare the effects of informa-
tional masking across different types of complex stimuli.

B. Caveats

We believe the ITFS technique can be a valuable tool for
assessing the effects of energetic masking in complex speech
perception tasks. Because it makes no assumptions about the
characteristics of the underlying stimulus, the technique has
the potential to be applied to other complex listening tasks
that tend to produce informational masking. However, a
number of caveats should be kept in mind when applying
this technique.

The first is that the technique is much better suited for
tasks that require the identification or recognition of acoustic
stimuli than for those that require the detection of acoustic
stimuli. What we have measured is the intelligibility �or rec-
ognition� of target speech in the presence of interfering
speech or noise, not the detection of the target signal. In a
detection task, there would of course never be any retained
T-F unit in the target-absent stimuli, so the use of the ITFS
technique would essentially be meaningless �that is to say
that the detection level of the stimulus would be determined
artificially by the LC value and not by the performance of the
subject�. Since we have not directly measured target detec-
tion, which is closely tied to energetic masking, one should
keep in mind that our analysis on energetic masking is based
on assumptions and approximations. The ITFS technique is
intended to largely remove the effects of informational mask-
ing, and our data clearly show that such processing leads to
dramatic improvement in target intelligibility despite energy
overlap between target and interfering voices. Although we
have argued that the technique should introduce minimal im-
pact on energetic masking, future experiments are needed to
test whether, or to what extent, our argument holds.

The second important caveat about ITFS technique is
that it is intended only as tool to evaluate the relative impor-
tance of spectral overlap in the identification or recognition
of complex stimuli. It makes assumptions about the segrega-
tion of speech stimuli that are clearly not true for human
listeners, and it should not be taken as a plausible model of
human speech segregation.

The third point of caution about the ITFS technique is
that its utility very much depends on how accurately the

bandwidths of the auditory filters and the lengths of the tem-
poral windows used to decompose the stimulus into T-F units
correspond to the spectral and temporal resolution of the hu-
man auditory system. The T-F units used in this experiment
are believed to be reasonable estimates of the effective spec-
tral and temporal resolution of human listeners for speech
stimuli, but they may not be appropriate for other types of
stimuli, particularly those involving transients. Even for
speech stimuli, our ITFS processing uses a common but
fixed way of decomposing a signal into T-F units and we
have not evaluated the effects different T-F resolutions may
have on intelligibility performance. In addition, our ITFS
processing does not take any nonlinear effects of masking
into account, so it will almost certainly provide incorrect
results for stimuli involving very high-level masking sounds.
Also not incorporated is nonsimultaneous energetic masking
which can occur either due to the upward or downward
spread of masking in the frequency domain or due to forward
or backward temporal masking. In theory, it should be pos-
sible to develop a more sophisticated ITFS technique that
would take these factors into account and produce a more
accurate estimate of the effects of energetic masking in a
wider range of listening environments.

Finally, it is important to note that the relatively insig-
nificant role of energetic masking that seemed to occur in
this set of experiments was probably related to the relatively
small response set used in the CRM corpus. Because they are
restricted to four phonetically distinct color alternatives and
eight phonetically distinct number alternatives, the key
words in the CRM phrases are relatively easy to understand
even in extremely noisy environments �Brungart et al.,
2001�. Presumably, the effects of energetic masking would
be substantially greater for other speech perception tests
based on speech materials with phonetically similar response
alternatives, such as the Modified Rhyme Test �House et al.,
1965�, or with larger response sets of phonetically balanced
words or nonsense syllables. However, a recent study by
Roman et al. �2003� used unrestricted and semantically pre-
dictable sentences from the Bamford-Kowal-Bench corpus
�Bench and Bamford, 1979� and found that the binary masks
that are very close to ideal binary masks with 0 dB LC are
very effective in removing interfering sounds �competing
speech or babble noise� and improving speech intelligibility
in low SNR conditions. Further research is needed to empiri-
cally quantify how much greater the impact of energetic
masking is in multitalker listening tasks based on these more
difficult speech perception tests.

VI. CONCLUSIONS

This paper has introduced “Ideal Time-Frequency Seg-
regation” as a tool for evaluating the relative contributions
that informational and energetic masking make to the overall
perception of complex speech stimuli. In general, the results
of the experiment are consistent with those of earlier experi-
ments that have examined informational masking in multi-
talker speech perception. Specifically, they show that infor-
mational masking dominates multitalker perception with the
Coordinate Response Measure corpus, and that energetic
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masking has a relatively much greater impact on speech-in-
noise masking than on speech-on-speech masking. Indeed,
the effects of energetic masking caused by the speech
maskers tested in this experiment were so small relative to
those produced by equivalently powerful noise maskers that
they suggest that spectral overlap may play only a relatively
small role in most speech recognition tasks involving more
than one simultaneous talker. Further ITFS tests with differ-
ent types of speech materials will be needed to determine if
this conclusion generalizes beyond the limited CRM corpus
tested in this experiment.

Our results also have strong implications for CASA re-
search, where, as discussed in Sec. II, the notion of ideal
binary masking was first introduced as a computational goal
of CASA. First, the results from our experiments confirm
that the ideal binary mask is a very effective technique to
improve human speech intelligibility performance in the
presence of competing voices. Second, while the commonly
used 0 dB LC corresponds to a particularly simple and intui-
tive comparison, its validity has not been systematically veri-
fied in speech intelligibility tests. Our results show that this
is indeed a good choice to achieve intelligibility scores near
100%. On the other hand, the 0 dB LC is near the borderline
of a performance plateau that centers at −6 dB for the con-
ditions of one, two, and three competing talkers. Since
CASA systems must estimate the ideal binary mask, errors in
estimation have to be considered. This suggests that the LC
value of −6 dB is actually a better criterion to aim for than
the 0 dB LC, at least for improving human speech perception
in multitalker environments.
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Simulations of cochlear implants have demonstrated that the deleterious effects of a frequency
misalignment between analysis bands and characteristic frequencies at basally shifted simulated
electrode locations are significantly reduced with training. However, a distortion of
frequency-to-place mapping may also arise due to a region of dysfunctional neurons that creates a
“hole” in the tonotopic representation. This study simulated a 10 mm hole in the mid-frequency
region. Noise-band processors were created with six output bands �three apical and three basal to the
hole�. The spectral information that would have been represented in the hole was either dropped or
reassigned to bands on either side. Such reassignment preserves information but warps the place
code, which may in itself impair performance. Normally hearing subjects received three hours of
training in two reassignment conditions. Speech recognition improved considerably with training.
Scores were much lower in a baseline �untrained� condition where information from the hole region
was dropped. A second group of subjects trained in this dropped condition did show some
improvement; however, scores after training were significantly lower than in the reassignment
conditions. These results are consistent with the view that speech processors should present the most
informative frequency range irrespective of frequency misalignment. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2359235�

PACS number�s�: 43.71.Ky, 43.71.Es, 43.66.Ts �KWG� Pages: 4019–4030

I. INTRODUCTION

Regions of the cochlea where there are no functioning
inner hair cells and/or neurons have been referred to as “dead
regions” �Moore, 2004; Moore and Glasberg, 1997� and
“holes in hearing” �Shannon, Galvin, and Baskent, 2002�.
The transduction of basilar membrane vibrations into audi-
tory neural impulses is not possible within dead regions.
Even so, if a sound contains frequencies corresponding to the
characteristic frequencies �CFs� of the dead region, it is still
possible for these frequencies to be detected. If the acoustic
intensity of this part of the signal is sufficiently great, the
vibration pattern of the basilar membrane will spread to lo-
cations neighboring the dead region, where the hair cells are
still functioning. Consequently, the frequency information is
received but activates neurons in the “wrong” tonotopic lo-
cation. It is questionable whether “off-frequency” listening
of this nature is beneficial to speech perception. For example,
a number of studies have examined the benefits of amplifi-
cation for individuals with high frequency hearing loss and
suspected associated dead regions. In these studies the gain
of the subjects’ hearing aids was set to make the high fre-
quencies audible. Amplification, however, often did not im-
prove speech intelligibility and sometimes even resulted in
poorer performance �Ching, Dillon, and Byrne, 1998; Hogan
and Turner, 1998; Turner and Cummings, 1999�. In the stud-
ies of Vickers, Moore, and Baer �2001� and Baer, Moore, and
Kluk �2002�, most listeners benefited from the amplification
of frequencies somewhat above �1.7 times� the estimated

edge-frequency of the dead region. However, when frequen-
cies higher than this were amplified, performance hardly
changed, and even worsened for some individuals. In most
cases it was assumed that those individuals who did not ben-
efit from high frequency amplification lacked functional hair
cells and/or neurons in the basal part of the cochlea, and that
signal detection was being mediated by hair cells at the
boundary of, rather than within, the dead region.

Dead regions, or “holes in hearing,” may also have a
significant impact on speech perception by cochlear implant
listeners, for whom the effective performance of their de-
vices relies on there being functioning neurons at electrode
locations. Elevated electrical thresholds may be evident for
implant electrodes situated within a dead region, and the nor-
mal clinical solution in this sort of situation would be to
increase the stimulation levels to the relevant electrodes �Sh-
annon et al., 2002�. However, this may cause the electrical
activation to spread away from the hole region to neighbor-
ing areas of surviving neurons, once again resulting in warp-
ing of the tonotopic representation of spectral information.
Bearing in mind the previously described results from hear-
ing aid users, Shannon et al. �2002� hypothesized that spec-
tral warping in cochlear implants may result in poorer levels
of speech intelligibility than if the spectral information from
the hole was simply lost. The authors assessed the impact of
spectral holes of varying size �1.5–6 mm� and location with
both implant patients and normally hearing listeners, the lat-
ter using noise-vocoder simulations of CI signal processing.
Holes were created by turning off certain electrodes, or by
eliminating the relevant output noise bands. Also examined
was whether the frequency information from the hole regionsa�Electronic mail: matthew@phon.ucl.ac.uk
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could be usefully preserved by remapping the relevant analy-
sis bands to electrodes/output noise bands apical to the hole,
basal to the hole, or both sides of the hole; however, these
remapping conditions also entailed a warping of the place
code of the spectral envelope. The results showed that speech
recognition scores were significantly reduced when the holes
were at least 4.5 mm wide. Holes in the apical region were
the most damaging, while speech information that is highly
dependent on spectral cues—vowel identity and consonantal
place of articulation—were affected more than information
that is predominantly temporally cued—voicing and manner
of consonant articulation. Crucially, conditions that at-
tempted to preserve frequency information by remapping it
around the hole—and thus warping the place code—
appeared to produce results no better than those achieved
when the information from the hole region was simply
dropped. The authors concluded that these results were not
encouraging for the prosthetic restoration of lost information
due to a hole in the receptor array, suggesting that the pattern
of spectral information becomes unusable when not pre-
sented to the correct tonotopic location.

Similar conclusions have been drawn from studies into
absolute frequency-place shifting in implants, arising from
shallow electrode array insertions. Here, the tonotopic mis-
match between the analysis bands in the speech processor
and the CFs at implanted electrodes is equivalent to a basal-
ward basilar membrane shift. A number of simulation studies
have shown that listeners could tolerate shifts of 3 mm, but
that larger shifts produced large decrements in speech recog-
nition performance �Dorman, Loizou, and Rainey, 1997; Sh-
annon, Zeng, and Wygonski, 1998; Fu and Shannon, 1999�.
However, it is important to note that the subjects in these
experiments were given no training and, therefore, had little
time to adapt to the effects of tonotopic mismatch. In simu-
lation studies where normally hearing subjects have been
given a few hours of training with spectrally shifted speech,
the detrimental effects of tonotopic mismatch have been sig-
nificantly reduced �Rosen, Faulkner, and Wilkinson, 1999;
Faulkner, Rosen, and Norman, 2001�. Therefore, one might
expect that implant users, who are listening with their de-
vices for several hours every day, would also adapt to the
frequency mapping provided by their speech processor. This
suggestion is supported by the study reported by Harns-
berger, Svirsky, Kaiser, Pisoni, Wright, and Meyer �2001�.
Experienced implant users were asked to provide goodness
ratings for synthetic vowel stimuli varying in formant fre-
quencies F1 and F2, in order to construct individual percep-
tual vowel spaces. If the subjects were failing to adapt to the
spectrally shifted information presented by their devices,
they would be expected to choose stimuli with lower F1 and
F2 formant frequencies than those of natural vowels. How-
ever, there was no evidence of any systematic shift in the
perceptual vowel spaces.

Shannon et al.’s �2002� acute study into “holes in hear-
ing” did not assess the effects of learning. However, listeners
might be able to adapt to the distorted representation of in-
formation in spectrally warped speech in the same way that
they can adapt to spectrally shifted speech. Furthermore, if
cochlear implant speech processors were to use analysis fil-

ters frequency-aligned to CFs at electrode locations, those
patients with large dead regions would be likely to suffer a
significant loss of speech information. Kasturi, Loizou, Dor-
man, and Spahr �2002� examined the effect of the location
and size of spectral holes in a cochlear implant simulation,
using speech processed through six frequency bands and
synthesized as a sum of sine waves. When a 6.25 mm hole
was created in the mid-frequency region, between 790 and
2100 Hz, consonant intelligibility fell from more than 90%
correct �when all bands were present� to less than 70% cor-
rect. Vowel recognition fell to less than 50% accurate in this
particular condition. It seems likely then that dropping the
information from a hole region is a less than ideal option.

In the present study, an implant simulation with nor-
mally hearing listeners was conducted, similar to that of Sh-
annon et al. �2002�; however, in this study subjects were
given training and time to adapt to each condition. Because
of the time-consuming nature of the training, a single hole of
fixed size �10 mm� and location �mid-frequency region� was
examined; acutely, this produced a pronounced detrimental
effect on speech intelligibility. The main hypothesis is that,
in the context of a hole in hearing, the detrimental effects of
a tonotopic mismatch can be significantly reduced with ex-
perience. Consequently, it is also hypothesized that, with
training, differences might become apparent between condi-
tions which attempt to preserve frequency information by
remapping it around a hole, and conditions in which the in-
formation from the hole region is lost. In the first experiment
subjects were trained in two “preservation” conditions to see
if the precise way in which information from the hole region
is remapped �warped� around the hole has a significant affect
on speech perception. One of these conditions was similar to
that examined by Shannon et al., with the warping effect
concentrated at the edges of the hole. In the second, however,
the warping effect was spread over the entire frequency
range. Performance in these conditions was compared to that
in a baseline condition in which information from the hole
region was simply dropped. In light of the results from this
experiment, a second experiment was conducted in which a
different group of subjects was trained in the “information
dropped” condition.

II. METHOD

A. Test materials

For each processing condition, three tests were used to
evaluate performance: Recognition of keywords in sen-
tences, medial vowel identification, and medial consonant
identification. No lip-reading cues were provided. Test mate-
rials were digitally recorded, at a sampling rate of 48 kHz,
by a male and female speaker using standard Southern Brit-
ish English pronunciation. One female speaker recorded the
sentence stimuli and another, the vowel and consonant
stimuli. The same male speaker was used for all three tests.

The IEEE sentences �IEEE, 1969� were used for the
word recognition task. These comprise 72 blocks of ten sen-
tences, with five scored keywords per sentence. The vowel
stimuli comprised ten monophthongs �/æ Ä Å i � ( / " u #/�
and six diphthongs �/e* e( (. a( .* Å(/� and were presented in
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a /b/-vowel-/d/ context: bad bard bawd bead bed bid bird
bod booed bud bared bayed beard bide bode boyd. These
words were presented in the carrier phrase “say /bVd/ again.”
Test blocks consisted of 48 stimuli from one speaker with
three tokens of each word selected at random from a pool
containing five tokens of each word.

Each of the nineteen consonant stimuli �/b tb d f g k l m
n p r s b t � v w y z/� were recorded in three vCv contexts:
/ÄCÄ/, /iCi/, and /uCu/; and were presented in the carrier
phrase “say /vCv/ again.” Both speakers recorded five tokens
of each consonant in each vowel context. Test blocks con-
sisted of 57 stimuli from one speaker with one token of each
consonant in each vowel context, selected at random from
the full recorded set.

B. Signal processing

Four speech processors were designed, each utilizing
noise-band vocoding similar to that described by Shannon,
Zeng, Kamath, Wygonski, and Ekelid �1995�. The speech
signals were band-pass filtered into a number of contiguous
frequency bands, from which amplitude envelopes were ex-
tracted via half-wave rectification and low-pass filtering.
Each envelope was used to modulate a white noise which
was subsequently band-pass filtered. All bands were then
summed and presented to the listener. Thus, within each
band, temporal and amplitude cues were preserved while
spectral detail was removed. The center frequencies and
−3 dB cut-off frequencies of the analysis and output filters
�Table I� were calculated using Greenwood’s �1990� equation
relating basilar membrane location to characteristic fre-
quency, assuming a basilar membrane length of 35 mm. Sig-
nal processing was implemented in two distinct ways: Off-
line processing of the recorded test materials, and on-line
processing of live speech during training.

Off-line processing was implemented in MATLAB. Analy-
sis and output band-pass filters were sixth-order Butterworth
IIR designs, while the low-pass filter used in envelope ex-
traction was a third-order Butterworth filter with a cut-off
frequency of 400 Hz. Finally, to limit the signal spectrum,
the summed waveform was low-pass filtered at the upper
cut-off of the highest frequency band using a sixth-order el-
liptic filter. Real-time processing was implemented using the
Aladdin Interactive DSP Workbench �Hitech AB� and a DSP
card �Loughborough Sound Images TMSC31� running at a
sampling rate of 11025 Hz. For each processor, the charac-
teristics of the filters were the same as in the off-line pro-
cessing but in order to reduce the computational load, sixth-
order elliptic rather than Butterworth filters were used.

Three of the four processor designs simulated a “hole in
hearing” extending from a point on the basilar membrane
25.8 mm from the base �CF 424 Hz� to a point 15.8 mm
from the base �CF 2182 Hz�. The first of these three proces-
sors divided the speech signals into 12 contiguous frequency
bands spanning 130–4518 Hz �Table I� and had tonotopically
matched analysis and output filters. To create the hole, the
middle six output bands were eliminated �Fig. 1�b��. This
processor is subsequently referred to as the “Dropped” con-
dition since spectral information from the hole region was
not available to the listener. It should be emphasized that this

processor used the same output bands as the two reassign-
ment processors, all having three output bands apical to the
hole and three basal to the hole �Table I�. However, the three
designs differed in the mapping of analysis filters to output
filters. In attempting to preserve the spectral information en-
coded in the frequencies of the hole region, the designs of
processors two and three warped the place code of the spec-
tral envelope. Processor two—referred to as “S-warp” �for
Spread warping�—had six contiguous bands spanning 150–
4513 Hz �Table I� and mapped these to the three output
bands either side of the hole, entailing a downward spectral
shift of the lower three input bands and an upward spectral
shift of the three higher input bands �Fig. 1�d��. Processor
three—referred to as “A-warp” �for Adjacent warping�—

TABLE I. Filter center and cut-off frequencies, representing: �a� Analysis
and output bands for the Matched processor and analysis bands for the
S-warp processor; �b� analysis bands for the Dropped and A-warp proces-
sors; �c� output bands for the Dropped, A-warp, and S-warp processors.

�a� �b� �c�

Center �Hz�
Cut-off

�Hz� Center �Hz�
Cut-off

�Hz� Center �Hz�
Cut-off

�Hz�

130 130 130
�1� 166 �1� 166

�1� 207 207 207
�2� 252 �2� 252

303 303 303
�3� 360 �3� 360

�2� 424 424 424
�4� 496

577 577
�5� 667

�3� 769 769
�6� 883

1011 1011 Hole
�7� 1154

�4� 1316 1316
�8� 1496

1699 1699
�9� 1926

�5� 2182 2182 2182
�10� 2468 �4� 2468

2789 2789 2789
�11� 3150 �5� 3150

�6� 3555 3555 3555
�12� 4008 �6� 4008

4518 4518 4518

FIG. 1. Mapping of analysis to output bands for the four processors.
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analyzed signals into 12 bands; unlike the Dropped proces-
sor, however, the middle six bands were not discarded. For
both the upper and lower halves of the hole region, enve-
lopes from the three contributing bands were summed and
added to the envelope of the band adjacent to the corre-
sponding side of the hole. These two summed envelopes
were divided by the number of contributing bands—so that
the amplitude was of a similar level to that in neighboring
bands �following the method used by Shannon et al.,
2002�—and then used to modulate the relevant hole-adjacent
output noise-band. All other analysis bands were mapped to
tonotopically matched output bands �Fig. 1�c��.

The final processor—referred to as the “Matched”
condition—provided an indication of performance level
when no hole was present. This was a six-channel, tonotopi-
cally matched processor with analysis filters identical to
those used in the S-warp condition �Table I and Fig. 1�a��. As
a result of this design the input information to the Matched
and S-warp processors was kept the same and enabled a di-
rect test of the effects of warping as implemented in S-warp
�an a priori assumption was that performance with the
S-warp processor would be at least as good as the perfor-
mance with the A-warp and Dropped processors�.

C. Procedure

1. Experiment 1

Experiment 1 investigated the effects of training on the
performance with the A-warp and S-warp processors. Eight
normally hearing native speakers of English participated in
the experiment. Their ages ranged from 18 to 43 and each
was paid for taking part. During testing and training, pro-
cessed speech was presented at a comfortable listening level,
via Sennheiser HD25-1 headphones. Presentation was al-
ways purely auditory. No feedback was provided in testing
and, for the sentence material, subjects never encountered the
same sentence twice.

Baseline testing was undertaken in all four processing
conditions, the order of presentation being balanced across
subjects. First, subjects were familiarized with the sentence
task by listening to two lists of BKB sentences �Bench and
Bamford, 1979� presented through the Matched processor.
The subject attempted to repeat each sentence. A loose scor-
ing method was employed; answers with the same morpho-
logical root as that of the target keyword were treated as
correct. For familiarization with the vowel task subjects
heard an abbreviated test block �16 stimuli� using unpro-
cessed speech. The 16 /b/-vowel-/d/ words were displayed in
a grid on a computer screen and subjects attempted to iden-
tify each word heard by mouse-clicking on the correct box. A
similar familiarization procedure was carried out for the con-
sonant task but with the screen grid displaying orthographic
forms of the nineteen consonant stimuli. In the experimental
conditions, subjects completed all three tasks before moving
on to the next; this meant listening to four lists of IEEE
sentences �two each with the male and female speaker�, two
blocks of vowels �one from each speaker�, and two blocks of
consonants �one from each speaker� through each processor.

Training commenced once baseline testing was com-

pleted. As all subjects trained with both processors, a cross-
over design was used to control for order effects—four sub-
jects starting with the A-warp processor and four with the
S-warp processor. Training consisted of Connected Dis-
course Tracking �De Filippo and Scott, 1978�, an interactive
procedure using connected speech in real-time communica-
tion. Speaker �author M.S.� and subject sat in separate
sound-isolated rooms connected by an audio link, the voice
of the speaker being processed in real time. Stories from the
Heinemann Guided Readers series were read to the subject
who was required to repeat what the speaker had read before
he could move on to the next sentence, phrase, or word. If
there was an error in the response the speaker re-read the
section until the subject could repeat it correctly. A pragmatic
approach to correcting errors was taken: The speaker could
use intonation and stress to focus the subject’s attention on
the location of the error, and/or read the next phrase or sen-
tence to provide additional contextual cues. However, three
incorrect attempts on the part of the subject were followed
by a fourth reading but this time with the audio link switched
to unprocessed speech. This way, any potential impasse
could be avoided. Subjects were familiarized with the CDT
procedure using the Matched processor.

For both the A-warp and S-warp processors, training
consisted of five 35 min sessions of CDT, broken down into
seven 5 min blocks. After each training session, subjects
were tested in the same condition using four lists of sen-
tences �two male and two female�, two blocks of vowels �one
from each speaker�, and two blocks of consonants �one from
each speaker�. After completing training and testing in the
first-trained condition, subjects were tested in the other con-
dition to be trained; this provided a fresh baseline measure
for that condition. At the end of the experiment, subjects had
five minutes of CDT with the Matched processor; this pro-
vided some indication of the optimum tracking rate attain-
able with a six-channel noise-excited vocoder. Finally, re-
testing was performed with the Matched and Dropped
processors, and with the processor used in earlier training
sessions. The order of presentation of the conditions was
balanced across subjects. Table II presents the testing and
training schedule for a subject trained first with the A-warp
processor. Subjects differed in the elapsed time required by
the training regime. One week was the maximum time re-
quired to complete five sessions for either condition.

2. Experiment 2

Experiment 2 investigated the effects of training on per-
formance with the Dropped processor. A different group of
eight normally hearing subjects took part. Again, all were
native speakers of English and each was paid for taking part.
Their ages ranged from 19 to 43.

Except that subjects were trained in only one condition,
and that consonant testing was not conducted �only small
training effects being found for these materials in Experi-
ment 1�, the procedure was similar to that outlined above.
Baseline testing with all four processors was followed by
five sessions of training and testing with the Dropped pro-
cessor. Finally, subjects were re-tested with the Matched,
A-warp, and S-warp processors.
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III. RESULTS

For both experiments data were analyzed by repeated-
measures ANOVA ��=0.05� using within-subject factors of
processor, sessions of training, and speaker gender, and, in
Experiment 1, the between-subjects factor of training order.
Huynh-Feldt corrections were applied to all F tests, and post
hoc tests were carried out using Bonferroni-corrected pair-
wise comparisons. For the linear regression analyses, scores
were adjusted in order to remove between-subject variability,
while preserving differences across training, by subtracting
the difference between the grand mean and the subject’s
mean score over the five training sessions.

A. Experiment 1

1. Sentences

The results are summarized in Fig. 2. Significant effects
of processor were apparent both at baseline �F�2.61,18.2�
=121, p�0.001� and at the end of the experiment �F�3,18�
=72.8, p�0.001�—where A-warp and S-warp scores from
the final training session were compared with retest scores
for the Matched and Dropped processors. At both points in
time a priori contrasts indicated that scores with the Dropped
processor were significantly lower than scores in the other
three conditions. In addition, post hoc testing showed that
scores in the Matched condition were significantly higher
than scores in the other conditions at baseline; however, per-
formance in the Matched and S-warp processors was statis-
tically equivalent at the end of the experiment, though this
may have been due to a ceiling effect with the Matched
processor.

A comparison of sentence scores between the A-warp
and S-warp processors, based on scores from the relevant

baseline session and all five training sessions, revealed main
effects of processor �F�1,6�=85.5, p�0.001�, speaker
�F�1,6�=115, p�0.001�, and training �F�5,30�=31.0, p
�0.001�. Performance for S-warp was significantly better
than for A-warp, the mean and median scores of the former
being higher at every stage, while higher scores were
achieved with the female speaker in both conditions. From
Fig. 2, it is evident that scores for S-warp and A-warp were
much better after the first training session than at baseline.
Nevertheless, there were indications that some performance
improvements took place between Sessions 1 and 5 of train-
ing. A priori contrasts showed that scores after Session 5
were greater than scores not only at baseline, but also at
Sessions 1 and 2, while linear regression—excluding base-
line scores—indicated a significant correlation between per-
formance and training session for S-warp, though not for
A-warp �Table III�. Even though no training was given with
the Dropped processor, scores were significantly better at
retest than at baseline �F�1,7�=9.70, p�0.05�.

The absence of a main effect of training order indicated
that there was no difference in the overall performance of
subjects who trained first with A-warp and those who trained
first with S-warp �Fig. 3�. Subjects generally performed bet-
ter in the condition trained second, suggesting a generalized
learning effect for noise-vocoded speech being carried over
from the condition trained first. Nevertheless, this advantage
was small when the second condition was A-warp and some-
what larger when it was S-warp �5% and 12% differences,
respectively�. In addition, a condition by training by training
order interaction �F�4.69,28.16�=4.44, p�0.01� suggested
that S-warp scores improved irrespective of training order,
while A-warp scores improved only when A-warp was
trained first.

2. Vowels

The results are summarized in Fig. 2. Baseline scores
represent a significant effect of processor �F�3,21�=58.0, p
�0.001�, as do scores at the end of the experiment
�F�3,18�=61.4, p�0.001�. Again, a priori contrasts indi-
cated significantly poorer performance in the Dropped con-
dition than in the other conditions. At the baseline, post hoc
contrasts showed that scores with the Matched processor
were significantly better than those with the other processors
but, as with the sentences, Matched and S-warp processor
scores were statistically equivalent at the end of the experi-
ment.

Comparison of A-warp and S-warp scores from the
baseline to the end of training, demonstrated significant ef-
fects of processor �F�1,6�=49.0, p�0.001�, speaker
�F�1,6�=17.8, p�0.01�, and training �F�5,30�=14.4, p
�0.001�. S-warp performance was significantly better than
A-warp performance, mean and median scores for S-warp
being higher at every stage of training, and scores with the
male speaker were significantly higher than with the female
speaker. However, there was a significant talker by condition
interaction �F�1,6�=58.5, p�0.001�, a separate analysis for
the two speakers indicating that although S-warp scores were
significantly better than A-warp scores with the male speaker
�F�1,6�=66.8, p�0.001�, the difference was not significant

TABLE II. Schedule for a subject trained first with the A-warp processor
and then with the S-warp processor �m=Matched, d=Dropped�.

Number of male and female talker

Session
CDT

�35 min�
Sentence

lists
Vowel
blocks

Consonant
blocks

Baseline 1

m: 2m,2f m: 1m,1f m: 1m,1f
1 d: 2m,2f d: 1m,1f d: 1m,1f
2 a: 2m,2f a: 1m,1f a: 1m,1f

s: 2m,2f s: 1m,1f s: 1m,1f

A-warp
training

3 3 a: 2m,2f a: 1m,1f a: 1m,1f
4 3 a: 2m,2f a: 1m,1f a: 1m,1f
5 3 a: 2m,2f a: 1m,1f a: 1m,1f
6 3 a: 2m,2f a: 1m,1f a: 1m,1f
7 3 a: 2m,2f a: 1m,1f a: 1m,1f

Baseline 2 8 s: 2m,2f s: 1m,1f s: 1m,1f

S-warp
training

9 3 s: 2m,2f s: 1m,1f s: 1m,1f
10 3 s: 2m,2f s: 1m,1f s: 1m,1f
11 3 s: 2m,2f s: 1m,1f s: 1m,1f
12 3 s: 2m,2f s: 1m,1f s: 1m,1f
13 3 s: 2m,2f s: 1m,1f s: 1m,1f

m: 2m,2f m: 1m,1f m: 1m,1f
Re-test 14 d: 2m,2f d: 1m,1f d: 1m,1f

a: 2m,2f a: 1m,1f a: 1m,1f

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Smith and Faulkner: Perceptual adaptation by normally hearing listeners 4023



for the female speaker �F�1,6�=4.31, p=0.083�. With regard
to the training effect, there were indications that, as with the
sentences, some improvement in performance occurred after
the first training session. A priori contrasts showed that
scores from the final session were significantly higher than
scores from all prior sessions except the fourth, while linear
regression across the training sessions demonstrated a sig-
nificant correlation between training session and scores for
both processors �Table III�. Comparing the baseline and re-
test scores of the untrained processors, there was a significant
effect of session for the Matched processor �F�1,7�
=5.71, p�0.05� but not for the Dropped processor.

There was no main effect of training order. However, a
significant condition by training order effect was observed
�F�1,6�=37.8, p�0.005�; subjects who trained second with
A-warp achieved almost identical scores for both processors
�Fig. 3�, while those who trained second with S-warp per-
formed much better in this condition than in the A-warp
condition �19% difference in the means�.

3. Consonants

Performance was influenced in only minor ways by the
different types of spectral manipulation in the four conditions
�Fig. 2�. Consonant recognition is especially influenced by
temporal cues, and these are reasonably well-preserved in
noise-band representations of speech, even when only a
small number of contiguous bands are available �Shannon et
al., 1995�. Although main effects of the processor were seen
both at the baseline �F�2.34,16.4�=13.8, p�0.001� and at
the end of training �F�3,18�=6.52, p�0.005�, the only sig-
nificant a priori contrasts were between the Dropped and
Matched conditions. At the end of the training there was no
significant difference between Matched, A-warp, and S-warp
processors according to post hoc testing.

In an ANOVA comparing S-warp and A-warp scores
across baseline and training sessions, the effect of the pro-
cessor narrowly missed significance �F�1,6�=5.69,
p=0.054�. However, male speaker scores were significantly
higher than female speaker scores �F�1,6�=286, p�0.001�
and a significant talker by condition interaction was also ob-

FIG. 2. Performance as a function of session: Baseline B1 �experiment 1� or B �experiment 2�, training sessions T1 to T5, retest RT. The upper six panels show
data from Experiment 1, and the lower two panels data from Experiment 2 �where consonant testing was not carried out�. No effect of speaker was observed
in Experiment 2, so data from both speakers is presented in each panel. Baseline and retest data for the “untrained” processors are also shown.
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served �F�1,6�=83.3, p�0.001�, indicating that perfor-
mance with the A-warp processor was significantly better
than performance with the S-warp processor for the female
speaker but not for the male speaker. A significant effect of
training �F�5,30�=17.3, p�0.001� and a just significant
condition by session interaction �F�5,30�=2.63, p=0.044�
were observed. Consequently, a separate analysis was carried
out for the two conditions. S-warp scores at the final training
session were significantly higher than at all sessions apart
from the fourth, while post hoc tests indicated that baseline
scores were significantly lower than scores at Sessions 3 and
4. For the A-warp processor, scores at the final training ses-
sion were significantly higher than those at the baseline and
at the second training session. Scores from Session 4 were
also higher than at Session 2 according to post hoc contrasts.
Linear regression analysis �Table III� showed a significant
correlation between scores and training session for the
S-warp processor. However, for the A-warp processor the
correlation was only significant with the male speaker. Again
there was evidence of generalized learning for the untrained
conditions, with retest scores significantly better than base-
line scores for both the Matched �F�1,7�=11.0, p�0.05�
and the Dropped processor �F�1,7�=75.4, p�0.001�.

A significant interaction of condition with training order
�F�1,6�=23.5, p�0.005� showed that scores were higher in
the condition trained second. Even so, differences between
the two processors were small regardless of training order
�Fig. 3�.

B. Experiment 2

As the baseline session was essentially identical to that
in Experiment 1, it is not surprising that, for both sentence
and vowel data, the same pattern of processor effects was
seen prior to training �Fig. 2�.

1. Sentences

For the Dropped processor there was a main effect of
training �F�5,35�=22.8, p�0.001� but not of the speaker.

Again, there were indications that some performance im-
provements took place between Sessions 1 and 5 of training.
A priori contrasts showed that Session 5 scores were higher
than baseline scores and scores from Sessions 1 and 2. A
linear regression analysis of scores from the training
sessions—excluding baseline scores—indicated a significant
correlation between training session and scores �Table III�.
Nevertheless, at the end of the experiment �when retest
scores for the Matched, S-warp, and A-warp processors were
compared with the session five score for the Dropped pro-
cessor� performance in the Dropped condition was still sig-
nificantly poorer than performance in the other three condi-
tions. This is at least partly due to the fact that performance
also improved in the untrained conditions. There were sig-
nificant effects of session �baseline versus retest� for the
Matched and A-warp processors �F�1,7�=17.8, p�0.005
and F�1,7�=27.2, p�0.005, respectively�, while the effect
of the session narrowly missed significance for S-warp
�F�1,7�=5.38, p=0.053�.

2. Vowels

Here, there was a main effect of training �F�4.93,34.5�
=14.1, p�0.001� but not of the speaker. The pattern of con-
trasts was similar to that seen with sentences. Performance at
Session 5 was significantly better than at baseline and at
training Sessions 1 and 2, while post hoc comparisons
showed that baseline scores were significantly lower than
scores after the third and fourth training sessions. The results
of linear regression analysis �Table III� showed that there
was still a significant correlation between the performance
and training session, even when baseline scores were ex-
cluded. However, as with sentences, a significant effect of
processor at the end of the experiment �F�1.68,11.7�=65.0,
p�0.001� indicated that scores in the Dropped condition
were still significantly lower than in the other conditions,
despite subjects only having had training in the Dropped
condition. Once again, S-warp and A-warp scores rose sig-

TABLE III. Performance as a function of training sessions T1 to T5. Data from linear regression analyses.

Processor/
Speaker R �R2� F p

Regression line
�% increase in score/session�

Sentences S-warp �f� 0.435 0.189 8.86 p�0.01 2.35
S-warp �m� 0.487 0.237 11.8 p�0.005 3.28
A-warp �f� 0.285 0.081 3.36 n.s. 1.31

A-warp �m� 0.148 0.022 0.85 n.s. 0.68
Dropped �f� 0.432 0.187 8.71 p�0.01 2.31

Dropped �m� 0.475 0.225 11.1 p�0.005 2.15

Vowels S-warp �f� 0.560 0.313 17.3 p�0.001 2.16
S-warp �m� 0.406 0.165 7.49 p�0.01 1.23
A-warp �f� 0.368 0.135 5.94 p�0.05 1.01

A-warp �m� 0.383 0.147 6.55 p�0.05 1.20
Dropped �f� 0.511 0.261 13.4 p�0.005 1.74

Dropped �m� 0.571 0.326 18.4 p�0.001 1.78

Consonants S-warp �f� 0.483 0.233 11.6 p�0.005 1.58
S-warp �m� 0.643 0.414 26.9 p�0.001 1.90
A-warp �f� 0.082 0.007 0.26 n.s. −0.20

A-warp �m� 0.535 0.286 15.2 p�0.001 1.34
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nificantly between the baseline and retest �F�1,7�=19.6,
p�0.005 and F�1,7�=41.9, p�0.001, respectively�.

C. Between-subjects comparisons: Experiment 1
vs Experiment 2

Subjects in both experiments received the same amount
of processor-specific training; however, subjects in Experi-
ment 1 received twice the overall amount of training as sub-
jects in Experiment 2. Despite this, the complete data set
from Experiment 1 was incorporated into the following
analyses in order to increase their power. This is taken into
consideration in the discussion of the results.

Between-subjects comparisons across experiments—
incorporating data from baseline and all five training
sessions—revealed a main effect of processor for sentences
�F�2,21�=30.6, p�0.001� and vowels �F�2,21�=43.2, p
�0.001�. Post hoc tests revealed that S-warp and A-warp

scores were significantly higher than scores with the
Dropped processor for both types of test material.

D. Connected discourse tracking

It should be noted that “corrections”—sections of the
training text read with the audio link switched to unproc-
essed speech—were counted in the final “words per minute”
scores. The general pattern of results seen in the analysis of
the sentence, vowel and consonant data is also reflected in
the CDT rates �Fig. 4�. Between-subjects comparisons across
experiments showed that overall CDT rates for the Dropped
processor were significantly lower than rates for the A-warp
and S-warp processors �F�1,14�=18.0, p�0.005 and
F�1,14�=23.9, p�0.001, respectively�, while in Experiment
1, a significant effect of the processing condition indicated
that S-warp tracking rates were a little higher than those of

FIG. 3. Experiment 1: The upper six panels represent scores for subjects who trained first with the A-warp processor, and the lower six panels scores for
subjects who trained first with the S-warp processor �B2�baseline for the second condition trained�. Male and female scores are presented separately.
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A-warp �F�1,6�=7.30, p�0.05�. The rates achieved with the
Matched processor at the end of Experiment 1 were the high-
est of all. When compared with CDT rates from the final
training session, a main effect of the condition was seen
�F�2,10�=70.5, p�0.001�, post hoc tests showing that CDT
rates with the Matched processor �103 words per minute�
were significantly higher than S-warp rates �90 wpm� and
A-warp rates �85 wpm�. In addition, a main effect of
the training on CDT rates was seen in Experiments 1 and
2 �F�3.74,22.4�=77.7, p�0.001 and F�4,28�=21.7,
p�0.001, respectively� though some of this improvement
may be attributable to increasing experience with the speaker
�author M.S.� and the particular training texts used.

IV. DISCUSSION

This simulation of cochlear implant signal processing
confirmed that a hole in the spectral representation of speech
can have a significant effect on intelligibility. When the in-
formation from the hole region was dropped altogether per-
formance was poor, even after three hours of training, with
only 34% accuracy achieved in sentence keyword identifica-
tion, and 41% in vowel identification. The frequency region
defined by the hole �424–2182 Hz� included much of the F1
and F2 formant frequency information that is crucial to
vowel identification �Peterson and Barney, 1952; Nearey,
1989�. However, vowel recognition remains well above
chance in noise-vocoder processing, even when there are no
spectral cues, because nonspectral cues such as duration and
overall amplitude are preserved �Shannon et al., 1995�; this
supports the conclusion that the Dropped processor transmit-
ted little of the spectral detail required for vowel identifica-
tion. Consonant scores were less severely affected by the
hole, as demonstrated by the fact that scores in the A-warp,
S-warp, and Dropped conditions were similar to scores in the
Matched, “no hole,” condition. This finding is similar to

those of Lippmann �1996� and Breeuwer and Plomp
�1984,1985,1986� for nonvocoded speech signals, which
found that high levels of consonant recognition could be
achieved with widely separated bands of high and low fre-
quency information. These results and the findings of the
present study show how the preserved temporal and dura-
tional cues in speech �including noise-vocoded speech� can
provide reasonably good consonant intelligibility. In the
present study it can also be inferred that the between-
condition differences seen in sentence testing were due pri-
marily to different levels of vowel intelligibility �see Table
IV�.

Subjects in Experiment 1 received twice the overall
amount of training received by subjects in Experiment 2.
Nevertheless, it seems unlikely that five more training ses-
sions with the Dropped processor would have produced lev-
els of intelligibility equivalent to those observed with the
S-warp and A-warp processors: The differences between the
mean scores, post-training, were great—S-warp 70%,
A-warp 59%, Dropped 34% for sentences; S-warp 70%,
A-warp 61%, Dropped 41% for vowels—while the gradients
of the regression lines for the Dropped processor were
around 2% per session �Table III�. Therefore, the critical
finding of this study was that speech intelligibility was much
higher in the “preservation” conditions than in the condition
where information from the hole region was simply dropped,
a conclusion supported by the CDT data for the three pro-
cessors. Indeed, for the sentence and vowel data, scores in
the Dropped condition were significantly lower than S-warp
and A-warp scores even before training, probably because
the size and location of the hole had an especially deleterious
effect when listening with the Dropped processor.

Although the S-warp and A-warp processors mapped
frequencies to the wrong tonotopic location in the cochlea
subjects clearly learned to adapt to the distorted patterns of
spectral information; for instance, with the S-warp processor
accuracy of keyword identification improved by nearly 40%.
Despite it not being possible to conclude that a longer period
of training would have led to complete adaptation, it is in-
teresting to note that at the end of Experiment 1, test scores
in the S-warp condition were statistically equivalent to
scores in the Matched condition; this, however, may be
partly due to ceiling effects in the sentence data, and the
degree of variability observed among subjects in the S-warp
condition. In addition, post-training scores with the Matched
processor might have been higher if subjects had been
trained in this condition. Scores for the Dropped processor in
Experiment 1 were significantly better at retest than at base-
line even without training. Thus it was felt necessary to in-

FIG. 4. CDT rates for subjects in experiment 1 �A-warp and S-warp pro-
cessors� and experiment 2 �Dropped processor�. Overall, subjects in experi-
ment 1 had twice as much training as those in experiment 2. Performance
with the Matched processor, before and after training, is also shown.

TABLE IV. Mean scores at the end of training �Session T5�. Matched pro-
cessor scores and consonant scores for the Dropped processor �in italics� are
taken from the Experiment 1 Retest session.

A-warp S-warp Dropped Matched

Sentences 59% 70% 34% 83%
Vowels 61% 70% 41% 77%
Consonants 69% 70% 67% 75%
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vestigate whether a greater degree of improvement might be
seen if training was provided in this condition; however, the
scores achieved after five sessions of training were not dis-
similar to those recorded at retest in Experiment 1. There-
fore, the improvement in performance with the Dropped pro-
cessor probably reflected a general learning effect for noise-
vocoded speech �performance improvements—with
relatively little exposure—with tonotopically matched noise-
vocoded speech have been reported elsewhere, e.g.,
Faulkner, Rosen, and Stanton, 2003; Davis et al., 2005�.
However, the superior scores achieved with the S-warp and
A-warp processors suggest that the pattern of spectral infor-
mation and the primary speech cues were still usable to some
considerable degree in these conditions despite being pre-
sented to the wrong tonotopic location.

By the end of training S-warp scores were approxi-
mately 10% better than A-warp scores on the sentence and
vowel tests, though the conditions were not significantly dif-
ferent at the baseline. In both conditions the frequencies
above and below the center of the frequency range
�1011 Hz� were compressed, and warped in opposite direc-
tions. For S-warp, the warping effect was spread over the
entire frequency range; however, the compression factor was
nonuniform with frequencies near the center of the hole be-
ing shifted by just over an octave while those in the most
apical and basal bands were shifted by under one-third of an
octave. In contrast, warping in the A-warp condition was
localized to the hole-adjacent bands, with tonotopically
matched analysis and output bands apical and basal to these.
In order to distinguish spectral patterns when speech signals
are reduced to a small number of bands, as they are in co-
chlear implants and implant simulations, listeners must be
able to detect differences between the envelope-modulated
levels of neighboring output bands. That the ratios between
formant frequencies serve as important cues to speech
sounds has been demonstrated in many studies; for instance,
Peterson and Barney, 1952; Ladefoged and Broadbent, 1957.
In the S-warp condition equal acoustic frequency ranges
were mapped to output bands representing constant distances
along the cochlea. With the A-warp condition much larger
frequency ranges were mapped to the hole-adjacent output
bands than to other output bands. It appears that this map-
ping design, and the consequent reduction in the resolution
of hole region frequencies, was less effective at preserving
�within the apical and basal portions of the output signal� the
information carried by the spectral shape of the original sig-
nal.

For the preservation conditions performance was better
with the male speaker in the vowel and consonant tests but

better with the female speaker for words in sentences. The
female speaker sentences were delivered at a slightly slower
and more deliberate pace than the male speaker sentences. It
is possible that the female speaker advantage would have
been nullified, or even reversed, if the speaking rate of the
two speakers had been the same. It is not entirely clear why
scores in the vowel and consonant tests were better with the
male speaker. The ratios between the frequencies of formant
peaks will have been particularly disrupted if the first for-
mant was warped to the apical side of the hole and the sec-
ond formant was warped to the basal side. However, an ex-
amination of the formant frequencies in Table V �with
reference to the processor filter cut-off frequencies in Table
I� indicates that the likelihood of “formant splitting” is no
greater for the female than the male speaker. Perhaps a more
straightforward explanation for the speaker differences is
that the CDT was conducted with the same male speaker
who recorded the test materials; subjects, therefore, had more
experience of listening to this speaker.

Drawing comparisons with the acute investigation into
the effect of spectral holes of Shannon et al. �2002� is not
straightforward because of methodological differences. In
that study a larger frequency range was divided into 20 con-
tiguous bands, and the largest hole examined was 6 mm.
Their study also examined the effect of holes varying in size
and location, and both cochlear implant patients and nor-
mally hearing listeners took part. Notwithstanding these dif-
ferences, it is still interesting to compare the main findings:
Shannon et al. found no significant differences between con-
ditions that reassigned information from the hole region—
including a condition similar to A-warp—and a condition in
which the information from the hole region was simply
dropped. Their conclusion was that the pattern of spectral
information becomes unusable if it is not presented to the
correct tonotopic location. However, the results of the
present study indicate otherwise, at least for the size and
location of hole investigated here. Subjects were clearly able
to make use of warped spectral information and performed
better in the preservation conditions than in the Dropped
condition, even before training. Furthermore, the detrimental
effect of distorting the spectral representation of speech was
significantly reduced with training, an outcome consistent
with results from other implant simulation studies �e.g.,
Rosen et al., 1999; Faulkner et al., 2001�.

A. Implications for Cochlear Implants

Evidence is accumulating to suggest that implant users
are able to adapt when their speech processors present infor-

TABLE V. Average frequencies of the first and second formants of the male and female speaker vowels.

æ
bad

Ä

bard
Å

board
i

bead
�

bed
(

bid
/

bird
"

bod
u

booed
#

bud

�M� F1 683 639 473 294 619 416 500 647 317 613
F2 1608 1080 810 2337 1871 2080 1601 987 1654 1452

�F� F1 1140 808 496 303 803 573 678 557 333 763
F2 1899 1166 912 2708 2196 2340 1811 1125 1956 1532
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mation to the wrong tonotopic location �Harnsberger et al.,
2001; McKay and Henshall, 2002; Fu, Shannon, and Galvin,
2002�. If the speech perceptual difficulties resulting from
frequency-to-place mismatch can be readily overcome with
experience, it would appear preferable that the most informa-
tive frequency range is delivered by the speech processor.
Evidence from another study simulating holes in hearing
suggests that the location and pattern of holes affect mostly
vowel recognition �Kasturi et al., 2002�. These authors con-
clude that neuronal “dead” regions ought to account for some
of the variability in vowel recognition performance among
cochlear implant listeners. They also go on to suggest that
speech processor frequency spacing should be customized
for each implant user, with frequency-importance
functions—a measure of the proportion of speech informa-
tion in each channel—having smaller weights on less func-
tional electrodes that may be located within dead regions.

However, it is still not clear whether hearing-impaired
individuals gain any benefit from acoustic information pre-
sented to a dead region. Several studies with hearing aid
users have questioned the benefits of providing high-
frequency amplification for individuals with steeply sloping
losses �e.g., Murray and Byrne, 1986; Ching et al., 1998;
Hogan and Turner, 1998; Turner and Cummings, 1999�. In
these studies some subjects demonstrated no improvement or
even reduced speech intelligibility with high-frequency am-
plification. Vickers et al. �2001� found that amplifying fre-
quencies up to one octave above the estimated edge fre-
quency of a dead region provided some benefit to listeners
but amplification of frequencies well within the dead region
did not benefit listeners and actually led to poorer perfor-
mance in some cases. For individuals whose high frequency
hearing loss may be associated with a neuronal dead region,
Turner and colleagues have suggested that such amplification
produces a spread of excitation in the cochlea near the am-
plified region and a consequent distortion of the spectral pat-
tern. Something similar may happen in cochlear implants
where there are electrodes located in a dead region. It may be
possible to present an audible signal to the patient by in-
creasing the level of electrical stimulation to the electrode�s�;
however, the result might be a spread of excitation with func-
tional auditory neurons neighboring the dead region being
activated. Again, this distortion of the spectral pattern of in-
formation might lead to poorer speech recognition perfor-
mance. Nevertheless, the results of the present study suggest
that, because cochlear implant listeners may well be able to
adapt to spectrally warped speech �in a controlled reassign-
ment of frequency to cochlear location�, effective speech
processors could be designed which route spectral informa-
tion away from electrodes in the hole region.

The findings of the present study are also relevant to the
design of speech processing strategies that combine cochlear
implant use with a hearing aid in the nonimplanted ear. For
instance, it is conceivable that an implant user could have a
relatively shallow electrode array insertion in one ear and
some residual low frequency hearing, stimulable with a hear-
ing aid, in the opposite ear. If there were no overlap between
the stimulable regions of the two cochleae—ignoring the
possibility of a precise abutment of these regions—

effectively, there would be a “hole” in hearing across the two
ears. Although benefits, in terms of improved speech recog-
nition, sound localization and sound quality, have been dem-
onstrated for bilateral-bimodal listening �e.g., Ching et al.,
2001 and 2004; Hamzavi et al. 2004; Dettman et al. 2004;
Tyler et al. 2002; Armstrong et al. 1997�, there is consider-
able variability in performance, and many patients revert to
using the implant on its own because they receive no benefit,
or even experience interference, when using the acoustic de-
vice at the same time. Studies, to date, have given little con-
sideration to the likely incongruities in the frequency-to-
place code mapping of the two devices and their effect on
speech recognition performance. Recently, “soft surgery”
techniques have been developed with the aim of preserving
residual low frequency hearing by using a relatively shallow
insertion electrode array in the same ear �combined electric
and acoustic stimulation, EAS�. The results of an EAS simu-
lation study �Dorman et al., 2005� demonstrated that speech
intelligibility scores were highest in conditions that mini-
mized the frequency gap between low frequency acoustic
hearing and simulated electrode locations. The authors also
report the findings of a supplementary experiment where the
frequency components from the gap �or “hole”� region were
shifted up instead of being removed. For several simulated
electrode insertion depths intelligibility scores were poorer
than when “holes” were left in the spectrum; however, sub-
jects received little practice with the up-shifted conditions.

Simulation experiments like the ones described in the
present study could also be used to examine questions related
to signal processing in bilateral cochlear implants. Differ-
ences in insertion depth of bilateral electrode arrays are
likely to lead to frequency-place maps that are in conflict
between the two ears. Recent studies �e.g., Dorman and
Dahlstrom, 2004� suggest that implant users can make use of
mismatched information from the two auditory peripheries,
such that speech intelligibility scores with both implants are
better than when either is used on its own. However, little
analytic work appears to have been carried out regarding the
effects of parametric manipulations of the two implant
speech processor maps.

V. CONCLUSION

In the context of speech recognition with cochlear im-
plants, the present findings suggest that rerouting spectral
information around a hole may be better than simply drop-
ping it, even though the pattern of information is warped.
Post-training performance levels in two preservation condi-
tions were significantly better than in a condition where in-
formation from the hole region was simply dropped. The
deleterious effect caused by warping the speech spectrum
was significantly reduced with just three hours of training—a
period of time that is inconsequential compared to the
amount of experience cochlear implant patients have with
their devices. Although subjects also adapted somewhat to
the Dropped condition, the effect was small by comparison;
this is not surprising since much of the formant frequency
detail was lost. Of the two preservation conditions, perfor-
mance was better when the warping was spread over the

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 Smith and Faulkner: Perceptual adaptation by normally hearing listeners 4029



entire frequency range; when warping was localized to hole-
adjacent bands, sentence and vowel recognition scores were
around 10% lower despite the fact that, beyond the hole re-
gion, analysis bands were mapped to the correct tonotopic
location. This suggests that there may be performance ben-
efits for warping schemes that map equal acoustic frequency
ranges to electrodes representing constant distances within
the cochlea; however, further experiments, with holes in dif-
ferent locations, would be required to confirm this.

Although the present results cannot predict complete ad-
aptation to spectral warping with further training, they do
imply that acute studies probably underestimate the degree to
which listeners can adapt to this type of distortion. The find-
ings are also consistent with results from other simulation
studies that have suggested that speech processors should
present the most informative frequency range irrespective of
frequency misalignment.
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Hands-free speech input is required in many modern telecommunication applications that employ
autoregressive �AR� techniques such as linear predictive coding. When the hands-free input is
obtained in enclosed reverberant spaces such as typical office rooms, the speech signal is distorted
by the room transfer function. This paper utilizes theoretical results from statistical room acoustics
to analyze the AR modeling of speech under these reverberant conditions. Three cases are
considered: �i� AR coefficients calculated from a single observation; �ii� AR coefficients calculated
jointly from an M-channel observation �M �1�; and �iii� AR coefficients calculated from the output
of a delay-and sum beamformer. The statistical analysis, with supporting simulations, shows that the
spatial expectation of the AR coefficients for cases �i� and �ii� are approximately equal to those from
the original speech, while for case �iii� there is a discrepancy due to spatial correlation between the
microphones which can be significant. It is subsequently demonstrated that at each individual
source-microphone position �without spatial expectation�, the M-channel AR coefficients from case
�ii� provide the best approximation to the clean speech coefficients when microphones are closely
spaced ��0.3m�. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2356840�

PACS number�s�: 43.72.Ar, 43.55.Hy �DOS� Pages: 4031–4039

I. INTRODUCTION

Many hands-free telecommunication applications in-
volving, for example, speech coding and speech enhance-
ment, make use of autoregressive �AR� analysis techniques
such as linear predictive coding �LPC�. These applications
are often employed in systems used inside rooms where the
observed speech signal becomes reverberant due to the en-
closed space. There is an interest in AR modeling of de-
graded speech, and the properties of the AR coefficients have
been studied in the context of parameter quantization noise
and ambient acoustical noise.1–3 Several dereverberation al-
gorithms have been proposed which operate on the linear
prediction �LP� residual under the explicit or implicit as-
sumptions that the AR coefficients are not affected by
reverberation.4–8 These methods utilize known features of
the LP residual of speech signals to attenuate components
due to reverberation. Yegnanarayana and Satyanarayana6

provided a comprehensive study on the effects of reverbera-
tion on the LP residual. We now present an investigation of
the effects of reverberation on the AR coefficients.

We utilize tools from statistical room acoustics �SRA�
theory9–11 for the analysis of the relation between the sets of
AR coefficients obtained from clean speech and those ob-
tained from reverberant speech. SRA provides a means for
describing the sound field in a room that is mathematically
tractable compared to, for example, wave theory.9 SRA
has been shown useful for the analysis of signal-processing
techniques in reverberant environments and has recently
been applied by several researchers. Radlović et al.,10

Talantzis et al.,12 and Bharitkar et al.13 utilized SRA to in-
vestigate the robustness of channel equalization. Further, Ta-
lantzis et al.14 investigated the performance of blind source
separation, Gustafsson et al.15 analyzed the performance of
sound source localization, and Ward16 used SRA to measure
the performance of acoustic crosstalk cancellation in rever-
berant environments.

In our study, we will consider three cases: �i� AR coef-
ficients calculated from a single observation; �ii� AR coeffi-
cients jointly calculated from an M-channel observation �M
�1�; and �iii� AR coefficients obtained from the output of a
delay-and-sum beamformer �DSB�. Extending the work in
Ref. 17, we will show in terms of spatial expectation that the
AR coefficients obtained from reverberant speech are ap-
proximately equal to those from clean speech for cases �i�
and �ii�, while the AR coefficients obtained from the output
of the delay-and-sum beamformer differ due to spatial corre-
lation between the microphones. Furthermore, it will be
demonstrated that the M-channel AR coefficients from �ii�
provide the best estimate of the clean speech coefficients
compared to the other two cases under consideration. We
believe that our results here also relate to and explain the
following statement in Ref. 4: “…it has been recognized that
any practical or typical room transfer function has certain
properties that make it possible to accurately determine the
speaker’s vocal tract transfer function from the reverberative
speech signal.” and “…arrays of plural microphones can
also be used to advantage…” which continues “For this
case, each new microphone requires its own correlation com-
puter. The new outputs from this computer R���1�,
R���2� , . . . ,R���14� are added to the other R���’s of other
microphones thus giving more accurate data for the coeffi-
cient computer.”a�Electronic mail: ndg@imperial.ac.uk
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The remainder of this paper is organized as follows. In
Sec. II we review the statistical room acoustic model includ-
ing the conditions under which the theory is valid. The simu-
lation environment is defined in Sec. III. In Sec. IV an analy-
sis of the effects of reverberation on the AR coefficients and
on the residual signal is presented for the single channel
case. Section V presents the analysis of the two multichannel
AR modeling cases. Simulation results are presented in Sec.
VI and finally conclusions regarding AR modeling of rever-
berant speech are drawn in Sec. VII.

II. STATISTICAL ROOM ACOUSTICS

In this section, the statistical model of room reverbera-
tion and the conditions under which this is assumed valid are
summarized. Within the framework of SRA, the sound field
at a point in a room consists of the superposition of many
acoustic plane waves arriving from all possible directions
and with randomly distributed amplitudes and phases such
that they form a uniform, diffuse sound field.9,11 Subse-
quently, the room transfer function �RTF� of the acoustic
channel from the source to the mth microphone can be ex-
pressed as the sum of a direct component, Hd,m�ej�� and a
reverberant component, Hr,m�ej��, such that

Hm�ej�� = Hd,m�ej�� + Hr,m�ej��, m = 1,2, . . . ,M . �1�

Under the conditions stated at the end of this section,
and due to the different propagation directions and the ran-
dom relation of the phases of the direct component and all
the reflected waves, it can be assumed that the direct and the
reverberant components are uncorrelated.9,11 Hence, the spa-
tial expectation of the cross terms of the squared magnitude
of �1� is zero10 and the spatially expected energy density
spectrum of the RTF can be written

E��Hm�ej���2� = �Hd,m�ej���2 + E��Hr�ej���2� , �2�

where E�·� is the spatial expectation operator, with the spatial
expectation defined over all allowed microphone-source po-
sitions in a room.15,11 Only the reverberant component varies
with position, and its spatial expectation is independent of
the microphone index m. The computation of E�·� is de-
scribed in Sec. III. The direct component of the RTF is the
free-space Green’s function, defined as11

Hd,m�ej�� =
ejkDm

4�Dm
, �3�

where Dm is the distance from the source to the mth micro-
phone and k=2�f /c is the wave number, with f denoting
frequency and c the speed of sound in air, which we take at
room temperature as c=344 m/s. From SRA, the expected
density spectrum of the reverberant component is given
by9,10

E��Hr�ej���2� = �1 − �

�A�
	 , �4�

with A being the total surface area of the room and � the
average absorption coefficient of the room walls.

The spatial cross correlation of the reverberant paths be-
tween the mth and the nth channels has been shown to be16

E�Hr,m�ej��Hr,n
* �ej��� = �1 − �

�A�
	 sin k
�m − �n


k
�m − �n

, �5�

where 
 · 
 denotes the Euclidean norm and �m is the three-
dimensional position vector of the mth microphone, with the
origin at �x ,y ,z�= �0,0 ,0�.

These approximations are known to represent closely the
acoustic properties of a room provided that the following
conditions are satisfied:9,10

�1� The dimensions of the room are large relative to the
wavelength at all frequencies of interest.

�2� The average spacing between the resonant frequencies of
the room is smaller than one-third of their bandwidth.
This can be satisfied at all frequencies above the
Schroeder frequency defined as

fSch = 2000�T60

V
Hz, �6�

where T60 is the reverberation time and V is the volume of
the room in cubic meters.
�3� Speaker and microphones are situated in the room inte-

rior, at least a half-wavelength from the surrounding
walls.

These conditions usually hold for most practical situations
over the significant speech bandwidth. Also, image method18

simulations and measured impulse responses of a real room
have been demonstrated to coincide closely with SRA
theory.15

III. EXPERIMENTAL ENVIRONMENT

We consider a room with a single source and an array of
microphones as depicted in Fig. 1. All results presented in
this paper are based on computer simulations with the simu-
lated environment defined as follows. The dimensions of the
room were set to 4�5�6.4 m. These dimensions were spe-
cifically chosen to conform with the ratio �1:1.25:1.6�, as in
Ref. 10, in order to obtain the best approximation of a diffuse

FIG. 1. Plan view of the simulated room environment with the initial posi-
tion of the microphones �·� and the source ���.
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sound field so as to satisfy the conditions above. Unless
stated otherwise, the microphones were positioned in a linear
array configuration with the distance between adjacent mi-
crophones set to 
�m−�m+1 
 =0.05 m. The source was at a
distance D=2.5 m from the center of the array. The source
and the microphones were assumed omnidirectional and
were always at least a half-wavelength from the surrounding
walls, where the wavelength is taken with respect to the low-
est frequency component in the signal. The source-image
method for modeling small room acoustics,18 modified to
accommodate fractional sample delays according to Ref. 19,
was used to generate finite room impulse responses, h�n�.
The room transfer function, H�ej��, was then found by taking
the Fourier transform of h�n�. Anechoic speech samples were
taken from the APLAWD database20 and all the signals under
consideration were bandlimited to 300–7000 Hz with a sam-
pling frequency fs=16 kHz.

To compute the spatial expectation, E�·�, we utilized the
method used by Radlovic et al.10 and Gustafsson et al.15 An
initial position for the source, y0, and for each of the micro-
phones, �m,0, was selected. A random translation vector, �,
and a random rotation matrix, R, were generated and ap-
plied to the initial coordinates of the source-receiver configu-
ration to obtain the ith realization coordinates yi=Ry0+�
and �m,i=R�m,0+�. In this way, the distance between the
source and the microphones and between successive micro-
phones is kept constant for all i=1,2 , . . . ,N. An estimate of
E�·� is obtained by taking the average of the N outcomes.

IV. SINGLE-CHANNEL AR MODELING
OF REVERBERANT SPEECH

In this section, we consider AR modeling of speech us-
ing linear prediction21,22 and we present the analysis of the
effects of reverberation on the AR coefficients obtained from
a single channel. We also discuss the consequences this has
on the linear prediction residual.

A. AR modeling of speech

In order to introduce the notation used in the rest of the
paper, we provide a brief summary of the AR modeling of
speech. A speech signal, s�n�, can be expressed as a linear
combination of its p past samples using a linear predictor21

s�n� = − aTs�n − 1� + e�n� , �7�

where a= �a1 a2 ¯ ap �T is a p�1 vector of AR coeffi-
cients with �·�T denoting matrix transpose, s�n−1�= �s�n
−1�s�n−2�¯s�n− p��T is a vector of input samples at time n,
e�n� is the LP residual, and p is the prediction order. The
prediction error filter and the all-pole predictor are, respec-
tively,

A�z� = 1 + aTz �8�

and

V�z� = 1/A�z� , �9�

where z= �z−1 z−2
¯ z−p �.

The AR coefficients can be obtained by minimizing the
sum of the squared prediction error,

J = �
n=−�

�

e2�n� = �
n=−�

�

�s�n� + aTs�n − 1��2, �10�

with respect to each of the coefficients in a. Equivalently, by
Parseval’s theorem, a frequency domain formulation of the
error in �10� can be expressed as21

J =
1

2�


−�

�

�E�ej���2d� =
1

2�


−�

�

�1 + aTd�2�S�ej���2d� ,

�11�

where S�ej�� and E�ej�� are the Fourier transforms of s�n�
and e�n� respectively, and d= �e−j� e−j2�

¯ e−jp� �T is a
p�1 DFT vector. The optimum set of p AR coefficients that
minimize the error J is

aopt = arg min
a

J = − R−1r , �12�

where

R =
1

2�


−�

�

�S�ej���2ddHd� �13�

is a p� p autocorrelation matrix, with �·�H denoting Hermit-
ian �complex conjugate� matrix transpose and

r =
1

2�


−�

�

�S�ej���2dd� �14�

is a p�1 vector of autocorrelation coefficients. In practice,
the error signal is evaluated over finite windowed frames;21

however, in this paper the effects of the window will not be
considered.

B. Effect of reverberation on the AR coefficients

Consider a speech signal, s�n�, produced at a point in a
noiseless, reverberant room. The observation by a single mi-
crophone positioned at some distance from the speaker is
denoted

x�n� = hTs�n� , �15�

where h= �h0 h1 ¯ hL−1 �T is the L-tap impulse response
of the acoustic channel from the source to the microphone
and s�n�= �s�n� s�n−1� ¯ s�n−L+1� �T is the input vec-
tor at time n. The relation between the AR coefficients ob-
tained by linear prediction from s�n� and those from x�n� is
summarized in Theorem 1.

Theorem 1 Let aopt= �aopt,1 aopt,2 ¯ aopt,p �T be the
optimum set of AR coefficients obtained from the clean
speech signal, s�n�, and bopt= �bopt,1 bopt,2 ¯ bopt,p �T the
optimum set of AR coefficients obtained from the reverberant
speech signal, x�n�. The spatially expected values of the re-
verberant speech AR coefficients are approximately equal to
those of the AR coefficients calculated from clean speech,
i.e.,

E�bopt� � aopt. �16�

Proof: We apply LP analysis on the reverberant speech
signal, x�n�, to obtain the optimum set of AR coefficients
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bopt = − Q−1q , �17�

with

Q =
1

2�


−�

�

�H�ej���2�S�ej���2ddHd� �18�

and

q =
1

2�


−�

�

�H�ej���2�S�ej���2dd� , �19�

where Q is a p� p autocorrelation matrix and q is a p�1
vector of autocorrelation coefficients.

In order to study the AR coefficients of reverberant
speech, we take the expectation on both sides of �17�

E�bopt� = − E�Q−1q� . �20�

However, we would like to consider the expectation of each
term of �20�. Adopting the approach used in Ref. 10 and Ref.
12, we use the zeroth-order Taylor series expansion to write
E�g�x���g�E�x��, as detailed in the Appendix, and therefore
�20� can be written as

E�bopt� � − E�Q�−1E�q� . �21�

This reduces the problem to studying the properties of the
AR coefficients in terms of the autocorrelation function.

Now, consider the spatial expectation of the uth element
of q in �19�

E�qu� =
1

2�


−�

�

E��H�ej���2��S�ej���2e−j�ud� , �22�

for u=1,2 , . . . , p. The term S�ej�� is taken outside the spatial
expectation since it is independent of the source-microphone
position.

From �2�–�4� the SRA expression for the expected en-
ergy density spectrum of the RTF is

E��H�ej���2� =
1

�4�D�2 + �1 − �

�A�
	 = 	 . �23�

Since 	 is independent of frequency, by substitution of
�23� into �22� we arrive at

E�qu� =
	

2�


−�

�

�S�ej���2e−j�ud� = 	ru, �24�

for u=1,2 , . . . , p, where ru is the uth element of the clean
speech autocorrelation vector r, and by similar reasoning the
�u ,v�th element of Q in �18� becomes

E�Qu,v� = 	Ru,v, u,v = 1,2, . . . ,p , �25�

where Ru,v is the �u ,v�th element of the clean speech auto-
correlation matrix R. Substituting the results from �24� and
�25� into �21� gives �16�. �

This result states that if LP analysis is applied to rever-
berant speech, the coefficients aopt and bopt are not necessar-
ily equal at a single observation point in space. However, in
terms of spatial expectation, the AR coefficients from rever-
berant speech are approximately equal to those from clean

speech. The accuracy of the approximation depends on the
accuracy of estimation of the spatial expectation of the auto-
correlation function.

C. Effect of reverberation on the prediction residual

Consider a frequency domain formulation of the source-
filter model described in Sec. IV A. The speech signal is
expressed as

S�ej�� = E�ej��V�ej�� , �26�

where E�ej�� is the Fourier transform of the LP residual and
V�ej�� is the transfer function all-pole filter from �9� evalu-
ated for z=ej�.

Now, consider the speech signal produced in a reverber-
ant room as defined in �15�, which in the frequency domain
leads to

X�ej�� = S�ej��H�ej�� = E�ej��V�ej��H�ej�� . �27�

Referring to �16�, an inverse filter, B�ej��=1+�k=1
p bke

j�k,
can be obtained such that E�B�ej����A�ej��, where A�ej�� is
given by �8� for z=ej�. Filtering the reverberant speech sig-
nal with this inverse filter, whose coefficients are obtained
from the reverberant speech signal, results in

Ê�ej�� � E�ej��H�ej�� , �28�

where Ê�ej�� is the Fourier transform of the LP residual,
ê�n�, obtained from the reverberant speech signal. Thus, in
the time domain, the LP residual obtained from reverberant
speech is approximately equal to the clean speech residual
convolved with the room impulse response. The approxima-
tion in �28� arises from the AR modeling. Therefore, if the
AR coefficients used were identical to those from clean
speech, the approximation would be an equivalence.

In summary, we have shown that the AR coefficients
obtained from reverberant speech are approximately equal to
those from clean speech in terms of spatial expectation. Fur-
thermore, the LP residual obtained from a reverberated
speech signal is approximately equal to the clean speech re-
sidual convolved with the room impulse response. This ap-
proximation depends on the accuracy of the estimation of the
AR coefficients. Intuitively, the result in �16� suggests that
using a microphone array in a manner so as to approximate
the taking of the spatial expectation will give a more accu-
rate estimation of the AR coefficients than use of a single
observation alone. This motivates our study of multichannel
AR modeling in the following section.

V. MULTICHANNEL AR MODELING
OF REVERBERANT SPEECH

Several microphone array techniques have been applied
as preprocessing in speech applications, proving advanta-
geous to single-channel algorithms.23 In this section, we in-
vestigate the use of a microphone array to obtain the AR
coefficients and how these compare to the AR coefficients
from clean speech. Two alternative approaches are consid-
ered. In the first alternative, the AR coefficients are obtained
by formulating an estimation procedure that jointly mini-
mizes the squared errors over all M channels. In the second
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alternative, the AR coefficients are obtained from the output
of an M-channel array using delay-and-sum beamforming.

A. M-channel AR coefficients

The speech signal observed at the mth microphone in an
array of M microphones can be expressed as

xm�n� = hm
T s�n�, m = 1,2, . . . ,M , �29�

where h= �hm,0 hm,1 ¯ hm,L−1 �T is the L-tap room im-
pulse response from the source to the mth microphone.

In linear prediction terms, the observation at the mth
sensor from �29� can be written as

xm�n� = − bm
T xm�n − 1� + em�n�, m = 1,2, . . . ,M , �30�

where bm= �bm,1 bm,2 ¯ bm,p �T are the prediction coeffi-
cients, xm�n−1�= �xm�n−1�xm�n−2�¯xm�n− p��T is the mth
microphone observation vector at time n, and em�n� is the
prediction residual obtained from the mth microphone signal.
From �30�, a joint M-channel error function can be formu-
lated as23

JM =
1

M
�
m=1

M

�
n=−�

�

em
2 �n�

=
1

M
�
m=1

M

�
n=−�

�

�xm�n� + bm
T xm�n − 1��2. �31�

The optimum set of coefficients that minimize this error,
similarly to �12�, is given by

b̂opt = − Q̂−1q̂ , �32�

with

Q̂ =
1

M
�
m=1

M

Qm �33�

and

q̂ =
1

M
�
m=1

M

qm, �34�

where Q̂ and q̂ are, respectively, the p� p mean autocorre-
lation matrix and the p�1 mean autocorrelation vector
across the M microphones. The relation between the clean
speech coefficients and the coefficients obtained using �32�
is summarized in Corollary 1.

Corollary 1 Replacing �18� and �19� with their averages
considered over M microphones �33� and �34� and then fol-
lowing the steps of the proof of Theorem 1, it can be shown
that the spatial expectation of the AR coefficients obtained
from minimization of �31� is approximately equal to those
from clean speech. That is,

E�b̂opt� � aopt. �35�

This result implies that the optimal AR coefficients obtained
using a spatial expectation over M channels are equivalent to
the spatial expectation of the AR coefficients in the single-
microphone case in �16�. However, at each individual posi-
tion, the M-channel case provides a more accurate estimation

of the clean speech AR coefficients than that obtained with a
single reverberant channel, as will be shown by simulations
in Sec. VI. This is because the averaging of the autocorrela-
tion functions in �33� and �34� is equivalent in effect to the
calculation of the spatial expectation operation in the single-
channel case �21�.

B. AR coefficients from a DSB output

The output of a delay-and-sum beamformer can be
written24 as

x̄�n� =
1

M
�
m=1

M

xm�n − �m� , �36�

where �m is the propagation delay in samples from the source
to the mth sensor. Assuming that the time delays of arrival
are known for all microphones, linear prediction can be per-
formed on the beamformer output, x̄�n�, following the ap-
proach in Sec. IV B. This is summarized in Theorem 2.

Theorem 2 Let aopt= �aopt,1 aopt,2 ¯ aopt,p �T be the
optimum set of AR coefficients obtained from the clean

speech signal, s�n�, and b̄= �b̄opt,1 b̄opt,2 ¯ b̄opt,p �T be the
optimum set of AR coefficients obtained from the DSB output,
x̄�n�. The spatial expectation of the AR coefficients calcu-
lated by linear prediction from the output of the DSB is

E�b̄opt� � Taopt − t , �37�

with T=I− �1/ 	̄�R−1���−1−�H�1/ 	̄�R−1��−1�H and t
= �	̄R+��−1�, where these terms are defined in the following
proof.

Proof: Consider a speech signal source, s�n�, observed
using M microphones and combined using a DSB to give a
signal x̄�n�. In the frequency domain this can be expressed as

X̄�ej�� = � 1

M
�
m=1

M

Hm�ej��e−j2�f�m	S�ej�� = H̄�ej��S�ej�� ,

�38�

where X̄�ej�� is the Fourier transform of x̄�n�, S�ej�� is the
Fourier transform of s�n�, Hm�ej�� is the RTF with respect to

the mth microphone, and H̄�ej�� is the averaged RTF at the

DSB output. The AR coefficients, b̄opt, at the beamformer
output are calculated as in Sec. IV A,

b̄opt = − Q̄−1q̄ , �39�

with

Q̄ =
1

2�


−�

�

�H̄�ej���2�S�ej���2ddHd� �40�

and

q̄ =
1

2�


−�

�

�H̄�ej���2�S�ej���2dd� , �41�

where Q̄ is a p� p autocorrelation matrix and q̄ is a p�1
vector.
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From this point on, we omit the frequency index for
reasons of clarity. The expected energy density spectrum of
the averaged RTFs can be written as

E��H̄�2� =
1

M2��
m=1

M

E��Hm�2�

+ �
m=1

M

�
n=1
n�m

M

E�HmHn
*�e−j2�f��m−�n�� . �42�

From Sec. II, the expected energy density for the mth chan-
nel is

E��Hm�2� =
1

�4�Dm�2 + �1 − �

�A�
	 , �43�

and the expected cross correlation between the mth and the
nth microphones is

E�HmHn
*� =

ejk�Dm−Dn�

16�2DmDn
+ �1 − �

�A�
	 sin k
�m − �n


k
�m − �n

. �44�

By substituting �43� and �44� into �42� and with �m=Dm /c,
we obtain the following expression for the mean energy den-
sity at the DSB output:

E��H̄�2� = 	̄ + 
��� , �45�

with

	̄ =
1

�4�M�2 �
m=1

M

�
n=1

M
1

DmDn
+ � 1 − �

M�A�
	

and


��� = � 1 − �

M2�A�
	�

m=1

M

�
n=1
n�m

M
sin k
�m − �n


k
�m − �n


�cos�k�Dm − Dn�� ,

where 	̄ is a frequency-independent component and 
��� is
a component due to spatial correlation.

Now, let

�u =
1

2�


−�

�


����S�ej���2e−j�ud� �46�

and

�u,v =
1

2�


−�

�


����S�ej���2e−j��u−v�d� �47�

be the uth element of a vector � and the �u ,v�th element of a
matrix �, respectively. The expected value of the uth ele-
ment of q̄ from �41� then becomes

E�q̄u� = 	̄ru + �u, u = 1,2, . . . ,p , �48�

where ru is the uth element of the vector r in �14�. Similarly,

the expected value of the �u ,v�th element of Q̄ from �40� is

E�Q̄u,v� = 	̄Ru,v + �u,v, u,v = 1,2, . . . ,p , �49�

where Ru,v is the �u ,v�th element of the matrix R in �13�.
The expected set of coefficients for the DSB output is there-
fore

E�b̄opt� � − �	̄R + ��−1�	̄r + �� . �50�

Since � is a Hermitian symmetric matrix, it can be factored
as

� = ���H, �51�

where � is a matrix of eigenvectors and � is a diagonal
matrix of eigenvalues. Using the matrix inversion lemma,25

we can write

�	̄R + ��−1 =
1

	̄
R−1 −

1

	̄2R−1�

���−1 − �H 1

	̄
R−1�	−1

�HR−1. �52�

Finally, substituting the result from �52� into �50� we obtain
the result in �37�. �

Theorem 2 states that, in terms of spatial expectation,
the AR coefficients obtained by LP analysis of the DSB out-
put, x̄�n�, differ from those obtained from clean speech. This
difference depends on the spatial cross correlation between
the acoustic channels. It can be seen from �5� that the inter-
channel correlation and its significance are governed by the
reverberation time, the distance between adjacent micro-
phones, the source-microphone separation, and on the array
size if the speaker is in the near field of the microphone
array. Of particular interest is the separation of adjacent mi-
crophones. From �45� it is evident that the term 
��� and,
consequently, the matrix � and the vector �, will tend to zero
as the source-microphone separation is increased. Therefore,
for large intermicrophone separation the matrix T tends to
the identity matrix I and the vector t tends to zero and the
result in �37� tends to the result in �16�. Furthermore, if es-
timates of T and t were available, since T is a square matrix
the effects of the spatial cross correlation could be compen-

sated as aopt�T−1�E�b̄opt�+ t�. However, estimating these pa-
rameters is difficult in practice. Finally, for the special case
where the distance between the microphones is exactly a
multiple of a half-wavelength at each frequency and the
speaker is far from the microphones, then 
���=0, ∀� and
thus � and � from �46� and �47� are equal to zero. Therefore,
the matrix T becomes exactly the identity matrix I and the
vector t is exactly zero, which results in the expression in
�37� becoming equivalent to that in �16�.

VI. SIMULATIONS AND RESULTS

Having established the theoretical relationship between
the AR coefficients obtained from clean speech and those
obtained from reverberant speech observations, we now
present simulation results to demonstrate and to validate the
theoretical analysis. In summary, we demonstrate two spe-
cific points: �1� On average over all positions in the room,
the AR coefficients obtained from a single microphone as in
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case �i� and those calculated from M microphones as in case
�ii� are not affected by reverberation while the AR coeffi-
cients from the DSB become more dissimilar from the clean
speech coefficients with increased reverberation time. �2�
The M-channel AR coefficients are the most accurate esti-
mates of the clean speech AR coefficients from the three
cases studied.

As an evaluation metric for the similarity between two
sets of AR coefficients we use the Itakura distance
measure,22 defined as

dI = log� âTRâ

aTRa
	 , �53�

where a is the set of clean speech coefficients and â are the
coefficients under test. The Itakura distance can be inter-
preted as the log ratio of the minimum mean squared errors
�MMSE� obtained with the true and the estimated coeffi-
cients. The denominator represents the optimal solution for
the clean speech and thus dI0. For the experiments, the
diphthong /e ( / as in the alphabet letter “a” uttered by a male
speaker was used as an example and is depicted in Fig. 2. We
performed the LP analysis on that sample employing selec-
tive linear prediction26 with a frame length equal to the
length of the vowel and a prediction order p=21 with sam-
pling frequency fs=16 kHz. The prediction order was cho-
sen using the relation p= fs /1000+5 as recommended in
Ref. 22. Thus, this gives a pole pair per kHz of Nyquist
sampling frequency and some additional poles to model
the glottal pulse. For the selective linear prediction we
consider the spectrum in the range 0.3–7 kHz in order to
avoid errors due to bandlimiting filters.

A. Experiment 1

The spatial expectation was calculated using N=200 re-
alizations of the source-array positions, and thus an average
autocorrelation function was calculated for each of the cases
under consideration. This was repeated, varying the rever-
beration time, T60, from 0.1 to 0.9 s in steps of 0.2 s. For
each case the Itakura distance measure was applied to the
estimation of the spatial expectation of the coefficients. Fig-
ure 3 shows the results in which the Itakura distance of the
spatially expected coefficients is plotted versus reverberation
time for �a� a single channel; �b� M =7 channels; and �c� the
DSB output simulation and the theoretical expression for the
DSB output in �37� �dashed�. It can be seen that the experi-
mental outcome closely corresponds to the theoretical results

where the coefficients from the M-channel case and from a
single channel are close to the clean speech coefficients with
an Itakura distance close to zero. In contrast, the difference
between the results from the DSB output and the clean
speech increases proportionally to the reverberation time,
where the Itakura distance varies from dI=0.0028 for T60

=0.1 s to dI=0.07 at T60=0.9 s.

B. Experiment 2

This experiment illustrates the individual outcomes for
the three cases at the N=200 different locations. Thus, using
the same conditions as in experiment 1, the AR coefficients
were computed at each individual source-array position us-
ing �17�, �32�, and �39� and the Itakura distance was calcu-
lated. Figure 4 shows the resulting plot in terms of the mean
Itakura distance versus increasing reverberation time for �a� a
single channel; �b� M =7 channels; and �c� a DSB output.
The error bars indicate the range between the maximum and
the minimum errors while the crosses indicate the mean
value for all N locations. It can be seen that the M-channel
LPC provides the best approximation of the clean speech AR
coefficients. The mean Itakura distance is dI=0.01 on aver-
age for all reverberation times, with a maximum distance of
dI=0.057 and a minimum distance dI=0.0015 compared to a
mean Itakura distance of dI=0.027 for the single-channel
case, where the maximum and the minimum distances are,
respectively, dI=0.079 and dI=0.0067. It can also be seen
that the estimation error for the AR coefficients obtained
from the DSB output can become significant with increasing

FIG. 2. Speech sample used in the experiments comprising the time-domain
waveform of the diphthong /e ( / as in the alphabet letter “a” uttered by a
male speaker.

FIG. 3. Itakura distance vs reverberation time for the spatially expected AR
coefficients of �a� a single channel; �b� M =7 channels; and �c� DSB output
simulation and the theoretical expression for the DSB output �37� �dashed�.
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reverberation time, reaching an average of dI=0.099 at T60

=0.9 with a maximum distance dI=0.175 and minimum dI

=0.045 at that reverberation time. This result may appear
counterintuitive; however, it conforms with the theoretical
expression in �37� and will be clarified further with the fol-
lowing experiment. Figure 5 shows examples of the spectral
envelopes from the AR coefficients obtained from reverber-
ant observations using LPC for �a� single channel; �b� M
=7 channels; and �c� the DSB output. Each case is compared
to the resulting spectral envelope from clean speech.

C. Experiment 3

In line with the discussion in Sec. V B, the discrepancy
in the estimated AR coefficients at the output of the DSB
from those obtained with clean speech is governed mainly by
the separation of the microphones. This final experiment
demonstrates the effect of the separation between adjacent
microphones on the expected AR coefficients obtained at
output of a DSB. All the parameters of the room and source-
microphone array were kept fixed while the separation, 
�m

−�m+1
, between adjacent microphones in the linear array
was increased from 0.05 to 0.3 m in steps of 0.05 m. The
results are shown in Fig. 6, where the Itakura distance is
plotted against microphone separation for �a� the theoretical
results calculated with �37� �dashed� and the simulated re-
sults �crosses� for the spatially expected AR coefficients at
the output of the DSB, and �b� the AR coefficients for each

individual outcome. Error bars indicate the maximum and
the minimum errors while crosses indicate the mean value. It
is seen from these results that the estimates at the output of
the DSB become more accurate as the distance between the

FIG. 4. Itakura distance vs reverberation time in terms of the AR coeffi-
cients for each individual outcome for �a� a single channel; �b� M =7 chan-
nels; and �c� the DSB output. Error bars indicate the maximum and mini-
mum errors while crosses show the mean values.

FIG. 5. Spectral envelopes calculated from the AR coefficients of clean
speech compared with spectral envelopes obtained from the AR coefficients
of �a� a single channel; �b� M =7 channels; and �c� the DSB output.

FIG. 6. Itakura distance vs microphone separation for �a� the theoretical
results calculated with �37� �dashed� and the simulated results �crosses� for
the spatially expected AR coefficients at the output of the DSB and �b� the
AR coefficients for each individual outcome. Error bars indicate the maxi-
mum and the minimum errors while crosses show the mean value.
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microphones is increased. At a microphone separation of

�m−�m+1 
 =0.3 m the results are comparable to the
M-channel case both in terms of spatial expectation where an
Itakura distance of dI=0.0041 is observed and for the indi-
vidual outcomes where the mean Itakura distance is dI

=0.0164 with the minimum and maximum distances being
dI=0.06 and dI=0.036. This is due to the fact that the spatial
correlation between microphones becomes negligible with
increased microphone separation.

VII. CONCLUSIONS

We have used statistical room acoustic theory for the
analysis of the AR modeling of reverberant speech. Investi-
gating three scenarios, we have shown that, in terms of spa-
tial expectation, the AR coefficients calculated from rever-
berant speech are approximately equivalent to those from
clean speech both in the single-channel case and in the case
when the coefficients are calculated jointly from an
M-channel observation. Furthermore, it was shown that the
AR coefficients calculated at the output of a delay-and-sum
beamformer differ from the clean speech coefficients due to
spatial correlation, which is governed by the room character-
istics and the microphone array arrangement. This difference
decreases as the distance between adjacent microphones is
increased. It was also demonstrated that AR coefficients cal-
culated jointly from the M-channel observation provide the
best approximation of the clean speech AR coefficients at
individual source-microphone positions and in particular
when the microphone separation is small ��0.3 m�. Thus, in
general, the M-channel joint calculation of the AR coeffi-
cients is the preferred option where such an equivalence is
important and specifically in the case of closely spaced mi-
crophones. Finally, the findings in this paper are of particular
interest in speech dereverberation methods using prediction
residual processing, where the main and crucial assumption
is that reverberation mostly affects the prediction residual.
Since most of these methods utilize microphone arrays for
the residual processing, M-channel joint calculation of the
AR coefficients should be deployed to ensure the validity of
this assumption.

APPENDIX

Consider a function, g�x1 ,x2 , . . . ,xn�, of random
variables27 with mean values E�xi�=�i, which we write g�x�
for brevity. Letting g��x�=��g�x�� /�xi�x=�, the Taylor series
expansion of g�x� about the mean, �, is g�x�=g���
+�i=1

n g�����xi−�i�+ ğ�x�, where ğ�x� are the second-order
terms and above. All the partial derivatives up to the first
order vanish10 at ��1 ,�2 , . . . ,�n� and, consequently, we can
write E�g�x���g�E�x�� up to the zeroth order of approxima-
tion. In practice, the accuracy of this approximation will de-
pend on the estimation of the mean value of the random
variables.
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In a natural environment, speech signals are degraded by both reverberation and concurrent noise
sources. While human listening is robust under these conditions using only two ears, current
two-microphone algorithms perform poorly. The psychological process of figure-ground segregation
suggests that the target signal is perceived as a foreground while the remaining stimuli are perceived
as a background. Accordingly, the goal is to estimate an ideal time-frequency �T-F� binary mask,
which selects the target if it is stronger than the interference in a local T-F unit. In this paper, a
binaural segregation system that extracts the reverberant target signal from multisource reverberant
mixtures by utilizing only the location information of target source is proposed. The proposed
system combines target cancellation through adaptive filtering and a binary decision rule to estimate
the ideal T-F binary mask. The main observation in this work is that the target attenuation in a T-F
unit resulting from adaptive filtering is correlated with the relative strength of target to mixture. A
comprehensive evaluation shows that the proposed system results in large SNR gains. In addition,
comparisons using SNR as well as automatic speech recognition measures show that this system
outperforms standard two-microphone beamforming approaches and a recent binaural processor.
© 2006 Acoustical Society of America. �DOI: 10.1121/1.2355480�
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I. INTRODUCTION

A typical auditory environment contains multiple con-
current sources that are reflected by surfaces and change
their locations constantly. While human listeners are able to
attend to a particular sound signal even under such adverse
conditions, simulating this perceptual ability or solving the
cocktail party problem �Cherry, 1953� remains a grand chal-
lenge. A solution to the problem of sound separation in real
environments is essential for many applications including au-
tomatic speech recognition �ASR�, audio information
retrieval and hearing prosthesis. In this paper we study
the binaural �two-microphone� separation of speech in
multisource reverberant environments.

The sound separation problem has been investigated in
the signal processing field for many years for both one-
microphone recordings as well as multi-microphone ones
�for reviews see Kollmeier, 1996; Brandstein and Ward,
2001; Divenyi, 2005�. One-microphone speech enhancement
techniques include spectral subtraction �e.g., Martin, 2001�,
Kalman filtering �Ma et al., 2004�, subspace analysis
�Ephraim and van Trees, 1995�, and autoregressive modeling
�e.g., Balan et al., 1999�. While having the advantage of
requiring only one sensor, these algorithms make strong as-

sumptions about the environment and thus have difficulty in
dealing with general acoustic mixtures. Microphone array
algorithms are divided in two categories: beamforming and
independent component analysis �ICA� �Brandstein and
Ward, 2001�. While performing essentially the same linear
demixing operation, these two algorithms differ in how they
compute the demixing coefficients. Specifically, to separate
multiple sound sources, beamforming takes advantage of
their different directions of arrival while ICA relies on their
statistical independence �ICA also requires different arrival
directions of sound sources�. A fixed beamformer, such as
that of the delay-and-sum, constructs a spatial beam to en-
hance signals arriving from the target direction independent
of the interfering sources. The primary limitations of a fixed
beamformer are: �1� a poor spatial resolution at lower fre-
quencies, i.e., the spatial response has a wide main lobe
when the intermicrophone distance is smaller than the signal
wavelength; and �2� spatial aliasing, i.e., multiple beams at
higher frequencies when the intermicrophone distance is
greater than the signal wavelength. To solve these problems a
large number of microphones is required and constraints
need to be introduced in order to impose a constant beam
shape across the frequencies �Ward et al., 2001�. Adaptive
beamforming techniques, on the other hand, attempt to null
out the interfering sources in the mixture �Griffiths and Jim,
1982; Widrow and Stearns, 1985; Van Compernolle, 1990�.
While they improve spatial resolution significantly, the main
disadvantage of such beamformers is greater computation
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and adaptation time when the locations of interfering sources
change. Note also that while an adaptive beamformer with
two microphones is optimal for canceling a single directional
interference, additional microphones are required as the
number of noise sources increases �Weiss, 1987�. A subband
adaptive algorithm has been proposed by Liu et al. �2001� to
address the multisource problem. Their two-microphone sys-
tem estimates the locations of all the interfering sources and
uses them to steer independent nulls that suppress the stron-
gest interference in each T-F unit. The underlying signal
model is, however, anechoic and the performance degrades
in reverberant conditions. Similarly, the drawbacks of ICA
techniques include the requirement in the standard formula-
tion that the number of microphones be greater than or equal
to the number of sources and poor performance in reverber-
ant conditions �Hyväarinen et al., 2001�. Some recent sparse
representations attempt to relax the former assumption �e.g.,
Zibulevsky et al., 2001�, but their application has been lim-
ited to anechoic conditions. Other multi-microphone algo-
rithms include nonlinear processing schemes that attempt to
remove incoherent components by attenuating T-F units
based on the cross-correlation between corresponding micro-
phone signals �Allen et al., 1977; Lindemann, 1995�.

Human listeners excel at separating target speech from
multiple interferences. Inspired by this robust performance,
research has been devoted to build speech separation systems
that incorporate the known principles of auditory perception.
According to Bregman �1990�, the auditory system performs
sound separation by employing various grouping cues, in-
cluding pitch, onset time, spectral continuity, and location in
a process known as auditory scene analysis �ASA�. This
ASA account has inspired a series of computational ASA
�CASA� systems that have significantly advanced the state-
of-the-art performance in monaural separation as well as in
binaural separation. Monaural separation algorithms rely pri-
marily on the pitch cue and therefore operate only on voiced
speech. On the other hand, the binaural algorithms use the
source location cues—time differences and intensity differ-
ences between the ears—which are independent of the signal
content, and thus can be used to track both voiced and un-
voiced speech. A recent overview of CASA approaches can
be found in Brown and Wang �2005�.

CASA research, however, has been largely limited to
anechoic conditions, and few systems have been designed to
operate on reverberant inputs. In reverberant conditions,
anechoic modeling of time delayed and attenuated mixtures
is inadequate. Reverberation introduces potentially an infi-
nite number of sources due to reflections from hard surfaces.
As a result, the estimation of location cues in individual T-F
units becomes unreliable with an increase in reverberation
and the performance of location-based segregation systems
degrades under these conditions. A notable exception is the
binaural system proposed by Palomäki et al. �2004�, which
includes an inhibition mechanism that emphasizes the onset
portions of the signal and groups them according to a com-
mon location. The system shows improved speech recogni-
tion results across a range of reverberation times. Evalua-
tions in reverberation have also been reported for two-
microphone algorithms that combine pitch information with

binaural cues or other signal-processing techniques �Luo and
Denbigh, 1994; Wittkop et al., 1997; Shamsoddini and Den-
bigh, 1999; Barros et al., 2002�.

From an information processing perspective, the notion
of an ideal T-F binary mask has been proposed as the com-
putational goal of CASA �Roman et al., 2003; see also
Wang, 2005�. Such a mask is constructed from target and
interference before mixing; specifically a value of 1 in the
mask indicates that the target is stronger than the interference
within a particular T-F unit and 0 indicates otherwise. This
particular definition results in the optimal SNR gain among
all possible binary masks because the local SNR is greater
than 0 dB for all the retained T-F units and less than or equal
to 0 dB for all the discarded T-F units �see Hu and Wang,
2004�. Speech reconstructed from ideal binary masks has
been shown to be highly intelligible, even when extracted
from multisource mixtures of very low SNRs. In Roman et
al. �2003�, we tested the intelligibility of speech recon-
structed from binary masks that are very close to ideal binary
masks at three SNR levels of 0, −5, and −10 dB. The tests
were done in two and three source configurations. The recon-
structed speech improves the intelligibility scores of normal-
hearing listeners in all test conditions, and the improvement
becomes larger as the SNR decreases. For example, for the
two-source condition with the input SNR of −10 dB, binary
mask processing improves the intelligibility score from about
20% to 81%. Similar improvements were found in later stud-
ies �Chang, 2004; Brungart et al., 2006�. In addition, binary
mask processing produces substantial improvements in ro-
bust speech recognition �Cooke et al., 2001; Roman et al.,
2003�.

As stated earlier, only one wideband source can be can-
celed through linear filtering in binaural processing. In this
paper we pursue a binaural solution to target segregation
under reverberant conditions and in the presence of multiple
concurrent sound sources. We propose a two-stage model
that combines target cancellation through adaptive filtering
and a subsequent stage that estimates the ideal binary mask
based on the amount of target cancellation. Specifically, we
observe that the amount of target cancellation within indi-
vidual T-F units is correlated with the relative strength of
target to mixture. Consequently, we employ the output-to-
input attenuation level within each T-F unit resulting from
adaptive filtering to estimate the ideal binary mask. Since the
system depends only on the location of the target, it works
for a variety of interfering sources including moving intru-
sions and impulsive ones. Álvarez et al. �2002� proposed a
related system that combines a first-order differential beam-
former to cancel the target and obtain a noise estimate, and
spectral subtraction to enhance the target source, but their
results are not satisfactory in reverberant conditions.

Although the speech reconstructed directly from the
ideal binary mask is highly intelligible, typical ASR systems
are sensitive to the small distortions produced during resyn-
thesis and hence do not perform well on the reconstructed
signals. Two methods have been proposed to alleviate this
problem: �1� the missing-data ASR proposed by Cooke et al.
�2001� that utilizes only the reliable �target dominant� fea-
tures in the acoustic mixture; and �2� a target reconstruction
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method for the unreliable �interference dominant� features
proposed by Raj et al. �2004� followed by a standard ASR
system. The first method requires the use of spectral features,
whereas the second method, thanks to reconstruction, can
operate on cepstral features. It is well known that cepstral
features are more effective for ASR than spectral features.
Hence, in our evaluations we use a spectrogram reconstruc-
tion technique similar to the one proposed by Raj et al.
�2004�. Our technique leads to substantial speech recognition
improvements over baseline and other related two-
microphone approaches.

The rest of the paper is organized as follows. In the next
section we define the problem and describe the model. In
Sec. III we give an extensive evaluation of our system as
well as a comparison with related models. In the last section
we conclude the paper.

II. MODEL ARCHITECTURE

The proposed model consists of two stages, as shown in
Fig. 1. In the first stage, an adaptive filter is applied to the
mixture signal, which contains both target and interference,
in order to cancel the target signal. In the second stage, the
system labels as 1 those T-F units that have been largely
attenuated in the first stage since those units are likely to
have originated from the target source. This mask is then
applied to suppress all the T-F units dominated by noise. The
adaptive filter needs to be trained in the absence of noise.

The input signal to our system assumes that a desired
speech source s has been produced in a reverberant enclosure
and recorded by two microphones to produce the signal pair
�x1 ,x2�. The transmission path from the target location to
microphones is a linear system and is modeled as

x1�t� = h1�t� � s�t� , �1a�

x2�t� = h2�t� � s�t� , �1b�

where hi corresponds to the room impulse response for the
ith microphone. The challenge of source separation arises
when an unwanted interference pair �n1 ,n2� is also present at

the input of the microphones resulting in a pair of mixtures
�y1 ,y2�:

y1�t� = x1�t� + n1�t� , �2a�

y2�t� = x2�t� + n2�t� . �2b�

The interference here is a combination of multiple reverber-
ant sources and additional background noise. In this study,
the target is assumed to be fixed but no restrictions are im-
posed on the number, location, or content of the interfering
sources. In realistic conditions, the interference can suddenly
change its location and may also contain impulsive sounds.
Under these conditions, it is hard to localize each individual
source in the scene. The goal is therefore to remove or at-
tenuate the noisy background and recover the reverberant
target speech based only on the target source location.

Our objective here is to develop an effective mechanism
to estimate an ideal binary mask, which selects the T-F units,
where the local SNR exceeds a threshold of 0 dB. The rela-
tive strength of target to mixture for a T-F unit is defined as

R��,t� =
�X1��,t��

�X1��,t�� + �N1��,t��
, �3�

where X1�� , t� and N1�� , t� are the corresponding Fourier
transforms of the reverberant target signal and the noise sig-
nal at frequency � and time t corresponding to microphone 1
�primary microphone�. Note that the noise signal includes all
the interfering sources. As seen in Eq. �3�, R�� , t� is related
to the mixture SNR in a T-F unit. A T-F unit is then set to 1
in the ideal binary mask if R�� , t� exceeds 0.5, otherwise it is
set to 0. Note that R�� , t�=0.5 corresponds to the situation
where the target and the noise are equally strong.

In the classical adaptive beamforming approach with
two microphones �Griffith and Jim, 1982�, the filter learns to
identify the differential acoustic transfer function of a par-
ticular noise source and thus perfectly cancels only one di-
rectional noise source. Systems of this type, however, are
unable to cope well with multiple noise sources or diffuse
background noise. As an alternative, we propose to use the
adaptive filter only for target cancellation and then process
the noise estimate obtained using a nonlinear scheme de-
scribed below in order to obtain an estimate of the ideal
binary mask �see also Roman and Wang, 2004�. This two-
stage approach offers a potential solution to the problem of
multiple interfering sources in the background.

In the experiments reported here, we assume a fixed tar-
get location and the filter w in the target cancellation module
�TCM� is trained in the absence of interference �see Fig. 1�.
A white noise sequence of 10 s duration is used to calibrate
the filter. We implement the adaptation using the Fast-Block
Least Mean Square algorithm with an impulse response of
375 ms length �6000 samples at a 16 kHz sampling rate�
�Haykin, 2002�. After the training phase, the filters param-
eters are fixed and the system is allowed to operate in the
presence of interference. Both the TCM output z�t� and the
noisy mixture at the primary microphone y1�t� are analyzed
using a short time-frequency analysis. The time-frequency
resolution is 20-ms time frames with a 10-ms frame shift and

FIG. 1. Schematic diagram of the proposed model. The input signal is a
mixture of reverberant target sound and acoustic interference. At the core of
the system is an adaptive filter for target cancellation. A T-F decomposition
is performed on the output of the adaptive filter and the input signal at
microphone 1. The output of the system is an estimate of the ideal binary
mask.
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257 discrete Fourier transform coefficients. Frames are ex-
tracted by applying a running Hamming window to the sig-
nal.

As a measure of signal suppression at the output of the
TCM unit, we define the output-to-input energy ratio as fol-
lows:

OIR��,t� =
�Z��,t��2

�Y1��,t��2
. �4�

Here Y1�� , t� and Z�� , t� are the corresponding Fourier
transforms of y1�t� and z�t�, respectively, where z�t�=y1�t�
−w�y2�t�, as shown in Fig. 1.

Consider a T-F unit in which the noise signal is zero.
Ideally, the TCM module cancels perfectly the target source
resulting in zero output and therefore OIR�� , t�→0. On the
other hand, T-F units dominated by noise are not suppressed
by the TCM and thus OIR�� , t��0. Hence, a simple binary
decision can be implemented by imposing a decision thresh-
old on the estimated output-to-input energy ratio. The esti-
mated binary mask is 1 in those T-F units where OIR�� , t�
�����, which is a frequency-dependent threshold, and 0 in
all the other units. Due to the additional filtering introduced
by the target cancellation stage, the noise estimate may have
different characteristics compared with the noise in the pri-
mary microphone hence degrading the quality of the ideal
mask estimation.

Figure 2 shows a scatter plot of R and OIR measured in
dB, as well as the mean and the standard deviation, which is
obtained for individual T-F units corresponding to a fre-
quency bin at 1 kHz. Similar results are seen across all fre-
quencies. The results are extracted from 100 mixtures of re-
verberant target speech fixed at 0° azimuth mixed with four
interfering speakers at −135°, −45°, 45°, and 135° azimuths.
The room reverberation time, T60, is 0.3 s �see Sec. III for
simulation details�; T60 is the time required for the sound

level to drop by 60 dB following the sound offset. The input
SNR considering reverberant target as signal is 5 dB. Ob-
serve that there exists a correlation between the amount of
cancellation in the individual T-F units and the relative
strength of target to mixture. In order to simplify the estima-
tion of the ideal binary mask we have used in our evaluations
a frequency-independent threshold of −6 dB on the output-
to-input energy ratio, i.e., ���� is set to −6 dB. The −6 dB
threshold is obtained when the reverberant target signal and
the noise have equal energy in Eq. �3�. As seen in the figure,
the binary masks estimated using this threshold remove most
of the noise at the expense of some target speech energy loss.

III. EVALUATION AND COMPARISON

We have evaluated our system on binaural stimuli, simu-
lated using the room acoustic model described in Palomäki et
al. �2004�. The reflection paths of a particular sound source
are obtained using the image reverberation model for a small
rectangular room �6 m�4 m�3 m� �Allen and Berkley,
1979�. The resulting impulse response is convolved with the
measured head related impulse responses �HRIR� �Gardner
et al., 1994� of a KEMAR dummy head �Burkhard and Sa-
chs, 1975� in order to produce the two binaural inputs to our
system. Typically, the room reverberation is influenced by
the absorption properties of surface materials, which are fre-
quency dependent, as well as by a low-pass filtering effect
due to air absorption. Specific room reverberation times are
obtained here by varying the absorption characteristics of
room boundaries, as described in Palomäki et al. �2004�. The
position of the listener was fixed asymmetrically at �2.5 m
�2.5 m�2 m� to avoid obtaining near identical impulse re-
sponses at the two microphones when the source is in the
median plane. All sound sources are presented at different
angles at a distance of 1.5 m from the listener. For all our
tests, the target is fixed at 0° azimuth unless otherwise speci-
fied. To test the robustness of the system to various noise
configurations, we have performed the following tests: �1� an
interference of rock music at 45° �scene 1�; �2� two concur-
rent speakers �one female and one male utterance� at azimuth
angles of −45° and 45° �scene 2�; and �3� four concurrent
speakers �two female and two male utterances� at azimuth
angles of −135°, −45°, 45°, and 135° �scene 3�. The silence
before and after each of the interfering utterances is deleted
in scene 2 and scene 3 making them more comparable with
scene 1. Note that we do not expect the performance to vary
significantly with respect to test material because of the spa-
tial filtering principle employed in our model. The signals are
upsampled to the HRIR sampling frequency of 44.1 kHz and
convolved with the corresponding left and right ear HRIRs to
simulate the individual sources for the above three testing
conditions �scene 1–scene 3�. Finally, the reverberated sig-
nals at each simulated ear are summed and then down-
sampled to 16 kHz. In all our evaluations, the input SNR is
calculated at the left ear using reverberant target speech as
signal. While in scene 2 and scene 3, the SNR at the two ears
is comparable; the left ear is the “better ear”—the ear with a

FIG. 2. Scatter plot of the output-to-input ratio with respect to the relative
strength of the target to the mixture for a frequency bin centered at 1 kHz.
The mean and the standard deviation are shown as the dashed line and
vertical bars, respectively. The horizontal line corresponds to the −6 dB
decision threshold used in the binary mask estimation.
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higher SNR—in the scene 1 condition. In the case of mul-
tiple interferences, the interfering signals are scaled to have
equal energy at the left ear.

The binaural input is processed by our system as de-
scribed in Sec. II in order to estimate the ideal T-F binary
mask that is defined as 1 when the reverberant target energy
is greater than the interference energy and 0 otherwise. In all
our results, the signal simulated at the left ear corresponds to
the input signal at the primary microphone. Hence, the bi-
nary mask is computed and the signal is resynthesized at the
left simulated ear. Figure 3 illustrates the output of our sys-
tem for scene 3 when the target is the male utterance “Bright
sunshine shimmers on the ocean.” The room conditions are
T60=0.3 s and 5 dB input SNR. Figures 3�a� and 3�b� show
the spectrograms of the reverberant target speech and the
mixture, respectively. Figures 3�c� and 3�d� show the esti-
mated binary mask and the ideal binary mask, respectively.
Figures 3�e� and 3�f� show the output by applying the esti-
mated mask and the ideal mask to the mixture in Fig. 3�b�,
respectively. Observe that the estimated mask is able to esti-
mate well the ideal binary mask, especially in the high target
energy T-F regions.

To systematically evaluate our segregation system, we
use the following performance measures: �1� SNR evaluation
using the reverberant target speech as signal; and �2� ASR
accuracy using our model as a front end. Quantitative com-
parisons with related approaches are also provided.

A. SNR evaluation

We perform SNR evaluations for the three conditions
described above using ten speech signals from the TIMIT
database �Garofolo et al., 1993� as target: five female utter-
ances and five male utterances, as used in Roman et al.
�2003�. Results are given in Table I, Table II, and Table III.
The room reverberation time is 0.3 s in all conditions and the
system is evaluated for the following four input SNR values:

FIG. 3. A comparison between the estimated mask and
the ideal binary mask for a five-source configuration.
�a� Spectrogram of the reverberant target speech. �b�
Spectrogram of the mixture of target speech presented
at 0° and four interfering speakers at locations −135°,
−45°, 45°, and 135°. The SNR is 5 dB. �c� The esti-
mated T-F binary mask. �d� The ideal binary mask. �e�
The mixture spectrogram overlaid by the estimated T-F
binary mask. �f� The mixture spectrogram overlaid by
the ideal binary mask. The recordings correspond to the
left microphone.

TABLE I. SNR evaluation for a one-source interference �scene 1�.

Input SNR −5 dB 0 dB 5 dB 10 dB

Output SNR �db� 6.36 11.55 15.87 19.69
RSR �%� 59 74 84 91
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−5, 0, 5, and 10 dB. In order to assess the system perfor-
mance, output SNR and retained speech ratio �RSR� are
computed as follows:

Output SNR = 10 log10��
t

sE
2�t���

t

nE
2�t�	 , �5�

RSR = �
t

sE
2�t���

t

sT
2�t� , �6�

where sT�t� is the reverberant target signal resynthesized
through an all-one mask, sE�t� is obtained by applying the
estimated binary mask to the reverberant target signal, and
nE�t� is obtained by applying the estimated mask to the noise
signal. While the output SNR measures the level of noise
that remains in the reconstructed signal, the RSR measures
the percentage of target energy loss. The RSR measure is
needed because the output SNR measure can be maximized
by a strategy that retains very few T-F units containing little
noise and hence loses much target energy. The results, aver-
aged across the ten input signals, show SNR improvements
in the range of 8–11 dB while preserving much of the tar-
get energy �
70% –90% � for input SNR levels greater
than or equal to 0 dB. Observe that the system perfor-
mance degrades at lower SNR values because of an in-
creased overlap between target and interference. The RSR
may be improved by imposing a higher threshold on the
output-to-input attenuation level at the expense of increas-
ing the residual noise in the output signal. For example, in
the scene 3 condition at a 5 dB input SNR, a 0 dB thresh-
old on the output-to-input energy ratio retains 92% of the
target signal while improving the SNR only by 4.29 dB.
These numbers should be compared with the RSR of 79%
and the SNR gain of 8.68 dB reported in Table III using a
−6 dB threshold.

Table IV shows the performance of our system for six
reverberation times between 0.0 �anechoic� and 0.5 s �e.g.,
large living rooms and classrooms� that are obtained by
simulating room impulse responses with different room ab-
sorption characteristics. Results are reported for scene 1 and
0 dB input SNR. For each room configuration, the filter in
the TCM module is adapted using 10 s of white noise simu-
lated at the target location, as mentioned earlier. Overall, the
system performance degrades by 8 dB output SNR when T60

is 0.2 s compared to the anechoic case while preserving the
same retained speech ratio. This is partly due to the spectral

smearing of individual sources as the reverberation time in-
creases, which results in increased overlap between target
and interference. However, note that the RSR is above 70%
across all conditions.

We compare the performance of our algorithm with the
standard delay-and-sum beamformer that is computationally
simple and requires no knowledge about the interfering
sources. As discussed in the Introduction, while fixed beam-
formers are computationally simple and require only the tar-
get direction, they require a large number of microphones to
obtain a good resolution. For our two-microphone configu-
ration, the delay-and-sum beamformer produces only an av-
erage of 1.2 dB SNR gain across all three conditions.

To compare our model with adaptive beamforming tech-
niques, we have implemented the two-stage adaptive filtering
strategy described in Van Compernolle �1990� that improves
the classic Griffith-Jim model under reverberation. The first
stage is identical to our target cancellation module and is
used to obtain a good noise reference. The second stage uses
another adaptive filter to model the difference between the
noise reference and the noise portion in the primary micro-
phone. Here, training for the second filter is done indepen-
dently for each noise condition �scene 1–scene 3� in the ab-
sence of a target signal using 10 s white noise sequences
presented at each location in the tested configuration. The
length of the filter is the same as the one used in the TCM
�375 ms�. Note that this approach requires adaptation for any
change in both the target source location as well as any in-
terfering source location. As expected, the adaptive beam-
former is optimal for canceling out one interfering source
and hence gives a SNR gain of 13.61 dB in the scene 1
condition. However, the second adaptive filter is not able to
adapt to the noise configuration when multiple interferences
are active since each source has a different differential path
between the microphones. The adaptive beamformer thus
produces a SNR gain of 3.63 dB in the scene 2 condition and
only 2.74 dB in the scene 3 condition. The advantage for
both the fixed beamformer as well as the adaptive one is that
target signal distortions are minimal in the output when the
filters are calibrated. By comparison, our system introduces
some target energy loss. However, note that in the scene 3
condition our system produces a SNR gain of 8 dB while
losing less than 30% energy in the target signal for input
SNR levels greater than 0 dB.

Given our computational objective of estimating the
ideal binary mask, we also employ a SNR evaluation that
uses the signal reconstructed from the ideal binary mask as
ground truth �see Hu and Wang, 2004�:

TABLE II. SNR evaluation for a two-speaker interference �scene 2�.

Input SNR −5 dB 0 dB 5 dB 10 dB

Output SNR �dB� 4.82 10.18 14.68 18.54
RSR �%� 58 73 83 90

TABLE III. SNR evaluation for a four-speaker interference �scene 3�.

Input SNR −5 dB 0 dB 5 dB 10 dB

Output SNR �dB� 3.41 8.94 13.68 17.79
RSR �%� 52 66 79 89

TABLE IV. SNR evaluation at different reverberation levels for a one
source interference and 0 dB input SNR.

Output SNR �dB� RSR �%�

T60=0.0 s 18.74 70
T60=0.1 s 13.14 73
T60=0.2 s 10.89 74
T60=0.3 s 11.55 74
T60=0.4 s 11.49 75
T60=0.5 s 10.99 74
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SNRIBM = 10 log10

�
t

sIBM
2 �t�

�
t

�sIBM�t� − sE�t��2
, �7�

where sIBM�t� represents the target signal reconstructed us-
ing the ideal binary mask and sE�t� is the estimated target
reconstructed from the binary mask produced by our
model. The denominator provides a measure of noise—the
difference between the reconstructed signals using the
ideal mask and the estimated mask. In a way, SNRIBM

combines the two measures in Eq. �5� and Eq. �6� into a
single indicator in dB. Table V provides a comparison
between our proposed system and the adaptive beam-
former approach described above using this SNR measure.
In order to extend the evaluation to the adaptive beam-
former, the waveform at the beamformer output needs to
be converted into a binary mask representation. Assuming
target energy and noise energy are uncorrelated in indi-
vidual T-F units, we can construct a binary mask as fol-
lows. For each T-F unit, if the energy ratio between the
beamformer output and the input mixture is greater than
0.5 we label the unit as 1; otherwise we label the unit as 0.
The signal resynthesized by applying this mask to the out-
put waveform is used in Eq. �7� as the estimated target. As
seen in the table, our system provides some improvements
over the adaptive beamformer in low input SNR scenarios
with multiple interferences �scene 2 and scene 3�.

A combination of target cancellation using a first-order
differential beamformer and a spectral subtraction technique
has been proposed previously by Álvarez et al. �2002�. Since
the first stage of our system produces a noise estimate, alter-
natively we can combine our adaptive filtering stage with
spectral subtraction to enhance the reverberant target signal.
However, as we will show in the following subsection, the
computation of the binary mask improves front-end robust-
ness compared to spectral subtraction in ASR applications.

B. ASR evaluation

We also evaluate the performance of our system as a
front-end to a robust ASR system. The task domain is
speaker independent recognition of connected digits. Here 13
�the numbers 1–9, a silence, very short pause between words,
zero and oh� word-level hidden Markov models �HMM� are
trained using the HTK toolkit �Young et al., 2000�. All ex-
cept the short pause model have ten states. The short pause
model has three states, tied to the middle state of the silence
model. The output distribution in each state is modeled as a

mixture of ten Gaussians. The HMM architecture is the same
as the one used in Cooke et al. �2001�. The grammar for this
task allows for one or more repetitions of digits and all digits
are equally probable, and hence the perplexity for this task is
11.0 �Srinivasan et al., 2004�. Note that perplexity here refers
to the average number of possible words at any point in the
sentence �Rabiner and Juang, 1993�. Training is performed
using the 4235 anechoic signals corresponding to the male
speaker dataset from the training portion of the TIDigits da-
tabase �Leonard, 1984� downsampled to 16 kHz to be con-
sistent with our model. Testing is performed on a subset of
the testing set containing 229 utterances from 3 speakers,
which is similar to the test set used in Palomäki et al. �2004�.
The test speakers are different from the speakers in the train-
ing set. The test signals are convolved with the correspond-
ing left and right ear target impulse responses and noise is
added as described above to simulate the three conditions,
scene 1–scene 3.

We have trained the above HMMs with clean, anechoic
utterances from the training data using feature vectors con-
sisting of the 13 mel-frequency cepstral coefficients �MFCC�
together with their first and second order temporal deriva-
tives. MFCCs are used as feature vectors, as they are most
commonly used in state-of-the-art recognizers �Rabiner and
Juang, 1993�. Mean normalization is applied to the cepstral
features in order to improve the robustness of the system
under reverberant conditions �Shire, 2000�. Frames are ex-
tracted using 20 ms windows with 10 ms overlap. A first-
order preemphasis coefficient of 0.97 is applied to the signal.
The recognition accuracy in the absence of noise using
anechoic test utterances is 99%. Using the reverberated test
utterances, performance degrades to 94% accuracy.

Cepstral mean normalization applied on the MFCC fea-
tures provides a relatively robust front end for our task do-
main under the moderate reverberant conditions considered
here. Hence, a reasonable approach is to remove the noise
component from our acoustic mixture in the front-end pro-
cessor and to feed an estimate of the reverberant target to the
MFCC-based ASR. Although subjective listening tests have
shown that the signal reconstructed from the ideal binary
mask is highly intelligible �Roman et al., 2003; Chang, 2004;
Brungart et al., 2006�, the extraction of MFCC features from
a signal reconstructed using such a mask is distorted due to
the mismatch arising from the T-F units labeled 0, which
smears the entire cepstrum via the cepstral transform �Cooke
et al., 2001�. A similar problem occurs when the second
stage of our model is replaced by spectral subtraction since
spectral subtraction performs poorly in the T-F regions domi-

TABLE V. A comparison with adaptive beamforming in terms of SNR.

Input SNR −5 dB 0 dB 5 dB 10 dB

Scene 1 Adaptive beamformer 6.43 8.83 11.34 13.90
Proposed system 3.72 6.47 8.92 11.70

Scene 2 Adaptive beamformer −0.40 4.22 8.47 12.38
Proposed system 2.94 5.85 8.53 11.33

Scene 3 Adaptive beamformer −1.51 3.18 7.56 11.75
Proposed system 2.14 4.88 7.58 10.69
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nated by interference where oversubtraction or undersubtrac-
tion occurs. One way to handle this problem is by estimating
the original target spectral values in the T-F units labeled 0
using a prior speech model. This approach has been sug-
gested by Raj et al. �2004� in the context of additive noise,
and promising results have been reported under this condi-
tion. In this approach, a noisy spectral vector Y at a particular
frame is partitioned in its reliable Yr and its unreliable Yu

components. The reliable components are those that approxi-
mate well the clean ones Xr while the unreliable components
are those dominated by interference. The task in this ap-
proach is to reconstruct the underlying true spectral vector X.
A Bayesian decision is employed to estimate the unreliable
components Xu given the reliable components and a speech
prior. Hence, this approach works seamlessly with the T-F
binary mask that our speech segregation system produces.
Here, the reliable features are the T-F units labeled 1 in the
mask while the unreliable features are the ones labeled 0.
The prior speech model is trained on the clean training data
described previously. Note that, for practical purposes, it is
desirable for robust speech recognition to avoid obtaining a
prior speech model for each different reverberant condition
in which the system might be deployed.

The speech prior is modeled empirically as a mixture of
Gaussians and trained with the same clean utterances used in
ASR training:

p�X� = �
k=1

M

p�k�p�X�k� , �8�

where M =1024 is the number of mixtures, k is the mixture
index, p�k� is the mixture weight, and p�X �k�
=N�X ;�k ,�k�.

Previous studies �Cooke et al., 2001; Raj et al., 2004�
have shown that a good estimate of Xu is its expected value
conditioned on Xr:

EXu�Xr,0�Xu�Yu
�Xu� = �

k=1

M

p�k�Xr,0 � Xu � Yu�

��
0

Yu

Xup�Xu�k,0 � Xu � Yu�dXu,

�9�

where p�k �Xr� is the a posteriori probability of the kth
Gaussian given the reliable data and the integral denotes

the expectation X̄u,k corresponding to the kth mixture. Note
that under the additive noise condition, the unreliable
parts may be constrained as 0�Xu�Yu �Cooke et al.,
2001�; this constraint is an approximation that is, for ex-
ample, not applicable when the target and the noise have
antiphase relations. In our implementation, we have as-
sumed that the prior can be modeled using a mixture of
Gaussians with diagonal covariance, which can theoreti-
cally approximate any probability distribution if an ad-
equate number of mixtures are used �McLachlan and Bas-
ford, 1988�. Additionally, our empirical evaluations have
shown that for the case of M =1024 this approximation
results in an insignificant degradation in recognition per-

formance in comparison with using the full covariance
matrix, while the computational cost is greatly reduced.
Hence, the expected value can now be computed as

X̃u = ��u,k, 0 � �u,k � Yu,

Yu, �u,k � Yu,

0, �u,k 	 0.
 �10�

The a posteriori probability of the kth mixture given the
reliable data is estimated using the Bayesian rule from the
simplified marginal distribution p�Xr �k�=N�Xr ;�r,k ,
r,k�
obtained from p�X �k� without utilizing any bounds on Xu.
While this simplification results in a small decrease in
accuracy, it results in a substantially faster computation of
the marginal.

Results

Speech recognition results for the three conditions:
scene 1 �one interference of rock music�, scene 2 �two con-
current interfering speakers�, and scene 3 �four concurrent
interfering speakers� are reported separately in Fig. 4, Fig. 5,
and Fig. 6 at five SNR levels: −5, 0, 5, 10, and 20 dB. Re-
sults are obtained using the same mean normalized MFCC
features and the ASR back end described previously for the
following approaches: fixed beamforming, adaptive beam-
forming, target cancellation through adaptive filtering fol-
lowed by spectral subtraction, our proposed front-end ASR
using the estimated mask, and, finally, our proposed front-
end ASR using the ideal binary mask. The baseline results
correspond to the unprocessed signal at the simulated left
ear. Observe that our system achieves improvements over the
baseline performance across all conditions. For scene 1, Fig.
4 shows that the word error rate reduction varies from 26%
at −5 dB to 58% at 5 dB. For scene 2, Fig. 5 shows that the
error rate reduction varies from 50% at −5 dB to 77% at
10 dB. For scene 3, Fig. 6 shows that the error rate reduction

FIG. 4. Digit recognition performance in terms of word-level accuracy for
scene 1 at different SNR values for the reverberant mixture ���, a fixed
beamformer ���, an adaptive beamformer ���, a system that combines tar-
get cancellation and spectral subtraction ���, our front-end ASR using the
estimated binary mask ���, our front-end ASR using the ideal binary mask
���.
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varies from 26% at −5 dB input SNR to 63% at 5 dB input
SNR. Additionally, the excellent results reported for the ideal
binary mask highlights the potential performance that can be
obtained using this approach. Note that the ASR performance
depends on the interference type and we obtain the best ac-
curacy score in the two-speaker and four-speaker interfer-
ence conditions. As seen also in the SNR evaluation, the
adaptive beamformer outperforms all the other algorithms in
the case of a single interference �scene 1�. However, as the
number of interferences increases, the performance of the
adaptive beamformer degrades rapidly and approaches the
performance of the fixed beamformer in the scene 3 condi-
tion. As described in the previous subsection, we can com-

bine our adaptive filtering stage with spectral subtraction to
cancel the interference. As illustrated by the recognition re-
sults in Fig. 5 and Fig. 6, this approach outperforms the
adaptive beamformer in the case of multiple concurrent in-
terferences. While spectral subtraction improves the SNR
gain in target-dominant T-F units, it does not produce a good
target signal estimate in noise-dominant regions. Note that
our front-end ASR employs a better estimation of the spec-
trum in the unreliable T-F units and therefore results in large
improvements over the spectral subtraction method.

We compare our system with the binaural system pro-
posed by Palomäki et al. �2004�, which was shown to pro-
duce substantial recognition improvements on the same digit
recognition task, as used here. Their system combines binau-
ral localization with precedence effect processing in order to
detect reliable spectral regions that are not contaminated by
interfering noise or echoes. Recognition is then performed in
the log spectral domain by employing the missing data ASR
system proposed by Cooke et al. �2001�. This recognizer
takes as input a binary mask that identifies the reliable data
in the mixture spectrogram and uses this to compute the state
output probabilities for each observed vector based only on
its reliable parts. In order to account for the reverberant en-
vironment, spectral energy normalization is employed. While
our system can handle a variety of interfering sources, the
binaural system of Palomäki et al. was developed for only
one-interference scenarios. Table VI compares the two sys-
tems for the case of one interfering source of rock music,
which was used in Palomäki et al. The recognition results for
the Palomäki et al. system are the ones reported by the au-
thors while the results for our system have been produced
using their configuration setup and our ASR back end de-
scribed above. The listener is located in the middle of the
room while target and interfering sources are located at 20°
and −20°, respectively. Here T60 is 0.3 s and the input SNR
is fixed before the binaural presentation of the signals at
three SNR levels: 0, 10, and 20 dB. Note that we obtain a
marked improvement over the system of Palomäki et al.
�2004�, in the low SNR conditions. By utilizing interaural
time and intensity differences only during acoustic onsets,
the mask obtained by their system has a limited number of
reliable units. This limits the amount of information avail-
able to the missing data recognizer for the decoding �Srini-
vasan et al., 2004�. In our system, on the other hand, a novel
encoding of the target source location leads to the recovery
of more target dominant regions, and this results in a more
robust front end for ASR.

We further compare our system with the negative beam-
forming approach proposed by Álvarez et al. �2002�, which
is chosen because it also performs target cancellation. The

FIG. 5. Digit recognition performance in terms of word-level accuracy for
scene 2 at different SNR values for the reverberant mixture ���, a fixed
beamformer ���, an adaptive beamformer ���, a system that combines tar-
get cancellation and spectral subtraction ���, our front-end ASR using the
estimated binary mask ���, our front-end ASR using the ideal binary mask
���.

FIG. 6. Digit recognition performance in terms of word-level accuracy for
scene 3 at different SNR values for the reverberant mixture ���, a fixed
beamformer ���, an adaptive beamformer ���, a system that combines tar-
get cancellation and spectral subtraction ���, our front-end ASR using the
estimated binary mask ���, our front-end ASR using the ideal binary mask
���.

TABLE VI. A comparison with the Palomäki et al. system in terms of
speech recognition accuracy �%�.

Input SNR 0 dB 10 dB 20 dB

Baseline 13.04 43.01 81.85
Palomäki et al. system 32.7 78.8 91.9

Proposed system 47.58 81.59 91.80
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results are reported in Table VII. In order to compare with
this approach, we simulate the input for a two-microphone
array with a 5 cm intermicrophone distance using the image
reverberation model �Allen and Berkley, 1979�. We use the
same room configuration, the same interfering signals, and
the same spatial configuration as in the scene 3 condition
described previously. The system proposed by Álvarez et al.
uses a first-order differential beamformer to cancel the direct
path of the target signal. Since target is fixed at 0°, the ad-
aptation parameter in the differential beamformer is fixed to
0.5 across all frequencies �see Álvarez et al., 2002�. The
output of the differential beamformer contains both the re-
verberant part of the target signal as well as an estimate of
the additional interfering sources. An additional frequency-
equalizing curve is applied on this output since the amount
of attenuation performed by this beamformer varies with the
frequency of the signal as well as its location. This
equalizing-curve is trained using white noise at the corre-
sponding interfering locations. The estimated noise spectrum
is finally subtracted from the spectrum of one of the two
microphone mixtures �the left one� and the results are fed to
the same MFCC-based ASR as used with out system. Our
system is trained on the new configuration to obtain the TCM
adaptive filter, as described in Sec. II. The T-F mask pro-
duced by our system is then used to reconstruct the spectro-
gram using the prior speech model. As shown in Table VII,
our system significantly outperforms the system of Álvarez
et al. �2002� across a range of SNRs.

IV. DISCUSSION

In natural settings, reverberation alters many of the
acoustical properties of a sound source reaching our ears,
including smearing of the binaural cues due to the presence
of multiple reflections. This is especially detrimental when
multiple sound sources are present in the acoustic scene
since the acoustic cues are now required to distinguish be-
tween the competing sources. Location based algorithms that
rely on the anechoic assumption of time delayed and attenu-
ated mixtures are therefore prone to failure in reverberant
scenarios. An adaptive filter can be used to better character-
ize the target location in a reverberant room. We have pre-
sented here a novel two-microphone sound segregation sys-
tem that performs well under such realistic conditions. Our
approach is based on target cancellation through adaptive
filtering followed by an analysis of the output-to-input at-
tenuation level in individual T-F units. The output of the
system is an estimate of an ideal binary mask which labels
the T-F components of the acoustic scene dominated by the
target sound.

A main novel aspect of the present study lies in the use
of a binary mask �Wang, 2005�. Techniques that attempt to
estimate ratio masks, e.g., the Wiener filter, have been inves-
tigated previously in the context of speech enhancement. Al-
though an ideal ratio mask will outperform an ideal binary
mask �Srinivasan et al., 2004�, the estimation of a ratio mask
is more complicated than making binary decisions for esti-
mating a binary mask. Models that estimate ideal binary
masks have been recently shown to provide sizable intelligi-
bility as well as ASR gains in anechoic environments �Cooke
et al., 2001; Roman et al., 2003�. In this study we have
further shown that binary mask estimation can result in sub-
stantial SNR as well as ASR gains in multisource reverberant
situations.

Classic two-microphone noise cancellation strategies
process the input using linear adaptive filters and while being
optimal in the one-interference condition, they are unable to
cope with multiple interferences. By using a binary T-F
masking strategy in the second stage, our system is able to
cancel an arbitrary number of interferences using only two
microphones. As shown in our SNR evaluation, the system is
able to outperform existing beamforming techniques across a
range of input SNRs. Note that while our processing pro-
duces some target signal distortion, we preserve most of the
target energy ��70% � at input SNRs greater than 0 dB. The
balance between noise cancellation and target distortion can
be controlled in our system by varying the output-to-input
attenuation threshold. As explained in Sec. III, a more re-
laxed threshold will ensure less target distortion at the ex-
pense of some background noise. Note that target distortion
can also be minimized by smoothing the reconstructed signal
in a post-processing stage �see, for example, Araki et al.,
2005�. Our binary mask estimation is currently conducted on
the primary microphone, and further improvement may be
possible by merging the reconstructed signals at the two mi-
crophones.

Since the first stage of our system provides a noise esti-
mate, an alternative nonlinear strategy for the second stage is
spectral subtraction. A combination of target cancellation
through differential beamforming and spectral subtraction
has been proposed previously by Álvarez et al. �2002�. A
SNR evaluation using the reverberant target as signal shows
a slight improvement using the spectral subtraction method.
However, as seen in the ASR evaluation, the binary masks
complement missing data techniques to provide sizable ASR
improvements compared to spectral subtraction. Spectral
subtraction, however, can also be used in combination with
our binary mask estimation. We have observed that addi-
tional improvements �an absolute word error rate reduction
of 3%–5%� could be obtained when using spectral subtrac-
tion to “clean” the reliable regions prior to spectrogram re-
construction.

In terms of application to real-world scenarios, our adap-
tive filtering strategy has several drawbacks. First, the adap-
tation of the inverse filter requires data on the order of a few
seconds and thus any fast change in target location �e.g.,
walking� will have an adverse impact on the system. Second,
the system needs to identify signal intervals that contain no
interference to allow for the filter to adapt to a new target

TABLE VII. A comparison with the Álvarez et al. system in terms of
speech recognition accuracy �%�.

Input SNR 0 dB 10 dB 20 dB

Baseline 11.69 40.99 82.80
Á´lvarez et al. system 24.14 51.61 73.39

Proposed system 31.59 75.00 91.94
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position. On the other hand, note that our system requires
training only with respect to target location and is therefore
insensitive to changes in the locations of interfering sources,
unlike adaptive beamforming whose training is conditioned
on the positions of all sound sources in the environment.

We use the approach proposed by Raj et al. �2004� to
reconstruct the clean target signal in the unreliable T-F units.
This allows for our system to be utilized as a front end to a
standard speech recognition system operating using cepstral
features. In a systematic comparison, our system shows sub-
stantial performance gains over baseline and significant im-
provements over related approaches. Note that our prior and
ASR models are trained on anechoic speech and hence our
algorithm is applicable when recognition in changing rever-
berant environments is desired. However, if samples of re-
verberant target are available a priori, the ASR performance
can be further improved through model adaptation �Rabiner
and Juang, 1993�. We also intend to investigate the possibil-
ity of coupling with dereverberation techniques �e.g., Allen
et al., 1977� for deriving robust features for recognition.
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This paper presents a model-based sound synthesis algorithm for the Chinese plucked string
instrument called the guqin. The instrument is fretless, which enables smooth pitch glides from one
note to another. A version of the digital waveguide synthesis approach is used, where the string
length is time-varying and its energy is scaled properly. A body model filter is placed in cascade with
the string model. Flageolet tones are synthesized with the so-called ripple filter structure, which is
an FIR comb filter in the delay line of a digital waveguide model. In addition, signal analysis of
recorded guqin tones is presented. Friction noise produced by gliding the finger across the
soundboard has a harmonic structure and is proportional to the gliding speed. For pressed tones, one
end of a vibrating string is terminated either by the nail of the thumb or a fingertip. The tones
terminated with a fingertip decay faster than those terminated with a thumb. Guqin tones are slightly
inharmonic and they exhibit phantom partials. The synthesis model takes into account these
characteristic features of the instrument and is able to reproduce them. The synthesis model will be
used for rule based synthesis of guqin music. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2360422�
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I. INTRODUCTION

The purpose of this paper is to provide an insight to the
acoustical characteristics of the guqin and to propose a
model-based synthesis algorithm that is simple enough to run
in real time.

The guqin �pronounced ku-ch’ in�, also called the seven-
strings-qin, is the modern name for the fretless plucked
string instrument qin, is the oldest Chinese string instrument
still used in modern times.1,2 The current structure of
the instrument was formed approximately between the 5th
and the 7th centuries, and since then there have been no
major changes in the construction. Figure 1 shows the
guqin in an in situ fashion in the small anechoic chamber at
Helsinki University of Technology. This paper proposes a
physically inspired sound synthesis technique to generate
guqin tones and music using a computer.

The guqin is one of the most important topics in Chinese
musicological studies, and due to its long history, rich docu-
mentation, and precious old musical notation, there is a good
understanding of the role of the guqin in Chinese culture.3 In
contrast, the acoustics of the instrument, as well as the guqin
playing techniques, are far less well understood. In addition,
transforming of the large body of traditional guqin tabulature
into music, i.e., modern music notation and sound, has been
a difficult task. The proposed guqin sound synthesizer is the
first step in the process of digitizing existing guqin music.

With a suitable piece of software, a computer system can be
an efficient tool for the guqin tabulature transcription making
the work much easier and faster than manual labor. Addition-
ally, a virtual musical instrument system enables composers
to create new music for the guqin and extends the possibili-
ties of composing music with new playing styles.

The proposed guqin synthesizer is based on the com-
muted digital waveguide synthesis technique.4,5 The digital
waveguide technique has been used successfully to synthe-
size a broad range of traditional and ethnic instruments.6–8

Since the length of the string is varied in time the instrument
model cannot be a purely commuted one. Hence, a body
model filter is placed in cascade with the string model. This
way the modulation of the body response with the time-
varying fundamental frequency is partly avoided. Previously,
a neural network based synthesis model for the guqin has
been proposed.9

The model-based synthesis proposed here takes into ac-
count the important characteristics of guqin playing and
acoustics, namely, flageolet tones, also called harmonics,
gliding of tones, two different ways of terminating the string,
and phantom partials.10 A systematic discussion on the syn-
thesis of flageolet tones has previously been reported.11 Here,
the ripple filter12 is used for flageolet tone synthesis and a
systematic calibration method is introduced. During gliding
of tones, the friction noise produced has a harmonic structure
and is proportional to the gliding speed. Previously, several
computational models for friction sound simulation have
been presented.13–15 See, e.g., Ref. 16 for an overview. Fora�Electronic mail: Henri.Penttinen@tkk.fi
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the purposes here a kinetic friction model in the vein of
Cook’s model-based synthesizers17 is introduced. Also, due
to gliding of tones the string model has to be energetically
compensated as described by Pakarinen et al.18 The finger
surface, the nail or the fingertip, that terminates the string
affects the behavior of the tone and is accounted for in the
synthesis model.

Additionally, based on the analysis of the guqin tones it
has become evident that the string vibration exhibits phan-
tom partials.10 The first systematic report on the splitting
behavior appeared for the piano by Nakamura and
Naganuma19 and later for the guitar by Woodhouse.20 Bank
and Sujbert explain this to be a result of transverse to longi-
tudinal coupling which is of a nonlinear nature.21 Many syn-
thesis models for this phenomenon have been proposed
recently.21–23 A computationally efficient solution, that fol-
lows the one discussed by Bank and Sujbert,22 is proposed
here.

The remainder of this paper is organized as follows: The
structure, tuning, and playing techniques of the instrument
are discussed in Sec. II. Section III presents the results of
signal analysis of recorded guqin tones to illustrate the char-
acteristics of the timbre of the instrument. The analyzed fea-
tures include the initial pitch glide of tones, the inharmonic-
ity caused by string stiffness, effects of nail and fingertip
terminations of the string, and the friction sounds produced
by sliding the finger along the string during gliding tones. In
Sec. IV, the waveguide synthesis algorithm, which is loosely
based on the physics of the instrument, is introduced. Par-
ticular care is paid to the faithful generation of clean gliding
tones and realistic friction noise, whose characteristics vary
according to the speed of pitch change. Also, the playing of
harmonics, which is commonly used in guqin music, can be
imitated using the algorithm. Synthetic tones are compared
against recordings with the help of signal analysis. Section V
addresses the implementation of the synthesizer using a soft-
ware system developed for physics-based sound synthesis.
The software includes a music notation tool called ENP �Ex-
pressive Notation Package� that enables the writing and play-
ing of large pieces of computer-generated guqin music.

Within ENP, the musical performance parameters, such as
timing, dynamics, and playing styles, can be adjusted either
manually or by assigning automatic rules.

II. DESCRIPTION OF THE INSTRUMENT

Next, the construction and playing style of the guqin is
briefly described.

A. Construction and tuning

The body of the guqin is a long, narrow, hollow box
made from two pieces of wooden board, and the top board is
carved into an arch while the bottom is flat �see Figs. 1 and
2�. For the top board soft wood is usually used �such as
tung�, while the wood for the bottom board is hard �catalpa
or fir�. There are two sound holes in the bottom board, and,
directly above, on the inner side of the top board there are
two protrusions with the same shape as the sound holes.

The surface of the box is covered with a special layer
�about 1 mm� of roughcast, which is a mixture of deer horn
powder �or bone powder or tile powder� and raw lacquer, and
there are several layers of raw lacquer along the top of the
roughcast for polishing.

The bridge is made from hard wood, and the strings are
attached to it with a twisting-rope system, which allows fine-
tuning of the strings in a limited range. The other ends of the
strings are bent over the end �tail� and are finally tied up to
the feet on the bottom. Traditionally, the strings were made
of silk, but after the 1950s they have been replaced mainly
by steel-nylon strings. There are 13 marks inlayed on the
roughcast at the side of the first string, which indicate the
positions of the first to the fifth and the seventh overtone.
These marks also function as a reference for stopped strings,
i.e., when the string is pressed against the top board. Each
part between two contiguous marks is divided into ten parts,
for example, mark 2.5 indicates that the tone is played half-
way between the second and the third mark.

The seven strings are tuned basically as a pentatonic
scale. The basic tuning of the open strings is C2, D2, F2, G2,
A2, C3, and D3 from the lowest string �No. 1� to the highest
�No. 7�. The pitch range for so called stopped strings is from
65.2 Hz �open string No. 1� to 787.5 Hz �string No. 7, mark
2.6� which roughly correspond to notes C2 and G5, respec-

FIG. 1. Ms. Li playing the guqin in the small anechoic chamber at Helsinki
University of Technology.

FIG. 2. Construction of the guqin from two angles: �a� top view and �b� side
view.
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tively. The highest harmonic or flageolet sound is played on
string No. 7 on marks No. 1 or No. 13 �f0=1174.7 Hz, D6�.

The guqin used in this measurement was made by Zhang
Jianhua in Beijing in 1999. The boards are made of fir, and
the roughcast is deer horn powder and raw lacquer. Shangyin
steel-nylon strings are used with the following diameters in
mm from string No. 1 to string No. 7: �1� 1.38, �2�, 1.20, �3�
1.08, �4� 1.00, �5� 0.90, �6� 0.75, �7� 0.64. The mass density
for strings Nos. 5 and 7 were measured to be 1.32 g/m and
0.66 g/m, respectively.

B. Playing techniques

In modern days the guqin is usually played on a table
with its two feet standing on the table and the neck laying on
the right edge of the table with antislip mats between the
contact points of the table and the instrument �see Fig. 1�.
The right hand plucks the strings between the bridge and the
first mark, and the left hand presses the strings against the
top plate of the body. The instrument is fretless, which en-
ables smooth sliding tones. Guqin music also incorporates
substantial use of harmonics or flageolet tones.

The little fingers of neither hand are used. The other four
fingers of the right hand pluck the string from both the fleshy
and the nail side. Typically, the nail exceeding the finger is
2–3 mm long for the thumb and 1–2 mm long for the other
fingers. The left thumb presses the string on the right side,
where the nail and flesh joins, or at the first joint. The other
three left fingers press the string with the fleshy top part of
the finger or occasionally with the left side of the first ring
finger joint.

III. ACOUSTIC MEASUREMENTS AND SIGNAL
ANALYSIS

To creat a synthesizer for the instrument, an extensive
set of isolated plucks was recorded. The purpose of the iso-
lated plucks is to be able to properly analyze the character-
istics of the instrument.

A. Measurement and recording setup

Guqin tones were recorded in the small anechoic cham-
ber of Helsinki University of Technology. The recordings
were made with a microphone �AKG C 480 B, cardioid cap-
sule� placed at a distance of about 1 m above the sound
board �see Fig. 1�. The signals were recorded digitally
�44.1 kHz, 16 bits� with a digital mixer �Yamaha 01v� and
soundcard �Digigram VX Pocket� onto the hard drive of a PC
laptop. To remove infrasonic disturbances the signals were
highpass filtered with a fourth-order Butterworth filter with a
cutoff frequency of 52 Hz.

As for the tones, four complete sets on a typical scale
used in guqin music were recorded. Two different styles for
terminating the string with the left-hand finger were used, the
nail of the thumb or the fingertip of other fingers. In the
following text these styles of string termination will be re-
ferred to as nail or fingertip. Furthermore, two different
plucking styles were recorded, namely, plucking with the
middle finger towards the player or plucking with the index
finger away from the player. In addition, a complete set of

harmonics or flageolet tones was recorded for all strings and
marks. Moreover, three dynamic levels �pp, mf, and ff� were
recorded for all open strings and marks seven. Slides, iso-
lated vibratos, scales, and musical pieces were also included
in the database. Important for this study are the basic pluck
events �281 samples�, sliding sounds, and the harmonic
sounds �91 samples� that will be analyzed next. All in all, the
database contains over 400 samples.

B. Analysis of guqin tones

Next, the essential features in the behavior of guqin
tones are illustrated. Their prominent patterns in the time and
frequency domain, i.e., the initial pitch glide, decay of sound
with different termination, and inharmonicity, are discussed.
The discussion of flageolet tones is presented together with
its synthesis and results in Secs. IV B and IV C.

1. Initial pitch glide

Initial pitch glide is a phenomenon due to tension modu-
lation and occurs in vibrating strings.24–26 Even a small
transverse displacement of the string causes a second-order
change in its length, and therefore in its tension. This causes
the pitch to decay after releasing the string from its initial
displacement. Hence, some initial pitch gliding occurs in gu-
qin tones. The amount of pitch gliding for tones played as
mezzoforte and forte fortissimo notes were measured.

For mezzoforte tones the largest initial pitch glide value
obtained was 0.075 ERB �Equivalent Rectangular
Bandwidth�,27 while the mean was 0.025 ERB with a stan-
dard deviation of 0.021. The number of ERBs is defined as
21.4 log10�4.37F+1�, where F is frequency in kHz.27 Simi-
larly, for forte fortissimo tones the mean value for the initial
pitch glides was 0.034 ERB with a standard deviation of
0.019. The largest value was 0.096 ERB �for string 5, mark
7�. According to Järveläinen,28 these initial pitch glides
would remain inaudible to most listeners, since the limit for
the initial pitch glide audibility is about 0.1 ERB. However,
the quartile limits are quite large and hence expert listeners,
such as instrument players, are able to detect smaller changes
than 0.1 ERB.28

Figure 3 shows the behavior of the fundamental fre-
quency f0 in time for a forte fortissimo tone played on string
No. 4, mark 7 �about G3�. The x axis displays time and the y
axis displays the fundamental frequency. At 0.18 s the fun-
damental frequency is 198.6 Hz and beyond 1 s it is 197 Hz.
This gives a change of 1.6 Hz, which is 0.035 ERB. The
fundamental frequency estimations have been calculated

FIG. 3. Initial pitch glide of a forte fortissimo tone played on the guqin
�string No. 4, mark 7�.
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with the autocorrelation-based YIN algorithm.29 The glitch in
Fig. 3 is due to estimation errors during the attack, i.e., when
t�0.18 s.

The largest measured initial pitch glide can be audible
for some listeners, therefore the initial pitch glides are syn-
thesized with the obtained mean value, i.e., 0.025 ERB for
mf tones and 0.034 ERB for f f tones. The initial pitch glides
are synthesized by changing the pitch of the string with a
break point function in the PWGLSynth system.30 Alterna-
tively, the synthesis could use the nonlinear approach pro-
posed by Tolonen et al.26

2. Behavior of tones for nail and fingertip terminations

Two interesting and fundamental phenomena regarding
the behavior of the harmonics and their decay were found.
First, in guqin playing either the nail of the thumb or the
fingertip of another finger terminates stopped strings. This
causes a difference in decay times. Secondly, phantom par-
tials were found. The analysis of these phenomena are pre-
sented next.

Figure 4 shows a sketch of where the string is termi-
nated with �a� the nail of the thumb and �b� the fingertip of
the forefinger. Figure 5�a� presents the time response of a
guqin tone played on string 6 mark 5 which is terminated by
the nail �f0=392.25 Hz�. The corresponding plot for a tone
terminated by the fingertip is depicted in Fig. 5�b� �f0

=392.44 Hz�. Comparing the time responses shows that the
string terminated by the nail �Fig. 5�a�� has a steady decay
with very slight amplitude modulation. The tone terminated
with the fingertip �Fig. 5�b�� exhibits a rapid decay shortly
after the attack of the tone and then a steady, slower decay.

The decay times of the tones terminated with nail and
fingertip are illustrated in Fig. 6. The figure shows the T60

times as a function of the mark, i.e., the y axis indicates the
decay times and the x axis where string was pressed from.
The results for string 1 are shown in pane �a� and for string 7
in �b�. The termination style is indicated as follows, nail with
��� and fingertip with �o�. Figure 6 indicates clearly that the
decay times of fingertip tones are smaller than those of the
nail tones. The reason behind the discovered differences is,
naturally, due to a difference in the way the string is termi-
nated with the left hand. When the nail terminates the string,
the losses are smaller than when the fingertip terminates the
string.

Figure 7 reveals the existence of phantom partials for
tones played on string 6 mark 5. Spectral peaks have been
manually picked and only spectral peaks that could be reli-
ably identified from the spectrum are shown. Therefore, in
Fig. 7�b�, peaks above 5 kHz are not shown. The splitting
phenomena occur for both nail and fingertip termination. The
mode splitting follows the inharmonicity factor B �solid line�
and B /4 �dashed line� relation, first reported for the piano by

FIG. 4. Sketch of string termination with �a� the nail of the thumb and �b�
the fingertip part of the forefinger.

FIG. 5. Time responses of guqin tones played on string 6 mark 5, when �a�
the nail of the thumb terminates the string and �b� the fingertip of the
forefinger terminates the string.

FIG. 6. T60 times for all nail ��� and fingertip ��� terminated tones for �a�
string 1 and �b� string 7, where the x axis indicates the mark �string length�.

FIG. 7. Splitting of modes for string 6 mark 5, when the �a� nail of the
thumb terminates the string and �b� the fingertip of the forefinger terminates
the string. Black dots follow the inharmonicity value B=0.00009 �solid line�
and the white dots follow the B /4 trend �dashed line�. Fundamental frequen-
cies obtained with the YIN algorithm for tones in panels �a� and �b� are
392.25 Hz and 392.44 Hz, respectively.
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Nakamura and Naganuma.19 Hence, the fingertip termination
can be considered as increasing losses, but does not prevent
the generation of phantom partials.

3. Inharmonicity

The inharmonicity of guqin tones was investigated for
all strings and recorded marks. Inharmonicity for the guqin is
depicted in Fig. 8 as a function of frequency, on a log-log
scale. The threshold of audibility according to Järveläinen et
al.31 is also plotted as a dashed line with its 90% confidence
intervals as dashed-dotted and solid lines. Results for all
seven strings and stopped tones are depicted, and, therefore,
overlapping of frequencies occurs.

As for the inharmonicity, two observations can be made.
First, the inharmonicity for lower strings �strings 1–4� is
larger than for higher strings �strings 5–7�, see Figs. 8�a� and
8�b�, respectively. This results from a higher Young’s modu-
lus value for steel than nylon. The lower strings are made of
a combination of steel and nylon, whereas the higher strings
are solely of nylon. Secondly, the inharmonicity increases as
the length of the string decreases. This can be observed
clearly, and especially for strings 1 and 7, as a positive slope
of the data points. This is explained by the fact that the
length decreases while the diameter stays fixed. This is re-
vealed when inharmonicity is formulated as32 B
=�3Qd4 / �64l2T�, where d is the diameter of the string, l is
its length, Q is Young’s modulus, and T is tension. In addi-
tion, when a string is pressed against the top board or fret
board, the tension of the string slightly increases due to
elongation.33 This works against the increasing of inharmo-
nicity as the string becomes shorter, but it does not compen-
sate for the change in length versus the diameter.

According to the threshold of audibility the inharmonic-
ity should be synthesized for at least strings 1–4. However, a
recent study shows that the threshold for audibility can be
even lower for real plucked string sounds34 than previously
suggested.31 Additionally, the nature of inharmonicity pre-

vails in the time domain, as the high-frequency waves travel
faster than the low-frequency waves as a result of bending
stiffness.20 What is more, a beating effect has been noted to
occur with low-inharmonicity conditions.31,35 In some cases,
this beating effect can be a perceptual clue for detecting in-
harmonicity. More specifically, the beating can be a percep-
tual clue in relatively long tones, whereas in short tones the
beating effect is not perceived, since not enough cycles of
the beating occur.31,35 For these reasons, in high quality
sound synthesis of the guqin tones the inharmonicity must be
taken into account, while for an average listener it is ques-
tionable if it makes any difference. In waveguide models,
inharmonicity is typically modeled with allpass filters.36–39

In this study the inharmonicity is synthesized with a chain of
four second-order allpass filters for low tones �349�Hz� and
with a single second-order allpass filter for high tones �349
�Hz�.40

C. Analysis of friction sounds

The friction noise caused by the sliding finger-string
contact was recorded using the setup described in Sec. III A.
In order to record only the friction noise, the strings were not
plucked. Figure 9�a� shows the spectrogram of the friction
noise when the player slides her finger from mark 9 to mark
7 on the lowest string �i.e., from 99 Hz to 131 Hz�. In Fig.
9�a�, the player was asked to perform the slide slowly. Figure
9�b� shows the friction noise spectrogram with a slide from
mark 9 to mark 7 on the highest string �i.e., from
220 Hz to 297 Hz�. Here, the player was asked to perform
the slide quickly. Note that both sliding styles still fall under
the normal playing styles of the guqin, and that they repre-
sent the two sliding velocity extremes usually played on the
instrument.

The spectrogram plot reveals that the friction signal is
similar to lowpass-filtered noise, where the amplitude and
cutoff frequency are proportional to the sliding velocity �the
amplitude and cutoff frequency are highest in the middle of

FIG. 8. Estimates of the inharmonicity coefficient B analyzed from recorded
guqin tones. Panel �a� shows strings 1–4 and �b� strings 5–7. All seven
strings and recorded notes have been covered, hence the overlapping.
Strings are presented with the following symbols: in subplot �a� No. 1 with
���, No. 2 with ���, No. 3 with ���, and No. 4 with ���, and in subplot �b�
No. 5 with ���, No. 6 with ���, No. 7 with ���. The threshold of audibility
is plotted as a dashed line with its 90% confidence intervals as dashed-
dotted and solid lines �Ref. 31�.

FIG. 9. �a� Spectrogram of the friction noise when sliding slowly from mark
9 to mark 7 on the 1st string �99–131 Hz�. �b� Spectrogram of the friction
noise when sliding quickly from mark 9 to mark 7 on the 7th string
�220–297 Hz�.
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the slide, where also the sliding velocity is highest�. In addi-
tion to this, there is a clearly observable harmonic structure
in the noise �see Fig. 9�b��, consisting of a few modes, each
approximately 200–400 Hz wide. The amplitudes and fre-
quencies of these components also seem to be proportional to
the slide velocity, the lowest harmonic having its frequency
near 2.7 kHz in Fig. 9�b�.

The harmonic components in the friction noise imply
that the friction signal is somewhat periodic. This periodicity
is due to the nylon windings around the string. It is not likely
that the harmonicity in the friction is caused by the free
vibrations of the string, since the frequencies of the harmon-
ics seem to be controlled by the sliding velocity rather than
the string length. Based on Fig. 9�b�, we can assume that the
slide duration is approximately 150 ms, and the frequency of
the lowest harmonic is 2.5 kHz on average during this slide.
Since we also know that the distance between the 9th and 7th
marks is 183 mm, we can deduce that the width of a single
nylon winding should be 183 mm/ �2.5 kHz�0.15 ms�
�0.5 mm. This is in conjunction with the observations made
on the instrument.

IV. SOUND SYNTHESIS OF THE GUQIN

A. General description of synthesis model and time-
varying string model

The structure of the synthesis model is illustrated in Fig.
10. The guqin string model essentially constitutes two single-
delay loop �SDL� �Ref. 41� digital waveguide �DWG�
strings, S�z� and P�z�, and a body model filter, B�z�. The
length of the strings is varied during the synthesis run time.41

The two SDL string models, S�z� and P�z�, synthesize the
transversal vibrations and phantom partials of the tone, with
the inharmonicity coefficients of B and B /4, respectively.
The input signal is read from the excitation database. Some-
what similarly as proposed by Bank and Sujbert,22 the gain
gP for P�z� is squared to model the nonlinear dependence of
the amplitude of the phantom partials. Initially, P�z� is a full
string model, however, as theory and measurements indicate,
the phantom partials do not appear at the same frequency
range or frequencies as the transverse vibrations.10,19–21 Con-
sequently, the unwanted low and high frequencies are filtered
out with a bandpass filter D�z�.

The string model S�z� is illustrated in Fig. 11. The z−L1

block implements the �time varying� integer delay of the
SDL. The traditional SDL blocks HLF�z�, F�z�, and Ad�z�
�Ref. 41� and corresponds to the figure as follows. The
HLF�z� block is the loss filter implementing the frequency
dependent decay due to losses in the string and F�z� is a a
third-order Lagrange filter applying the fractional part of the
loop delay. Ad�z� is the dispersion filter made of a chain of

four allpass filters or a single second-order allpass filter. The
ripple filter12 HR�z� enables efficient modelling of different
decay times of partials. In the case of the guqin, the main use
of the ripple filter comes in the context of flageolet tones.
Coefficient gca is responsible for gain compensation due to
changing length of the string, as will be discussed below.
When implementing the string model on a computer, the
memory for the maximum length of the string should be
allocated beforehand so that the possible elongation can be
accounted for. The “Friction” block in Fig. 10, more thor-
oughly illustrated in Fig. 12, generates the friction noise
emanating from the sliding finger-string contact.

1. Energy compensation

A problem with conventional time-varying DWGs is the
fact that when the pitch of a DWG �i.e., the length of the
delay loop� is changed during run time, the energy of the
string is artificially altered.18 In order to fix this problem, the
so-called energy compensation method18 is used, where the
samples in the delay loop are scaled to compensate for the
artificial energy alteration. This method was chosen over the
energy preserving allpass technique discussed by Bilbao,42

since the energy compensation method is computationally
less expensive and seemed to give satisfactory results for the
modeling goals.

It must be noted that when simulating small pitch
changes, e.g. in the case of a tension modulated string, the
artificial attenuation or boosting is very likely to be negli-

FIG. 10. Block diagram of the guqin synthesizer.

FIG. 11. Signal flow diagram of the guqin string model. The synthesis
structure differs from the traditional SDL DWG model in three aspects.
First, the length of the delay loop changes during run time. Secondly, the
signal values are scaled by gca in order to avoid the artificial changes in
energy due to the pitch change. Thirdly, the ripple filter enables to synthe-
size flageolet tones.

FIG. 12. Signal flow diagram of the friction sound generator. The friction
sound generator consists of a noise generator �Rnd�, whose output is filtered
by a parallel resonator bank and lowpass-filter structure. The sliding velocity
controls the central frequencies of the resonators as well as the cutoff fre-
quency of the lowpass filter. Also, the amplitude of the friction is controlled
by the slide velocity.
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gible. However, when fast and large interval slides are to be
simulated, as is the case with the guqin, the artificial damp-
ing or boosting can cause audible artifacts in the synthesized
sound thus needing to be compensated.

The time-varying scaling coefficient gca in Fig. 11 takes
care of the energy compensation when the pitch of the string
is altered. It can be expressed as18

gca = �1 − �x , �1�

where �x represents the change in the delay loop length, and
is evaluated as

�x�n� = x�n� − x�n − 1� , �2�

where x is the delay line length and n is the discrete time
index. The delay line length can be easily calculated from the
desired fundamental frequency f0 of the string as

x =
fs

2f0
− dLF, �3�

where fs is the sampling frequency �fs=44 100 Hz was used�
and dLF is the group delay imposed by the loss filter
HLF�z� at DC.

2. The friction model

As discussed in Sec. III C, the friction noise signal re-
sembles lowpass-filtered noise, whose amplitude and cutoff
frequency are proportional to the sliding velocity. More im-
portantly, the friction sound has a few harmonic components,
whose amplitudes and frequencies are also proportional to
the sliding velocity. For simulating this signal, the friction
model as a random noise signal, filtered by a structure of
parallel resonators and a lowpass filter, was implemented.
The construction of the friction block is illustrated in Fig. 12.
This system can be seen as a source-filter structure, where
the sound is created in a white noise generator �Rnd block�,
after which it is inserted into a parallel filter structure con-
sisting of three resonators and a lowpass filter.

The resonator transfer functions are given as

Rm�z� =
�1 − G��1 − z−2�

1 − 2G cos��m�z−1 + �2G − 1�z−2 , m = 1,2,3,

�4�

where

G =
1

1 + d
, and d = tan�Bw

2
� . �5�

In the equations above, Bw stands for the resonator band-
width �the distance between the −3 dB locations�, normal-
ized between �0,2��, while �m is the central frequency of
resonator n, also normalized between �0,2��. The transfer
function of the lowpass filter is given as

HLP�z� = �1 − c

2
� 1 + z−1

1 − cz−1 , where c =
1 − sin��4�

cos��4�
. �6�

Here, �4 is the cutoff frequency �the −3 dB point� of the
filter, normalized to between �0,2��.

The purpose of each resonator is to create a distinguish-
able noise component in the friction signal. When the reso-
nators’ central frequencies are set to harmonic intervals, the
resulting noise signal has a harmonic structure. With this in
mind, the � terms can be written as

�m = �	�f0	
n�

fs
, m = 1,2,3 �7�

for the resonators and

�4 = �	�f0	
3.5�

fs
, �8�

for the lowpass filter. In the equations above,

�f0�n� = f0�n� − f0�n − 1� , �9�

where f0�n� is the fundamental frequency of the waveguide
at time instant n, and � is a scaling coefficient that defines
how much the pitch change signal �f0�n� will alter the filter
frequencies. It must be noted that in practical applications
�f0�n� will be quite small, since the pitch change rate is
usually almost negligible when compared to the sampling
rate fs. In experiments performed, it was noted that the value
�=750�103 worked well.

While testing the system, it was found that since the �f0

signal controls the filter frequencies, it should be relatively
smooth and not have abrupt changes. If �f0 has a significant
high-frequency content, the filter structure will produce
clearly audible clicks, since the filter characteristics are
changed rapidly. For this reason, the �f0 single is smoothed
before controlling the filters with it. The transfer function of
the smoothing operation can be given as

T�z� = � 1

M
�1 − z−�M+1�

1 − z−1 , �10�

where M specifies the order of the smoothing operation. In
the experiments, the value M =1000 was used.

Finally, as can be seen in Fig. 12, the output of the
friction block is scaled by the smoothed �f0 signal. This
implements the friction amplitude vs sliding velocity depen-
dence phenomenon discussed in Sec. III C. The last scaling
coefficient in the signal chain is used for adjusting the over-
all gain of the friction noise. The user can set its value to
between 0 and 100.

3. Body model

The guqin synthesizer cannot purely be a commuted
DWG model, since the length of the string is varied as a
function of time. Therefore, a body model filter is placed in
cascade with the string model. In addition, the excitation
signals are filtered with the inverse of the body model filter.
This way the effect of the body is roughly simulated in the
time varying string.

The average of the excitation signal spectra of open
strings was used to create the target body model filter. This
target response was then modeled with a cascade of filters.
First, the spectral envelope was modeled with a fourth-order
linear prediction �LP� model.43 In this case the low-order LP
model is unable to follow the spectral envelope at low fre-
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quencies. Hence, a second-order shelving filter was used to
attenuate the low frequencies. As a last step, two prominent
low-frequency body modes are modeled with parametric
second-order peak filters. The used shelving and peak filters
are discussed by Zölzer44 on pp. 117–125.

Figure 13 shows the magnitude responses of the body
model filter and the target response. The excitation signals
fed to the instrument model are processed in advance �off-
line� with the inverse of the body model filter. This whitens
the spectra of the excitations in the same sense as the all-pole
model used in linear prediction coding whitens the excitation
for the speech coding model.43 A perfect reconstruction of
the effect of the body model filter is achieved with this off-
line processing, since when running the instrument model the
body filter is in cascade with the string model. The cutoff
frequency for the shelving filter is 200 Hz with a 20 dB at-
tenuation. The peak filter parameters are fc=65 Hz and
310 Hz, and Q	=6 and 8, respectively, with a 10 dB ampli-
fication for both filters.

This body model filter approximates the spectral enve-
lope and two low-frequency modes of the body. It is a simple
and computationally efficient model. A more detailed model
would include more body modes, both at low and high fre-
quencies. This kind of resonant structure, especially at high
frequencies, could be approximated with a reverb
algorithm.12,45

B. String model calibration

To produce normal plucked tones the string model pa-
rameters must be calibrated as described below. First, the
inharmonicity is determined, and then the excitation signals
are obtained by canceling the partials of the guqin tone with
a sinusoidal model.46 On the first round, the transversal vi-
brations are canceled and the parameters for the loss filter
HLF�z� and ripple filter HR�z� are obtained as described in
Refs. 45 and 12, respectively. On the second round, the re-
maining phantom partials �longitudinal vibrations� similarly
are filtered out.

In HLF�z� the parameter g controls the overall decay, and
a controls the frequency dependent decay.47 The transfer
function is HLF�z�=b / �1+az−1�, where b=g�1+a�. Due to
calibration errors and large differences in parameter values,
for consecutive tones, the g and a data are smoothed in the
same vein as previously proposed.46 More specifically, the g
parameters were treated with a 10th order median filter, and
the a parameters were approximated by a linear regression
on the logarithmic fundamental frequency scale for each
string. Additionally, the excitation signals are normalized.

This way a synthesis model was obtained that has natural
and subtle changes from a tone to another without drastic
unwanted sonic departures. The coefficients for the disper-
sion filter Ad�z� are obtained as described by Rauhala and
Välimäki.40 As suggested by Bank and Sujbert21 the decay
times of the phantom partials are in the magnitude of the
transversal vibrations. Hence, the loss filter parameters for
P�z� are copied from S�z�. The phantom partials start to be-
come visible in the frequency domain only after the inhar-
monicity has shifted the transversal partials away from the
phantom ones. In addition, high-frequency phantoms seem
not to be very prominent. Therefore, P�z� is filtered with a
bandpass filter D�z�, made of fourth order high-and low-pass
Chebyshev type I filters. In this work, D�z� is designed to
attenuate partials below the 10th partial and above the 20th.

To produce flageolet tones the parameters for HLF�z� and
HR�z� are designed with the following heuristic rules. The
idea is to use the open string model with properly tuned
ripple filter parameters. First, the a parameter for HLF�z� is
calculated for a flageolet tone as described in Ref. 46. Then
the target decay time T60 for the fundamental frequency f0 of
the flageolet tone, obtained from the analysis, is used to de-
termine the loop gain g as

g = e−�1/f0T60�. �11�

The ripple rate R is obtained as

R =
1

n
, �12�

where n is the harmonic index that functions as f0 of the
flageolet tone, i.e., fn=nf0. Then the ripple depth r is calcu-
lated as

r = e−�1/f0T60� �, �13�

where T60� =T60/200. This way the ripple filter strangles the
decay times of the partials between the ringing ones to be
approximately 200 times shorter than for f0. To obtain the
target decay time for the ringing partials g is compensated
by 1/ �r+1�. This way the transfer function of the ripply
loss filter is

HLF�z�HR�z� =
g�1 + a�

r + 1

r + z−R

1 + az−1 . �14�

Stability is assured when the overall loop gain does not ex-
ceed unity. Due to scaling this is assured as long as g�1.

There are two advantages for using the ripple filter to
produce flageolet tones. First, the open string excitation sig-
nal can be used, i.e., no separate excitation signal for flageo-
let tones is needed. Secondly, the tone of an open string can
be changed to a flageolet tone simply by changing the ripple
filter coefficients and not by changing f0 of the string model.

C. Results

Next, synthesis results produced by the model discussed
in Sec. IV A are shown, and the measured and synthesized
signals and their significant characteristics are compared.

FIG. 13. Magnitude response of the body model filter �dashed line� and the
target magnitude response �solid line� with a 6 dB offset.
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1. Normal plucked tones

Figure 14 depicts the time responses of synthesized sig-
nals for string 6 mark 5, for �a� nail and �b� fingertip termi-
nations �compare with Fig. 5�. The nail tone responses cor-
respond fairly well, as do the fingertip tones, but they have a
slight difference during the beginning of the decay. This can
be explained by a difference in partial decay times, i.e., the
higher frequencies of the real tone decay faster than the syn-
thesized one. This can be improved with a higher loop filter
order,48 but is left for future work. Next, the T60 times for
recorded and synthesized sounds, shown in Figs. 6 and 15,
respectively, are looked at and compared. In both figures the
decay times for string 1 is shown in �a� and for string 7 in
�b�, and the string termination style is indicated for nail ���
and fingertip ���. For all synthesized tones the nail tones
decay slower than for the fingertip terminated tones, as they
should. The exception for both measured and synthesized is
string 1 mark 13.1. The general trend is well preserved in the
synthesis. However, synthesis results show a slight departure
from the measured tones as a function of the mark, i.e., as the
mark increases the difference between the synthesized and
measured decay times becomes larger. This can be explained
by the parameter smoothing discussed in Sec. IV B.

Figure 16 illustrates the splitting phenomenon produced
with the proposed synthesis model �compare with Fig. 7�.
The splitting phenomenon becomes visible above the eighth
partial. As expected, for the synthetic signals the locations of
the modes are more systematic than for the measured cases.
The inharmonicity of the synthesis follows target behavior

�solid and dashed lines� with a 0.5% error marginal up until
the 20th partial. The perception of inharmonicity is a com-
plex matter,34,49 and by interpreting the results obtained by
Rocchesso and Scalcon49 the accuracy achieved with the
used method40 should be adequate. The synthesis of phantom
modes is further illustrated in Fig. 17 where magnitude re-
sponses of Figs. 17�a� and 17�b� measured and Figs. 17�c�
and 17�d� synthesized string 6 mark 5 tones are shown. By
comparing Figs. 17�b� and 17�d�, one can see that the syn-
thesis of the phantoms is successful. However, tuning of the
inharmonicity filters causes some changes in the initial levels
of higher harmonics. This is due to the strong variations in
the spectrum of the excitation signal, which in proportion
causes the changes in the levels of the harmonics. Panel �c�
also shows the magnitude response of the bandpass filter
D�z� with a dashed line.

2. Flageolet tones

Figure 18 shows decay times regarding flageolet tone
synthesis produced with the ripple filter for the fourth string
and fifth harmonic. The target decay times are indicated with

FIG. 14. Time responses of synthesized guqin tones played on string 6 mark
5, when �a� the nail of the thumb terminates the string and �b� the fingertip
of the forefinger terminates the string.

FIG. 15. T60 times for all nail ��� and fingertip ��� terminated synthetic
tones for �a� string 1 and �b� string 7.

FIG. 16. Splitting of modes when synthesizing string 6 mark 5, for �a� nail
and �b� fingertip termination tones. Target inharmonicity coefficient B
=0.00009 displayed with solid line and the white dots follow the B /4 trend
�dashed line�. Measured f0 values for tones in panels �a� and �b� are
391.74 Hz and 391.94 Hz, respectively.

FIG. 17. Magnitude responses of �a–b� measured and �c–d� synthesized
string 6 mark 5 tone. Panels �b� and �d� zoom into partials 9–16. The partial
number is indicated by the number above. The response of bandpass filter
D�z� is also shown in pane �c� with a dashed line.
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� marks and the synthesized ones with circles, the solid
lines interpolate between the points. The dashed line illus-
trates the response of the loop filter without the ripple filter.
The ripple filter is able to reduce the decay times of the
partials between the ringing harmonics very well. As a con-
sequence, a flageolet like tone can be produced with an open
string synthesis model in the same way as for a real flageolet
tone.

3. Friction sounds

The friction sound generator block �Fig. 12� is able to
model the real finger-string friction sound relatively well.
The spectrogram of a synthesized friction signal is shown in
Fig. 19. For the synthesis control signal, a slide similar to
that performed in Fig. 9�b� was applied. When comparing
Figs. 9�b� and 19, many similarities can be seen. First, the
overall shape of the noise is similar, a somewhat lowpass
type, and its amplitude is highest when the slide velocity
attains its peak. Also, both signals have a harmonic structure,
the frequency of which also peaks with the slide velocity.
The major difference between Figs. 9�b� and 19 is that the
synthesized friction is obviously free of the measurement
background noise, which hides some of the features in Fig. 9.

V. SOFTWARE IMPLEMENTATION AND CONTROL OF
THE GUQIN SYNTHESIZER

The synthesis and control part of the guqin synthesizer is
realized using a visual software synthesis package called
PWGLSynth.30 The PWGLSynth is a part of a larger visual
programming environment called PWGL.30 The control infor-
mation is generated using the music notation package ENP.30

As this kind of work is experimental, and the synthesis

model must be refined by interactive listening, a system is
needed that is capable of making fast and efficient prototypes
of the basic components of the system. The system used
allows designing instrument models using a copying scheme
for patches. Special synth-plug boxes are used in the graphi-
cal programming environment to automatically parameterize
control entry points. Finally, a musical score is translated
into a list of control events. The user can visually associate
these events with the instrument definitions by using a map-
ping scheme. Since the approach used here is to control the
synthesis model from the notation software package, a novel
representation scheme of the ancient Chinese guqin Jian Zi
Pu tabulature has been developed that is suitable for a mod-
ern computerized system. A coding system, developed by
one of the authors �Henbing Li�, based on Western latin char-
acters is used to represent the left-hand and right-hand tech-
niques found in the traditional guqin repertoire. The notation
part can be enhanced with editable break-point functions,
which allow the realization of the expressive pitch glides and
vibrato gestures essential in guqin playing.

VI. CONCLUSIONS

This paper discusses the acoustics and synthesis of the
guqin, a traditional Chinese music instrument. The structural
features and playing style of the guqin are discussed briefly.
The proposed synthesis model is able to reproduce the im-
portant characteristics of the instrument, namely flageolet
tones, friction sound due to sliding of the finger, different
termination behavior, and the phantom partial series. The fla-
geolet tones are produced with a ripply waveguide string
model, so that the ripple filter parameters of an open string
model are tuned to the desired harmonic. The friction sound
is found to be of a harmonic nature and is synthesized with a
model-based structure with a noise generator and three fil-
ters. The two termination techniques of pressed tones, finger-
nail and fingertip, cause a difference in decay character, so
that tones terminated with the fingernail decay slower than
those terminated with a fingertip. Analysis shows the exis-
tence of phantom partials. These are modeled with an auxil-
iary string model placed in parallel with the main string
model. Agreement of the output of the synthesis model with
measurements is not perfect, but prime features are well cap-
tured and
synthesized. Moreover, the model is computationally

FIG. 18. Flageolet synthesis produced with the ripple filter. Target decay
times are shown with ��� and synthesized with ���. The dashed line indi-
cates the decay time response of the loop filter without the ripple filter.

FIG. 19. Spectrogram of the synthesized friction noise when performing a similar slide as in Fig. 9�b�. The figure shows that the synthesized friction sound
is lowpass filtered noise with harmonic components.
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efficient enough to run in real-time. Measured and synthe
sized guqin tones are available on the Internet at http://
www.acoustics.hut.fi/publications/papers/jasa-guqin/. In ad-
dition to capturing the prominent properties of the guqin, the
model-based synthesis algorithm enables the stretching of
reality and the realization of gliding harmonics and sliding of
open strings, something that cannot be done in the real
world.

A more detailed analysis of the behavior of the phantom
partials and their parameterization for the waveguide model
could improve the link of the model with the physical world.
In addition, future research could include exact modeling of
slides and vibrato. In the future, the proposed guqin model
will be used for creating rule based guqin music from tabu-
latures, using rule-based control parameters.
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Gaussian beams in tissue
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An analytical technique previously developed to study tissue displacement due to acoustic radiation
force is extended to analyze temperature rise in tissue for exposure times that are comparable to, or
longer than, the tissue perfusion time. A focused transducer with Gaussian amplitude shading is
assumed to radiate into a perfused tissue medium with constant thermal and acoustic properties. A
simple closed-form expression is derived for the steady-state temperature rise, and a transient
correction term is constructed that allows for computation of the equilibrium time of the medium.
Comparisons with temperature calculations for non-Gaussian transducers show that the model may
be applied to more general intensity profiles. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2359695�
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I. INTRODUCTION

Prediction of the temperature rise that is induced by ul-
trasound absorption over times comparable to the tissue per-
fusion time is important for therapies such as hyperthermia-
enhanced drug delivery �Cho et al. 2002�, where thermal
equilibrium is achieved. Long-term temperature rise is also
useful as a conservative safety measure for shorter-duration
procedures such as ultrasound ablation or radiation-force im-
aging, especially when multiple exposures are used or the
procedure occurs in a highly perfused medium where the
equilibrium time is short. Mathematical models can be em-
ployed to predict the long-term temperature rise as a function
of important tissue properties such as absorption and perfu-
sion rate, and ultrasound-beam characteristics such as focus-
ing gain.

Nyborg �1988� derived a general solution to the bio-heat
transfer equation in terms of a superposition of point heat
sources. As an example, he computed the temperature rise
due to absorption of an ultrasound beam modeled as a circu-
lar cylinder. Bacon and Shaw �1993� used a superposition
technique to derive a simple expression for the transient tem-
perature rise due to an absorbed ultrasound beam, also mod-
eled as a circular cylinder. Ellis and O’Brien �1996� used
superposition to solve both the lossy Helmholtz equation and
the bioheat equation. Their technique was applicable to both
cylindrical and rectangular apertures. Wu and Du �1990�
considered focused beams with Gaussian amplitude shading
and solved for the steady-state temperature rise, in terms of a
single convolution integral over the source distribution.
Walker �1999� computed the transient temperature rise due to
an absorbed beam by modeling the volumetric source as a
superposition of heated disks.

More recently, fully numerical techniques have been de-
veloped to calculate the thermal effects due to ultrasound
absorption. Lizzi et al. �2003� used a finite-difference solu-
tion to the bioheat transfer equation in cylindrical coordi-
nates to compute the transient temperature during the lesion

monitoring associated with a HIFU procedure. Palmeri et al.
�2004� used the finite-element method to study transient
heating during radiation force imaging. A number of numeri-
cal investigations into thermal effects of nonlinear propaga-
tion have been made �e.g., Curra et al. �2000��, though this
paper concerns acoustic intensities that are sufficiently low
to be adequately described by linear-acoustics theory.

In the present study, an analytic technique previously
developed to compute tissue deformation arising from ab-
sorption of focused Gaussian ultrasound beams �Myers,
2006� is extended to treat the temperature field. A superpo-
sition solution to the bioheat transfer equation in a homoge-
neous tissue medium is constructed, accounting for perfu-
sion. The convolution integrals are asymptotically evaluated
assuming the focal length is long compared to the transducer
radius, though computations show that the focal length and
transducer radius can be comparable. The analytic expression
for the steady-state temperature rise manifests in a simple
manner the dependence of the thermal field upon relevant
parameters such as the transducer dimension or the perfusion
length. A time-varying correction to the equilibrium tempera-
ture is also derived, so that the time required to reach steady
conditions can be determined.

In the following section, the necessary extensions to the
formulation presented in Myers �2006� are presented. Sec-
tion III contains comparisons with previous studies, for both
Gaussian and non-Gaussian beams, as well as with calcula-
tions based upon numerical quadrature of the convolution
integrals. In Sec. IV the features and limitations of the ana-
lytic expressions are examined.

II. METHOD

We first consider the transient temperature induced by a
volumetric heat source q in a perfused tissue medium of
conductivity K, volume specific heat cv, and perfusion length
L. The medium is assumed infinite and uniform. Nyborg
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�1988� and Nyborg and Wu �1994� have shown that the tem-
perature rise can be computed using the following Green’s
function solution to the bioheat equation:

T�r,z,t� =� � Fg�r,z,r�,z��q�r�,z��r�dr�dz�, �1�

where

Fg =
1

4KR�exp�− R/L��2 − erfc�	 t

�
−

R
	4�t


�
+ exp�R/L�erfc�	 t

�
+

R
	4�t


� , �2�

t is time, and R2= �r−r��2+ �z−z��2, r and z being cylindrical
coordinates. It is assumed that the source possesses cylindri-
cal symmetry about the z-axis. Also, � is the thermal diffu-
sivity, and �=L2 /� the perfusion time.

We consider next the case where the heat source is an
absorbed ultrasound beam. Within the plane-wave approxi-
mation for the beam �Nyborg, 1988�

q = 2�I , �3�

where I is the local intensity and � is the amplitude absorp-
tion coefficient. We suppose that the ultrasound beam is fo-
cused and propagating in the +z direction, and that it pos-
sesses Gaussian amplitude shading. We also assume that the
intensity is low enough that the propagation is governed by
the equations of linear acoustics. The intensity profile for the
beam is then given by �Wu and Du, 1990�

I = I0B−1A1�z�exp�− 2A1�z��r/a�2�exp�− 2�z� , �4�

where

A1�z� =
B

B2z2

r0
2 + �1 −

z

zf

2 . �5�

Here B is the Gaussian coefficient at the transducer, zf is the
geometric focal length of the transducer, and r0= 1

2ka2, k be-
ing the acoustic wavenumber and a the transducer radius.

Upon using �3�–�5� in �1�, we obtain the following ex-
pression for the transient temperature at a point located along
the transducer axis:

T�r = 0,z�

=
2�I0

B
�

0

�

dr�r��
0

�

dz�A1�z��e−2A1�z���r�/a�2
e−2�z�Fg,

�6�

where Fg is given by �2� and

R = �r�2 + �z − z��2�1/2. �7�

We concentrate now on the steady-state temperature T0,
and consider first the temperature at the focus z=zf. After
using

Fg →
exp�− R/L�

2KR
, �8�

under steady conditions, and making the transformations

� =
�2A1�1/2r�

a
, � =

z� − zf

zf
, �9�

we obtain

T0�r = 0,z = zf� =
�I0a2

2KB
e−2�̄�

0

�

d��e−�2�
−1

� d�e−2�̄�e−�zf/L�R̄

R̄
,

�10a�

where

R̄ = ��2�2��2�� + 1�2 + �2� + �2�1/2, �10b�

and

� =
a

�2B�1/2zf
�̄ = �zf � =

Bzf

r0
=

2Bzf

ka2 . �11�

The parameter � is the reciprocal of the transducer gain. The
parameter �, proportional to the reciprocal of the transducer
f-number, measures the transducer radius relative to the
transducer focal length. We assume �	1. For � sufficiently
small �the restrictions on � are discussed further in Sec. IV�,
R̄ appearing in the exponent of �10a� may be approximated
by �, and the steady-state temperature at the focus becomes

T0�r = 0,z = zf�

=
�I0a2

2KB
e−2�̄�

0

�

d��e−�2�
−1

� d�e−2��±1/2L�zf�

R̄
, �12�

where the plus sign applies for �
0 and the minus for �
�0. To make further use of the approximation ��1, we
employ the method of matched asymptotic expansions �My-
ers, 2006�. The integral in �12� is in fact identical to one of
the integrals appearing in the displacement calculation of
Myers �2006�, when the absorption � of the displacement
integral is replaced by the “effective” absorption �±1/2L.
That is, perfusion effectively increases the absorption by an
amount 1 /2L beyond the focal zone, and reduces it by the
same amount ahead of the focal zone. Upon repeating steps
�13�–�20� of Myers �2006� and using the definitions of � and
� from �11�, we obtain

T0�r = 0,z = zf� �
�I0a2e−2�zf

2BK �log� ka
	B


 −
log��1zf�

2

+
�2zf

2
+

e2�2zf − 1

4 � . �13�

Here

�1 = � + 1/2L, �2 = � − 1/2L . �14�

Equation �13� represents the steady-state temperature at the
focus �z=zf�. To determine the axial temperature at points on
the z axis different from the focus, we return to Eq. �9�. We
use the coordinate z in the � transformation instead of zf. As
shown in Myers �2006�, if we define a modified reciprocal
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gain based upon the local axial coordinate z via

�� = ��2 + �zf/z − 1�2�1/2, �15�

we may repeat the analysis used to derive �13� using �� in
place of �. The resulting expression for the steady-state axial
temperature at location z is

T0�r = 0,z� �
�I0a2e−2�z

2BK �log� ka

	B

 −

log��1z�
2

+
�2z

2

+
e2�2z − 1

4 � �16�

where

�z� = �1 +
k2a4�zf − z�2

4B2z2zf
2 �−1/2

. �17�

In terms of the gain G, �17� can be expressed as

�z� = �1 + G2�1 −
zf

z

2�−1/2

. �18�

Please note that the corresponding expressions defining  in
Myers �2006� contain an error �a factor of zf

2 /z2�. Equations
�28� and �29� of Myers �2006� should be replaced with �17�
and �18� above.

Equation �16� may be recast in a form that is potentially
useful for transducers without Gaussian shading, by intro-
ducing the total acoustic power

W0 =
�a2I0

2B
, �19a�

and the effective transducer radius

aeff = a/	B . �19b�

The steady-state temperature rise may be written

T0�r = 0,z� �
�W0e−2�z

�K
�log�kaeff� −

log��1z�
2

+
�2z

2

+
e2�2z − 1

4
� . �20�

Equation �20� may be applied to any transducer having total
power W0 and radius aeff, with aeff equal to the physical
radius in the case of uniform intensity. The accuracy of
this approach will be examined in Sec. III.

The behavior of the temperature field for long times may
be obtained by analyzing �2� �with R in �2� given by �7�� for
large t. We assume that the time is large enough that the
following three related conditions apply

t � � , �21a�

t/� � R2/�4�t� , �21b�

r2/�4�t� 	 1. �21c�

The first condition states that the time of interest is large
compared with the perfusion time. The second, which can be
rewritten t�	��R2 /4��, implies that the time must be large
compared with the geometric mean of the perfusion time and

the time for diffusion across the distance R �often the focal-
zone axial dimension� characterizing the region of interest.
In the third condition, r is the radial dimension of the region
of interest �often the focal-zone width�; we assume heat has
diffused a distance large compared to this dimension. It is not
assumed that heat has diffused further than the axial dimen-
sion of the region of interest.

Conditions �21a� and �21b� ensure that the arguments of
the complementary error functions in �2� are large. By em-
ploying the asymptotic expansion of the complementary er-
ror function

erfc�b� �
e−b2

	�b
�1 − 1/2b2 + ¯ � �b � 1� ,

we obtain a series for which the first term is �8�, which leads
to the steady-state solution �16�. The second term is

− e−t/�e−R2/4�t

4K	��t� t

�
−

R2

4�t

 . �22�

Inserting �22� into �6� yields the first-order correction to �16�
for long exposure times

T1�r = 0,z,t� =
− e−t/�

2K	��t

�I0

B
�

0

�

r�dr��
0

�

dz�A1�z��

�
e−2A1�z���r�/a�2

e−2�z�e−R2/4�t

t

�
−

R2

4�t

. �23�

We next apply �21c� and �7� to the exponent in the integrand
of �23�, and use �21b� in the denominator, yielding

T1�r = 0,z,t� =
− e−t/�

2K	��t

�I0

B�t/���0

�

r�dr��
0

�

dz�A1�z��

�e−2A1�z���r�/a�2
e−2�z�e−

�z − z��2

4�t . �24�

After performing the integrals over r� and z�, we obtain

T1�r = 0,z,t� =
− �I0a2

8KB

e−t/�

t/�
e−2�z�e4�2�t erfc�	4�2�t

− z/	4�t� . �25�

The temperature along the beam axis for long exposure times
is given by

T�r = 0,z,t� = T0 + T1, �26�

where T0 is provided in �16� and T1 in �25�.
A measure of the time required to reach thermal equilib-

rium for a given ultrasound procedure may be determined by
using �26� to compute t95, the time at which the temperature
reaches 95% of its steady-state value. Evaluating �26� at t
= t95 and setting the result equal to 0.95 times the equilibrium
temperature �16�, and canceling common factors, yields
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e−t95/�

t95/�
e4�2�t95 erfc�	4�2�t95 −

z
	4�t95



= 0.2�log� ka

	B

 −

log��1z�
2

+
�2z

2
+

e2�2z − 1

4 � .

�27�

The time to reach equilibrium at a location z can be esti-
mated by solving this nonlinear algebraic equation. For
highly perfused media, t95 is small enough that 4�2�t95

	1 and z�	4�t95 for many cases of interest. Under these
conditions, the terms on the left side of �27� proportional
to �2 may be neglected, and the erfc function of large
negative argument may be set to the asymptotic value of
2. The equilibrium time then satisfies the simpler equation

e−t95/�

t95/�
= 0.1�log� ka

	B

 −

log��1z�
2

+
�2z

2
+

e2�2z − 1

4 � .

�28�

III. RESULTS

The accuracy of the analytical expressions �16� and �25�
was examined by comparing with numerical quadrature of
the superposition solution �1�, and through comparisons with
other studies. The double integrals in �1� were computed
using a numerical implementation of Simpson’s rule on an
IBM RS6000/44P workstation. The upper limits of integra-
tion on r� and z� �infinite in �1� or �6�� were increased until
doubling the values resulted in less than a 0.1% change in
the integral. Final values of the upper limits depended upon
the exposure time t and perfusion time �.

In a first set of calculations, the transducer radius
�0.6 cm�, acoustic frequency �3 MHz�, and focal length
�2.26 cm�, were adopted from the investigation of Wu and
Du �1990�. The Gaussian parameter B was 1 and the peak
intensity I0 was 0.2 Watts/cm2. The thermal diffusivity was
taken to be 0.15 mm2/s. Various values of the absorption and
perfusion length were considered.

Figure 1 shows the steady-state temperature rise as a
function of axial position computed using �16� �dotted line�
and numerical quadrature �solid line�, for an absorption of

�=0.15 Np/cm and a perfusion length of L=2 cm. The per-
fusion length corresponds to a moderate amount of perfusion
�Nyborg, 1988�. The solid line closely resembles that of Wu
and Du �1990� for the same parameter values. For this rela-
tively low value of absorption, the temperature profile peaks
sharply at the focal region. The analytic and numerical re-
sults agree closely beyond an axial distance of about 0.3 cm.
A larger absorption of 0.4 Np/cm is featured in Fig. 2. The
maximum temperature occurs much closer to the transducer
than in Fig. 2. While the accuracy of the analytic result de-
grades near the transducer, the maximum temperature rise
and the location of the maximum is predicted reasonably
accurately. In Fig. 3, a value of L �0.4 cm� corresponding to
vigorous perfusion is considered. The analytic approach is
not as accurate for the high perfusion rate, though the maxi-
mum temperature rise �occurring at the focal zone� is pre-
dicted to within about 10% error. The time history of the
focal zone temperature for the conditions of Fig. 3, deter-
mined both by �1� and �26�, is shown in Fig. 4. The solid line
represents the transient temperature computed via numerical
quadrature of �1�. The dotted line, based upon the asymptotic
model, displays a steeper slope, i.e., larger temperature in-
crease per unit time. The perfusion time �=L2 /� for the con-
ditions of Fig. 4 is approximately 107 s. Under the condi-
tions of Fig. 4, the analytic model predicts the transient
temperature �relative to steady state� within 20% accuracy at
times greater than about half of a perfusion time.

The equilibrium times t95 computed using the param-
eters of Fig. 4, though for different values of the absorption

FIG. 1. On-axis steady-state temperature rise as a function of axial distance.
Maximum intensity I0=0.2 W/cm2, transducer radius=0.6 cm, focal
length=2.26 cm, frequency=3 MHz. Perfusion length L=2.0 cm, absorp-
tion �=0.15 Np/cm. Solid line—numerical integration of convolution inte-
gral. Dotted line—asymptotic model.

FIG. 2. Same as in Fig. 1, except � is increased to 0.4 Np/cm. Solid line—
numerical integration of convolution integral. Dotted line—asymptotic
model.

FIG. 3. Same as in Fig. 1, except �=0.25 Np/cm and L=0.4 cm. Solid
line—numerical integration of convolution integral. Dotted line—
asymptotic model.
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�, are plotted in Fig. 5. The analytic predictions, based upon
�27�, overpredict the equilibrium times, with the error de-
creasing with increasing absorption. Both curves display a
region for small � where t95 changes little with �, i.e., for
small absorption values the time required to reach the steady
state is insensitive to the amount of absorption. For larger
values of �, a large increase in equilibrium time with in-
creasing � is manifested.

The ability of �20� to predict temperature rise for non-
Gaussian amplitude profiles was investigated by comparing
with the results of Ellis and O’Brien �1996�. A frequency of
3 MHz, focal length of 10 cm, transducer radius of 1 cm,
and source power of 0.1 W were used. The perfusion length
was 1.18 cm and the absorption 0.15 Np/cm. Figure 6 con-
tains the axial temperature profile derived from �20�. The low
temperature values very near the transducer, characteristic of
the asymptotic model �see Sec. IV�, are not present in the
corresponding plot of Ellis and O’Brien �Ellis and O’Brien,
1996, Fig. 5�c��. However, for distances beyond about
1.0 cm, the two curves overlap to within plotting accuracy.

IV. DISCUSSION

The accuracy of the asymptotic method is high in cases
of relatively low attenuation and low perfusion length �e.g.,
Fig. 1�. Still, provided the axial location of interest is not
very near the transducer, or too far beyond the focal zone, a
wide range of perfusion lengths and absorptions of practical
interest can be handled by the model with sufficient accu-
racy. Accuracy criteria for the model may be determined by
following the development in Myers �2006�, and noting the

assumptions required to construct inner and outer asymptotic
solutions. Precise limits for the criteria were obtained by
numerical experimentation. The criteria are:

�1� �= a�	2Bzf �1;
�2� �2z= ��+ 1 � 2L �z�4;

�3� �zf −z� /z�a�	2Bzf
���z+ z � 2L �1/2

�0.5;
�4� t
�;
�5� t
	��zref

2 / �4���.

Physical interpretations of the criteria are given below.
The requirement �	1, which is stronger than Criterion

1, is the basis for the matched-asymptotic-expansion ap-
proach �Myers, 2006�. This “large focal length” assumption
allows the temperature rise at a given location to be split into
contributions due to absorption at that point and distributed
heating over the rest of the beam. �See Myers �2006� for
further identification of local and global terms.� However,
computations revealed that accurate results can be obtained
when the radius is comparable to the focal length �Criterion
1�. Results from one such set of computations are displayed
in Fig. 7, where the temperature rise at the focus computed
using both numerical integration �solid line� and the analytic
model �dashed line� is plotted as a function of transducer
diameter divided by focal length. In each calculation the
transducer focal length was 5 cm, the frequency 3 MHz, the
absorption 0.15 Np/cm, and the perfusion length 2 cm,

FIG. 4. Time history for the maximum �focal zone� temperatures in Fig. 3.
Solid line—numerical integration of convolution integral. Dotted line—
asymptotic model.

FIG. 5. Equilibrium time t95 as a function of absorption, with the other
conditions as in Fig. 3.

FIG. 6. Steady-state temperature rise computed using the expression for
general transducers �Eq. �20��. Conditions used by Ellis and O’Brien �1996�
�frequency=3 MHz, Power=0.2 W, a=1.0 cm, zf =10 cm, �=0.15 Np/cm,
L=1.18 cm� apply.

FIG. 7. Steady-state temperature rise at the focus, as a function of trans-
ducer diameter. Transducer focal length was maintained at 5 cm while di-
ameter was varied. Frequency is 3 MHz, absorption 0.15 Np/cm, and per-
fusion length 2 cm. Solid line—numerical integration of convolution
integral. Dotted line—asymptotic model.
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while the transducer diameter was varied. Acceptable accu-
racy was achieved even for transducer diameters slightly
larger than the focal length.

The second accuracy criterion comes from the local ap-
proximation �small �� of the absorption and perfusion terms
in the integrand of �10�. This criterion ensures that there
exists a region where gradients in the heat source due to
focusing dominate those due to attenuation and perfusion.
The third criterion is similar to the first two, but additionally
stipulates that for higher attenuations or perfusion rates, or
lower f-numbers, attention is restricted to the focal region. It
can also be seen from this criterion that the asymptotic pre-
dictions will become invalid for large and small values of z.

The fourth criterion is the less precise than the first
three, and simply states that the time must be as large as the
perfusion time in magnitude in order for �25� to apply. In the
case of no perfusion ��= � �, e.g., a tissue phantom, the
steady-state result �16� is still applicable even though �25� is
not. The last criterion requires that the time also be long
enough to include sufficient heat conduction. The reference
length zref could be defined by the half-maximum points of
the intensity profile in the axial direction for a high-gain
transducer. The length zref is typically a few cm, and the
associated diffusion time zref

2 /4� is on the order of hundreds
of seconds. For a moderately perfused tissue, criterion �5� is
comparable to criterion �4�, but in the case of high perfusion
criterion �5� restricts the time to somewhat larger values.

The accuracy of the transient prediction model can be
increased by computing more terms in the large-time expan-
sion of �2�, though at the price of increased complexity.
Equations �27� and �28� are sufficient to provide an estimate
of the time to reach steady-state, which is not typically re-
quired to high levels of accuracy. Additionally, �27� and �28�
display the role played by important parameters. For ex-
ample, doubling the transducer radius a changes only the
right side of �28�, by an amount 0.1 log 2. Under the condi-
tions of Fig. 4 �including z=zf�, this results in a decrease in
t95 of about 11%. The actual decrease computed using nu-
merical quadrature of �1� is about 15%. This decrease in
equilibrium time with increasing radius is reasonable given
that the gain increases with increasing radius, resulting in a
smaller focal width. From �4� and �5�, it can be seen that the
width of the beam at the focus is proportional to zf / �ka�, and
hence for fixed wavenumber and focal length the length scale
over which radial conduction of heat occurs decreases with
increasing radius. The result is a decrease in equilibrium
time. The increase in t95 with increasing � �Fig. 5� may be
understood in a similar manner. A lower value of absorption
yields a higher percentage of absorbed energy in the focal
region, where the beam radius is small and the characteristic
time for radial heat conduction is low.

The insensitivity of the equilibrium time to absorption
for small � values �Fig. 5� occurs because perfusion acts
immediately to disperse absorbed ultrasound energy, whereas
conduction is not significant until the diffusion time 1/ ��2��
is reached �see Eq. �27��. Thus, conduction becomes compa-
rable to perfusion when � is on the order of 1 /	��, which is
approximately 0.25 Np/cm for the conditions of Figs. 3–5.
In the limit �→0, Eq. �28� for the equilibrium time becomes

e−t95/�

t95/�
= 0.1�log� ka

	B

 −

1

2
log� z

2L

 −

z

4L
+

e−z/L − 1

4 � .

�29�

Besides providing t95 for small absorption, in light of the
above comments this equation also yields the time re-
quired to achieve steady-state conditions for a focused
beam in a perfused medium where conduction is negli-
gible.

In the manipulations following Eq. �12�, it was seen that
perfusion can be viewed as decreasing absorption in front of
�smaller axial distances� the observation point, and increas-
ing absorption beyond the observation point. This may be
understood by noting that absorption serves to shrink the
heat source unidirectionally, i.e., the power absorbed at a
given axial location decreases monotonically with increasing
axial distance. However, due to the nature of the Pennes
approximation, perfusion spreads heat in both axial direc-
tions from a source located at position z. Thus, in the +z
direction perfusion augments absorption, while in the −z di-
rection perfusion opposes absorption. The result is the pres-
ence of two effective absorptions, �1 and �2, appearing in
the solutions such as �20� and �27�.

Equation �16� for the steady-state temperature may be
combined with the analogous expression for steady-state tis-
sue displacement in Myers, 2006 �Eq. �27� of Myers, 2006�
to construct an estimate for the temperature rise expected for
a given amount of tissue deformation due to radiation force.
After dividing temperature rise by tissue displacement, and
ignoring the slight difference in the last additive constant in
each expression �−1/4 in �16� versus −3/4 in Eq. �27� of
Myers, 2006�, we obtain

T

w
=

c�

K
. �30�

From a safety standpoint, this simple result is conservative,
i.e., it overpredicts temperature increase. The overprediction
arises from the fact that dynamic equilibrium occurs much
faster than thermal equilibrium, and hence for a given expo-
sure time the deformation will reach a higher fraction of its
steady-state value. For highly transient processes such as
radiation-force imaging with a single beam, the prediction is
probably too conservative to be useful. However, Walker
�1999� has shown that a conservative estimate of the thermal
effects due to radiation force imaging with multiple beam
lines may be achieved by assuming the total exposure time to
consist of the sum of the times of each of the beams, and
assuming each beam to radiate to the same location. The
temperature rise per unit of tissue displacement based upon
�30� is 2.2 times Walker’s value �Walker, 1999� for liver
tissue, 2.1 times for breast, and 1.7 times for vitreous. For
models such as Walker’s, �30� provides a useful order-of-
magnitude estimate.

The close agreement of the present model with the re-
sults of Ellis and O’Brien �1996� is evidence that the model
may be successfully applied to general focused transducers.
The long focal length �relative to the transducer radius�,
moderate perfusion length, and relatively low absorption
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considered by Ellis and O’Brien constitute conditions to
which the model of this paper is well suited. Equations �27�
and �28� may also be applied to determine the thermal equi-
librium time of non-Gaussian transducers, provided the
quantity a /	B is interpreted as the effective radius aeff of the
transducer.

As noted in Myers �2006�, use of an infinite-medium
Green’s function �Eq. �2� for temperature calculations� pre-
cludes enforcement of a boundary condition on the trans-
ducer face. At low levels of attenuation �Figs. 1 and 4�,
where the maximum temperature is due primarily to local-
ized heating at the focus, boundary effects can probably be
neglected. For higher levels of attenuation, where the maxi-
mum temperature is achieved close to the transducer, the
error associated with ignoring the boundary condition on z
=0 is likely to be higher. Assuming an absorption of
0.15 Np/cm, and no perfusion, Wu and Du �1990� found that
the temperature rise computed using �8� underestimated the
solution imposing a zero-temperature boundary condition on
z=0. The difference in maximum temperature �occurring at
the focus� was less than 10%. The relative error compared to
the solution imposing a zero-derivative condition at z=0 was
about 20%.

V. CONCLUSION

The present model represents a useful method for rap-
idly calculating the on-axis temperature rise occurring when
an ultrasound beam is absorbed in tissue over times that are
comparable to, or longer than, the tissue perfusion time. The
model is especially accurate in cases of moderate or low
perfusion and absorption, and focal lengths that are large
compared to transducer radius. However, acceptable accu-
racy can be achieved even in cases of vigorous perfusion,

provided that interest is confined to the region of maximum
temperature rise. The capability of the model to simulate
temperature rise for long exposure times allows approximate
equilibrium times to be computed. Computations involving
transducers not possessing Gaussian intensity profiles indi-
cate that the model may be successfully used for more gen-
eral transducers.
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A series of quali- and quantitative analyses were conducted to evaluate the variability of spinner
dolphin whistles from the Fernando de Noronha Archipelago off Brazil. Nine variables were
extracted from each whistle contour, and the whistle contours shapes were classified into the seven
categories described in Driscoll �1995�. The analysis showed mean beginning and ending
frequencies values of 10.78 and 12.74 kHz, respectively. On average, whistle duration was
relatively short, with mean values around 0.495 s �N=702�. Comparative analyses were also
conducted to investigate the relationship between the obtained results and those presented in
previous studies. When comparing averages, the results of the study of Oswald et al.�2003� in the
Tropical Eastern Pacific �TEP� presented less significant differences in relation to this study; only
whistle duration differed significantly between both works. The results of multivariate classification
tests also pointed TEP population as the closest related to the population studied here. The
similarities between such disjunct populations might be attributed to a more recent isolation event
�the closing of the Panama Isthmus� than the divergence that has driven North and South Atlantic
populations apart. © 2006 Acoustical Society of America. �DOI: 10.1121/1.2359704�

PACS number�s�: 43.80.Ka, 43.80.Ev, 43.80.Cs �WWA� Pages: 4071–4079

I. INTRODUCTION

The spinner dolphin, Stenella longirostris �Gray, 1828�,
is a cosmopolitan cetacean found in tropical, subtropical, and
less frequently, in warm temperate waters �i.e., Norris et al.,
1994�. This wide distribution is followed by a notable geo-
graphic variation in several morphological characters �i.e.,
Akin, 1988; Douglas et al., 1992; Perrin and Dolar, 1996;
Van Waerebeek et al., 1999� and ecological parameters �Bar-
low, 1984; Perryman and Westlake, 1998; Perrin et al.,
1999�. Four subspecies are currently acknowledged �Perrin,
1990; Perrin et al., 1991, 1999�: Stenella longirostris longi-
rostris, S. l. orientalis, S. l. centroamericana, and S. l.
roseiventris.

Spinner dolphins, as well as other species of oceanic
dolphins, emit clicks and whistles of pure tones, besides a
diversified repertoire of pulsed signals �Herman and Tavolga,
1980; Norris et al., 1994; Lammers et al., 2003�. Whistles
have been characterized in terms of their instantaneous fre-
quency as a function of time �i.e., spectrograms�, which is

also referred to as a whistle contour. Some authors have stud-
ied whistles using subjective classification of their contours,
and others have extracted frequency and time parameters
from these contours �Bazúa-Durán and Au 2002�. The func-
tion of whistles in the odontocete communication process
has been extensively discussed �Tyack, 1998; McCowan and
Reiss, 1995, 2001�, and they seem to play an important role
in the maintenance of social cohesion and in group organi-
zation �Norris et al., 1994; Janik, 2000; Janik and Slater,
1998; Lammers et al., 2003�. However, the biological mean-
ing of each frequency and time parameter, as well as of any
contour category still needs to be understood �McCowan and
Reiss, 1995; Bazúa-Durán and Au, 2002�.

Qualitative and quantitative variations in acoustic emis-
sions or phonations, as suggested by Bazúa-Durán and Au,
�2002� were recognized and described for S. longirostris, but
all studies on this variability were developed with popula-
tions from the Pacific Ocean �e.g., Norris et al., 1994;
Driscoll, 1995; Wang et al. 1995a; Bazúa-Durán and Au,
2002�. The only work on phonations with a population from
the Atlantic Ocean were conducted by Steiner �1981�, and
aimed to compare different species, excluding any kind of
intraspecific analysis. From this scenario, one could note that

a�Author to whom correspondence should be addressed. Electronic mail:
mario.rollo@csv.unesp.br
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it is still necessary to search for any relation between all the
information available in the literature, and consequently for a
better understanding of the variation within and between
populations.

Wang et al. �1995a�, Driscoll �1995�, and Bazúa-Durán
and Au �2002� recorded spinner dolphins from Hawaii. How-
ever, their results showed significant statistical differences.
Some possible reasons for these differences could be differ-
ences in the upper frequency limit of the recording systems,
different spinner groups being recorded, and observer differ-
ences in viewing spectrograms �Bazúa-Durán and Au, 2002�.
Wang et al. �1995a� reported an analysis bandwidth of
0–16 kHz, and Driscoll �1995� and Bazúa-Durán and Au
�2002� reported an analysis bandwidth of 0–24 kHz. Since
whistles with fundamental frequencies extending into the ul-
trasonic range have been reported for spinner dolphins �Lam-
mers et al., 2003�, the recording and analysis bandwidth up-
per limit has to be high enough to provide complete
representations of the vocal repertoire. It is known that de-
scriptive parameters of the whistles, such maximum and end-
ing frequencies, show significant differences between studies
conducted with different upper bandwidth limits �Oswald et
al., 2004�. Lammers et al. �2003� analyzed the acoustic sig-
naling behavior of Hawaiian spinner dolphins in a wider fre-
quency band perspective. The recording system employed
allowed them to sample sounds up to 130 kHz and to evalu-
ate the importance of the ultrasonic portion of the sound
emissions. Most energy in the fundamental frequency of the
whistles was found to be below 24 kHz, as Bazúa-Durán and
Au �2002� noted. Based on Lammers et al. �2003� conclu-
sions, we can speculate that the major part of the whistles’
fundamental frequencies produced by this species is then
taken into account here, since the recording limit used in this
study is 24 kHz.

It is also known that spinner dolphin whistles can vary
geographically �Bazúa-Durán and Au, 2001; Bazúa-Durán et
al., 2003; Bazúa-Durán and Au, 2004�, as it was already
observed for bottlenose dolphins, Tursiops truncatus �Wang
et al., 1995b; Jones and Sayigh, 2002�, and for the estuarine
dolphin, Sotalia guianensis �Azevedo and Van Sluys, 2005�.
Nevertheless, the factors influencing this observed geo-
graphic variation are still unclear, once the pattern found for
spinner dolphins does not follow exactly those observed for
the other two species. Studying bottlenose dolphins, Wang et
al. �1995b� noted that differences in whistle structure were
greater between far separated than closer areas. They
claimed that, presumably, dolphins in nonadjacent areas have
developed unique acoustic characteristics due to geographic
isolation. Similarly, Azevedo and Van Sluys �2005�, when
studying Sotalia guianensis, found that the magnitude of the
whistles characteristics variation was comparatively smaller
between adjacent sites areas than between nonadjacent ones,
although in some pairwise comparisons the result was the
opposite.

When comparing spinner dolphins whistles from the Ha-
waiian Islands �Midway Atoll, Kaua’i, O’ahu, Lãna’i, Maui,
and Hawai’i� and from Mo’orea, French Polynesia, Bazúa-
Durán and Au �2002� found that the macrogeographic varia-
tion �between Midway and Mo’orea, and the main Hawaiian

Islands� was larger than microgeographic variation �between
the main Hawaiian Islands�. The authors also found that the
variation within each main Hawaiian Island was larger than
the variation between them, suggesting the existence of a
whistle-specific subgroup �Bazúa-Durán and Au, 2001;
Bazúa-Durán and Au, 2004�. On the other hand, when the
spinner dolphin whistles from the Hawaiian Islands and
Mo’orea were compared to the whistles produced by the
Tropical Eastern Pacific �TEP� spinner dolphins, greater dif-
ferences were found between Midway and TEP and Mo’orea
groups. O’ahu groups were very similar to TEP and Mo’orea
groups, suggesting that there are no differences between oce-
anic and coastal spinner dolphin whistles. Bazúa-Durán and
Au �2002� claimed that the distinctiveness of Midway
whistles could be due to the stability of the spinner dolphins
in that area, and that the geographic differences found may
not occur solely due to geographic isolation, and that other
factors, such as fluidity of the spinner dolphin groups may be
also affecting this variation �Bazúa-Durán et al., 2003�.

In order to evaluate the variability of spinner dolphin
whistles from the Fernando de Noronha Archipelago off Bra-
zil �considered as S. longirostris longirostris�, we conducted
a series of quali- and quantitative analyses, which are pre-
sented here. No other study on this topic has been done in the
Southwestern Atlantic Ocean. Moreover, we used available
literature data and some statistical tools to investigate the
relationship between our results and those obtained in previ-
ous studies, looking for any pattern of geographic variation.

II. METHODOLOGY

Recordings were made in a bay named “Baía dos Golfi-
nhos,” located at the Archipelago of Fernando de Noronha
�3°51’S and 32°25’W�, Brazil �Fig. 1�. The “Baía dos Golfi-
nhos” is an intangible inlet inside the National Marine Park
of Fernando de Noronha, where regular access of people and
boats is prohibited. This bay carries its name because it is
visited daily by spinner dolphins, providing an invaluable
site for performing acoustic recordings.

The sound samples were collected on free diving ses-
sions in the “Baía dos Golfinhos” from 4 October to 27 De-
cember 2002. Underwater behavioral and acoustic data were
recorded using a system composed by a SONY® PD150 digi-
tal camcorder housed in an AMPHIBICO® VHPD0150 un-
derwater case equipped with dual external hydrophones. All
the recordings were made using a sampling rate of 48 kHz,
i.e., the frequency upper limit was 24 kHz.

The recordings were imported to an Apple® Macintosh
computer using the software IMOVIE 4.0.1. �Apple Computer,
Inc.�. This application breaks the simultaneous audio and
video data into clips accordingly to the data code registered
in the digital tape, resulting in a different clip per take. This
is very important because each take may correspond to a
different context or situation. The audio was then extracted
from the video files using the software FINALCUT PRO 3.0

�Apple Computer, Inc.�, and stored as AIFF format files.
CANARY ®V.1.2.4 analysis software �Bioacoustics Research
Program, Cornell Lab of Ornithology� was used to generate
the spectrograms, with a FFT size of 1024 points, an overlap
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of 50%, a frame length of 512 points, and using a smooth
Hamming window. We only used whistles for which all pa-
rameters of the spectral contour were distinctly measured and
that were not cut off by the upper limit of the recording
system �Bazúa-Durán and Au, 2002; Azevedo and Van Sluys,
2005�.

From each whistle contour, we extracted nine variables:
�1� Beginning frequency �BF�, �2� ending frequency �EF�,
�3� maximum frequency �MAF�, �4� minimum frequency
�MIF�, �5� duration �DUR�, �6� number of inflection points
�defined as a change from positive to negative or negative to
positive slope� �NI�, �7� number of breaks �defined as an
abrupt variation in frequency in a specific point in time�
�NBR�, �8� number of loops �a loop was defined as a region
where the whistle assumed a parabolic-like shape� �NLO�,
�9� number of harmonics below the upper frequency limit of
the recording system �NHA�. These variables were chosen
because they can be easily measured from a spectrogram and
most of them were chosen to be consistent with the majority
of the previous studies with the species, being useful for
comparisons.

We also classified the whistle contour into the seven
categories described in Driscoll �1995� and Bazúa-Durán and
Au �2002�, which were used during the comparison process
with previous studies: �1� Upsweep, �2� downsweep, �3� con-
cave, �4� convex, �5� constant, �6� sine, and �7� chirps.

In an exploratory phase, a principal component analysis
�PCA� was used as an effort to find variables unimportant to
explain data variability so that they could be excluded from
the analyses. Preliminary results showed that the two first
components of this analysis explained only 66% of the vari-
ability, and only in the sixth component 90% of the variabil-
ity was achieved and all variables were already included in
the previous components. This implies that any of the vari-
ables chosen could not be excluded from the analysis.

Following this step, still as an exploratory analysis, a
cluster analysis named CLARA �Clustering Large Applica-
tions� �Kaufman and Rousseeuw, 2005� was performed to
determine the existence of any grouping pattern of data ac-
cording to their similarities. The groups formed were then
tested with the Silhouette width test �Kaufman and Rous-
seeuw, 2005�, which measures the average dissimilarity be-
tween point i and all other points of the cluster, which i
belongs to. The CLARA analysis revealed that the whole
sample of spinner dolphin whistles could be clumped to-
gether into four or five groups, and the Silhouette width test
resulted in a score of 0.23 and 0.22, respectively. None of
these results can be considered as a good grouping �Kaufman
and Rousseeuw, 2005�, and does not seem to have any bio-
logical meaning, therefore, not discussed in the present
study.

FIG. 1. Map of the study site. The “Baía dos Golfinhos” is situated in the small rectangular inset in the main island of the Fernando de Noronha.
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To compare the mean values obtained for the frequency
and time parameters with the results presented in previous
studies, we applied a series of univariate and multivariate
tests, using the Program “R” �R Development Core Team,
2004�. First, we used Levene’s F test to evaluate the homo-
geneity of variances. Later, we used the t test for homoge-
neous variances and Welch’s t test for nonhomogeneous vari-
ances so as to compare the means �the mean of each variable
observed in this study and the correspondent mean found in
other studies, as described in the literature�.

We also used a classification method through a multi-
variate statistic test in order to identify which of the results
presented in earlier studies would be closer to the results
found here. We considered, as a classification criterion, the
minimum distance between each value observed in this study
and the mean for each of the variables obtained for each
other study included in the comparison, weighted for the
inverse of the covariance matrix. The distance was defined as

Dj = �y − ȳ j�tS j
−1�y − ȳ j�

Where the Dj is the minimum distance, y represents
each value for the variable j found in this study and ȳ j is the
mean value presented in the earlier studies for the variable j.
This method is complementary to the T Test in comparison
between different populations, and allowed us not only to
compare means but also to better visualize which population
is closest to the Fernando de Noronha population.

Finally, in order to investigate differences in the catego-
rization of whistles between the present study, and in the
Driscoll �1995� and Bazúa-Durán and Au �2002� studies, we
used the Pearson’s X-squared statistic.

III. RESULTS AND DISCUSSION

A. Frequency and time parameters

A summary of the descriptive statistics �mean, mini-
mum, maximum, standard deviation, and variation coeffi-
cients� of all frequency and time parameters for the 702
whistles included in the analysis is shown in Table I. Our
analysis showed that the mean BF was lower than the mean

TABLE I. Descriptive analysis of the whistles �mean, standard deviation, minimum, and maximum values, and variation coefficients�. Legend: BF—initial
frequency; EF—ending frequency; MIF—minimum frequency; MAF—maximum frequency, SP—frequency range; DUR—duration; NI—number of inflec-
tion points, NBR—number of breaks, NLO—number of loops, NHA—number of harmonics, nd�not reported.

Study Statistics N
BF

�kHz�
EF

�kHz�
MIF

�kHz�
MAF
�kHz�

SP
�kHz�

DUR
�ms� NI NBR NLO NHA

This Study Mean 702 10.78 12.74 9.03 14.48 5.44 495 1.16 0.86 0.66 0.63
Min 702 2.06 2.03 2.03 3.30 0 1.25 0 0 0 0
Max 702 23.08 22.52 19.36 23.08 16.6 1800 6 12 4 3

Std Dev. 702 4.08 4.02 2.79 3.87 3.44 394.69 1.15 1.72 0.77 0.67
C. V. 702 37.88 31.54 30.85 26.73 63.20 79.78 99.17 198.28 116.48 106.97

Wang et al. �1995a� Mean 271 10.61 14.05 9.03 15.20 nd 750 1.07 nd nd nd
Min 271 3.91 7.19 3.91 8.75 nd 100 0 nd nd nd
Max 271 18.92 22.46 14.38 22.46 nd 1820 9 nd nd nd

Std Dev. 271 3.44 2.37 2.24 1.66 nd 330 1.19 nd nd nd

Bazúa-Durán and Au �2002� Mean 961 12.02 14.91 10.68 16.50 5.82 449 nd nd 0.42 nd
Min 961 2.58 2.29 1.99 2.66 0.39 28 nd nd 0 nd
Max 961 22.90 24.00 18.34 24.00 16.93 2256 nd nd 12 nd

Std Dev. 961 3.66 3.80 2.68 3.54 3.67 372 nd nd 0.75 nd

Oswald et al. �2003� Mean 112 10.40 12.40 9.10 13.70 4.6 600 1.9 nd nd nd
Min 112 nd nd nd nd nd nd nd nd nd nd
Max 112 nd nd nd nd nd nd nd nd nd nd

Std Dev. 112 3.40 3.60 2.50 3.50 3.40 400 4.1 nd nd nd

Steiner �1981� Mean 2088 9.76 13.17 8.76 14.32 nd 430 0.55 nd nd nd
Min 2088 nd nd nd nd nd nd nd nd nd nd
Max 2088 nd nd nd nd nd nd nd nd nd nd

Std Dev. 2088 3.51 3.10 2.62 2.76 nd 330 0.97 nd nd nd

Driscoll �1995� Mean 965 11.80 14.46 10.19 16.80 nd 661 nd nd nd nd
Min 965 4.64 4.00 4.00 5.60 nd 40 nd nd nd nd
Max 965 21.44 23.04 21.22 23.04 nd 1870 nd nd nd nd

Std Dev. 965 3.66 3.91 2.40 3.17 nd 334 nd nd nd nd

Lammers et al. �2003� Mean 167 nd nd 10.10 17.40 7.3 660 nd nd nd 1.83
Min 167 nd nd nd nd nd nd nd nd nd nd
Max 167 nd nd nd nd nd nd nd nd nd nd

Std Dev. 167 nd nd 2.50 3.0 3.9 330 nd nd nd 0.87
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EF, as it had already been observed by Bazúa-Durán and Au
�2002�. On average, whistle spanning times were relatively
short, with mean values around 0.495 s �SD=0.79; N=702�.
We also conducted an analysis of the degree of association
between all variables by using a Correlation Matrix, which is
shown in Table II. A significant association was observed
between all variables, excluding BF and DUR, which were
shown to be independent. The greatest correlation values
were observed between BF and MIF �r=0.720, P=0.01�, and
EF and MAF �r=0.737, P=0.01�. Both were positively cor-
related, indicating that when one of these variables increases
its value, the other does the same. We also observed a small
negative correlation between MIF and DUR �r=−0,142, P
=0.01�, indicating that when the minimum frequency in-
creases, the duration of the whistle decreases.

The parameters of whistle frequency and time had the
lowest variation coefficient of all analyzed variables �Table
I�, and they were, therefore, treated separately. Furthermore,
these variables are present in all previous studies conducted
with spinner dolphin whistles, which allown us to perform a
series of comparisons, as shown below. From the parameters
of frequency and time, those associated with frequency had

lower variation coefficients when compared to the duration,
indicating that the time parameter is more variable, as it has
already been observed for Sotalia guianensis �Azevedo and
Van Sluys, 2005�. For S. longirostris, Steiner �1981�, Wang
et al. �1995a�, and Oswald et al. �2003� also found a lower
value of variation coefficients for frequency parameters, with
the exception to the frequency range, which exceed the du-
ration’s one in the third study.

As a first effort of inserting our results in the literature
context, we conducted a t Test, and the results are shown in
Table III. The study of Oswald et al. �2003� presented less
significant differences in relation to ours; with only whistle
duration differing significantly between both works.

Later, in order to find which of the earlier studies on
populations of spinner dolphins would have the closest re-
sults to those obtained in Fernando de Noronha, we con-
ducted a classification test �according to the criteria of mini-
mum distance described above�. It is important to take into
account that, as we did not have the variance and covariance
matrices observed in the earlier studies, we performed the
classification test assuming three possibilities of different
matrices: �1� All variables being independent �i.e., the corre-

TABLE II. Correlation matrix of the whistle frequency and time parameters observed in this study, considering.
Legend: BF—Initial frequency; EF—Ending frequency; MIF—Minimum frequency; MAF—Maximum fre-
quency; DUR—Duration.

BF EF MIF MAF DUR

BF 1.000 000 00 0.245 820 9a 0.720 415 6a 0.573 526 2a 0.048 873 47
EF 0.245 820 94a 1.000 000 0 0.505 342 0a 0.737 041 1a 0.141 473 78a

MIF 0.720 415 64a 0.505 342 0a 1.000 000 0 0.489 662 9a −0.142 518 17a

MAF 0.573 526 25a 0.737 041 1a 0.489 662 9a 1.000 000 0a 0.417 467 74a

DUR 0.048 873 47 0.141 473 8a −0.142 518 2a 0.417 467 7a 1.000 000 00

aSignificant correlation at the 0.01 level.

TABLE III. Comparison of the values obtained in this study with the results presented in the available literature to each of the considered whistle variables.

Wang et al. 1995a Bazúa-Durán and Au 2002 Oswald et al. 2003 Steiner 1981 Driscoll 1995 Lammers et al. 2003

BF t Test 0.655 −6.389a 1.066 5.927a −5.260a –
Degrees of
Freedom

577.295 1411.277 166.470 1070.988 1410.47 –

p-value 0.513 �0.001 0.288 �0.001 �0.001 –
EF t Test −6.263a −11.223a 0.843 −2.587a −8.763a –

Degrees of
Freedom

815.406 1661 812 995.950 1665 –

p-value �0.001 �0.001 0.400 �0.001 �0.001 –
MIF t Test 0 −12.187a −0.250 2.252a −8.881a −4.540a

Degrees of
Freedom

606.459 1661 812 1149.498 1370.121 867

p-value 1 �0.001 0.803 0.025 �0.001 �0.001
MAF t Test −4.056a −10.895a 2.001 1.012 −13.021a −10.646a

Degrees of
Freedom

961.427 1429.777 812 951.895 1323.101 311.871

p-value �0.001 �0.001 0.045 0.311 �0.001 �0.001
DUR t Test −10.207a 2.426a −2.601a 3.923 −9.031a −5.580a

Degrees of
Freedom

582.619 1661 812 1049.19 1353.577 290.452

p-value �0.001 0.015 �0.001 �0.001 �0.001 �0.001

aThe mean difference is statistically different at the 0.05 level.
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lation is zero�, �2� variance and covariance matrices being
equal to those observed in this study, �3� combining the vari-
ances presented in each study together with our correlation.
The result of this classification can be observed in Table IV.
As in the univariate analysis, we had a concentration of mi-
nor distances in the study of Oswald et al. �2003� in two
situations: When we considered the variable set independent
and when we used the true variances, presented in each
study, together with our correlations. However, when we as-
sumed the matrix exactly equal to the one presented in our
study, the concentration of minor distances moved to Steiner,
1981 �Table IV�.

There are many problems when comparing different ef-
forts. At first, the methods and equipment used to record the
sound samples were sometimes distinct. In this study, we
recorded the animals during free diving. Although this appar-
ently does not disturb the animals, changing their natural
behavior can interfere in their communication process. The
earlier studies recorded in the presence of a boat, which can
also cause alterations. Moreover, recording equipments were
not equal, and varied in the upper frequency limit of the
recording system. In the majority of studies, the upper fre-
quency limit of the recording system was greater than
22 kHz �with sample rates of 44.1 or 48 kHz�, with the ex-
ception to the Wang et al. �1995a� study, who used a system
with an upper frequency limit of around 16 kHz. Differences
in the whistle selection and in the sample size could also
conduct to different results.

Additionally, we have to consider that animals engaged
in different activities during the recording sessions, as well
as being present in different group sizes, can have a signifi-
cant influence in the sound emission of the group envelope
�for example, Norris et al., 1994; Herzing, 2000�. Bazúa-
Durán and Au �2002�, for example, compared their study
with Wang et al. �1995a� and Driscoll �1995�, which were all
made in the same place �“Island of Hawaii”�, and found sig-
nificant differences between them when comparing duration
and the same frequency variables analyzed in this study.
Nevertheless, in their study of geographic variation of spin-
ner dolphin whistles among the Hawai‘ian Islands, Bazúa-
Durán and Au �2004� did not find any significant differences
in whistles emmitted by dolphins with behavioral state and
pod size.

In spite of all these difficulties what we intended to do
here, in addition to presenting insights to the whistle reper-
toire of spinner dolphins from the Fernando de Noronha Ar-

chipelago �which has never been acoustically studied be-
fore�, was to test if there was some closeness between this
population and other ones studied earlier as an attempt to
clarify any geographic variation pattern. We judged the re-
sults acquired here as very interesting, pondering that our
population would supposedly be closer to the Tropical East-
ern Pacific population, studied by Oswald et al. �2003�.
When comparing means, the spinner dolphins from the
Fernando de Noronha differ significantly from the TEP only
on the duration of the whistles �considering that the variation
coefficient of this variable were higher than the frequency
ones in both studies�. If this is true, the difference in duration
could be associated with the recording of different individu-
als, engaged in different activities, as explained by Bazúa-
Durán and Au �2004� for Hawaiian spinner dolphins, and
suggested by Whitten and Thomas �2001� for Lagenorhyn-
chus obliquidens, and by Janik et al. �1994�, and Wang et al.
�1995b� for Tursiops truncatus. Otherwise, the similarities
between populations so disjunct could possibly be attributed
to biogeographic reasons, reflecting that these two popula-
tions were more recently isolated than the North and South
Atlantic populations, being in contact before the formation to
the Panama Isthmus. Other studies have made an approach to
this question, although using coastal teleost fishes, such as
those of Tringali et al. �1999�, Craig et al. �2004�, and Craig
et al. �2006�. In the case of spinner dolphins, such a question
is beginning to be addressed �Farro et al., 2005�.

Heeding to the results of the classification test, we could
consider two different types of results. If we suppose that our
population should be more similar to the population from
North Atlantic, studied by Steiner �1981�, when choosing a
variance-covariance matrix exactly equal to that obtained in
this study, the results would be associated to some degree of
information exchange through intermediate groups, as were
already observed by Bazúa-Durán and Au �2002� for Hawai-
ian spinner dolphins, by Wang et al. �1995b� for Tursiops
truncatus, and by Azevedo and Van Sluys �2005� for Sotalia
guianensis; and the differences between the Fernando de No-
ronha population and the Pacific Ocean population could be
due to geographic isolation. However, we believe that the
third option of variance-covariance matrix is the closest to
the real one, where the correlation values that compose the
matrix are the ones provided by other studies. Using this
matrix, the concentration of minimum distances in the study
of Oswald et al. �2003� correspond to most of the observa-
tions, which confirm the result obtained in the univariate

TABLE IV. Classification of the observations according to the distance �the numbers mean the amount of whistles that had the minimum distance value from
each variable observed in this study and the correspondent mean value of each study�.

Matrix of Variance-Covariance Wang et al. 1995a Bazúa-Durán and Au 2002 Oswald et al. 2003 Steiner 1981 Driscoll 1995 Total

Independent 26 196 278 84 118 702
With Variance-Covariance
Matrix equal to the one
observed in this study

103 170 119 223 87 702

With the Variances
presented in each study and
the same correlations
observed in this study

1 0 701 0 0 702
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analysis and reinforce the idea of proximity between these
two populations.

B. Whistle contour

Taking the contour variables of the whistles into consid-
eration, we noticed that all of them �number of breaks, num-
ber of inflection points, number of loops, and number of
harmonics� have a higher variation coefficient than the fre-
quency and time parameters, as it is shown in Table I. This
was already been observed in the studies of Steiner �1981�,
Wang et al. �1995a�, and Oswald et al. �2003�, especially for
the number of inflection points and the number of harmonics
�when it appears as a whistle parameter�. This high intraspe-
cific variability may be a result of individual modulation,
transmitting information about identity or context �Bazúa-
Durán and Au �2004�; Azevedo and Van Sluys, 2005�, or the
directionality of the emissive animal, in the specific case of
number of harmonics �Lammers et al. 2003�.

Regarding the classification in categories and according
to the contour shape of the whistles in the spectrograms, 7%
of the whistles could not be ascribed to any of the categories
created by Driscoll �1995� and Bazúa-Durán and Au �2002�,
because they looked like a gradation between two other cat-
egories. These whistles were thus set in a category named
“Other,” as is shown in Fig. 2. This new category is very
heterogeneous in the whistle contours that were classified
here, and must be reevaluated in the near future. With the
aim of comparing the whistles categories distribution found
here with the distributions presented by Driscoll �1995� and

Bazúa-Durán and Au �2002�, we excluded all the assemblage
of whistles ascribed to this new category, as it is shown in
Fig. 3.

The distribution of the whistles grouped into categories
is different between the present study and each of the previ-
ous ones �Driscoll, 1995; Bazúa-Durán and Au �2002��, at
least in the percentage of two categories, as it is shown by
the results of the Pearson’s X-squared statistic test in Table
V. However, the two categories of whistles more frequently
recorded, “Chirps” and “Upsweep” were not significantly
different between our study and the one of Bazúa-Durán and
Au �2002�. The “Constant” category, which was very rare, is
not significantly different between the three studies. Further,
the whistle category “Sine” is very abundant in the studies of
Driscoll �1995� and Bazúa-Durán and Au �2002�, while it
was not in the present study. We believe that this situation
occurred because we set a great number of whistles that
could have been called by these authors as “Sine,” in the
“Other” category, due to the great variability of this kind of
whistle shape.

Although other authors have shown that whistles have a
graded nature and that categorization have not been, there-
fore, a precise way to represent a repertoire of a given spe-
cies or population of dolphins, we used it as an additional
available resource of comparison between different popula-
tions, as it was suggested by Bazúa-Durán and Au �2002�.
The results are interesting due to the similarity in the general
distribution of the whistles in all categories, especially be-
tween our study and that of Bazúa-Durán and Au �2002�,
from which we differed only in two categories, “Sine” and
“Concave” �see Fig. 3 and Table V�. The comprehension of
the significance of these similarities is still difficult due to
the lack of biological meaning of this categorization.

We firmly believe that more accurate studies comparing
different populations and using more controlled sources of
bias should be conducted and are fundamental to achieve this
knowledge. Studies focusing in the correlation of sound pro-
duction and the individual dolphin associated with, should
also be conducted, taking into account characteristics such as
sex, age class, and behavior.

IV. CONCLUSIONS

Acoustic characteristics of the whistles emitted by dol-
phins have been described and quantified in a number of
studies, and have shown to be useful during comparisons

FIG. 2. Distribution of analyzed whistles into categories, being “Other” the
category that includes all gradation between other two categories.

FIG. 3. Comparison of the whistle distribution in the seven categories described by Driscoll �1995� and Bazúa-Durán and Au �2002�.
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between groups and populations, as during categorization of
different species �for instance, see Steiner, 1981; Wang et al.,
1995a and 1995b; Bazúa-Durán and Au, 2002, 2004; Oswald
et al. 2004�. In this context, the description presented here,
as well as the comparisons conducted with the results avail-
able in the literature for other populations, contributes to this
huge effort of knowing how populations are organized geo-
graphically, and which characteristics of whistles are impor-
tant to differentiate populations and/or species. Increasing
the effort on bioacoustical studies for other known popula-
tions of spinner dolphins would allow us to better recognize
the existence of any pattern of geographic variation and its
correlation to biological features, and these in turn could
help to ascribe, in a better resolution, the taxonomic status of
each population and subspecies.
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Bouts of vocalizations given by seven red deer stags were recorded over the rutting period, and
homomorphic analysis and hidden Markov models �two techniques typically used for the automatic
recognition of human speech utterances� were used to investigate whether the spectral envelope of
the calls was individually distinctive. Bouts of common roars �the most common call type� were
highly individually distinctive, with an average recognition percentage of 93.5%. A “temporal”
split-sample approach indicated that although in most individuals these identity cues held over the
rutting period, the ability of the models trained with the bouts of roars recorded early in the rut to
correctly classify later vocalizations decreased as the recording date increased. When Markov
models trained using the bouts of common roars were used to classify other call types according to
their individual membership, the classification results indicated that the cues to identity contained in
the common roars were also present in the other call types. This is the first demonstration in
mammals other than primates that individuals have vocal cues to identity that are common to the
different call types that compose their vocal repertoire. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2358006�

PACS number�s�: 43.80.Ka, 43.80.Lb, 43.80.Ev �DOS� Pages: 4080–4089

I. INTRODUCTION

Individual differences in the acoustic structure of vocal-
izations have been described in several mammal species
�e.g., spider monkeys, Ateles geoffroyi: Champman and
Weary, 1990; mouse lemurs, Microcebus murinus: Zimmer-
man and Lerch, 1993; timber wolves, Canis lupus: Tooze et
al., 1990; arctic foxes, Alopex lagopus: Frommolt et al.,
1997; swift foxes, Vulpes velox: Darden et al., 2003; spotted
hyenas, Crocuta crocuta: East and Hofer, 1991; harbour
seals, Phoca vitulina: Hanggi and Schusterman, 1994; sea
otters, Enhydra lutris: McShane et al., 1995; elephants, Lox-
odonta africana: McComb et al., 2003; Clemins et al., 2005;
bottlenose dolphins, Tursiops truncatus: Tyack, 1986; Sayigh
et al., 1990; Janik et al., 2006�. In deer, studies of individual
recognition based on acoustic cues have focused on the vo-
calizations emitted during early mother/young interactions,
and have described how information on individual identity
present in vocalizations facilitated either mutual �reindeer,
Rangifer tarandus: Espmark, 1971, 1975� or partial �red
deer: Vankova and Malek, 1997; Vankova et al., 1997� rec-
ognition. Individual vocal cues have also been found in the
barks given by roe deer �Capreolus capreolus� bucks during
inter- and intraspecific interactions �Reby et al., 1999� and in
the groans of fallow deer �Dama dama� bucks during the

rutting period �Reby et al., 1998�. Although roaring in red
deer stags has been extensively studied �Clutton-Brock and
Albon, 1979; McComb, 1987, 1988, 1991; Reby et al., 2001;
Reby and McComb, 2003a, 2003b; Reby et al., 2005�, the
potential for red deer rutting calls to convey information on
the identity of the caller has not been systematically investi-
gated. Red deer stags give loud and repeated calls during the
period of reproduction. Although the roar has received most
attention red deer stags actually give four different call types:
common roars, harsh roars, chase barks, and barks, each dif-
fering in their temporal and spectral acoustic structure, and
each being associated with specific postures, social contexts
and motivational levels �Reby and McComb, 2003b�.

The aim of this study is to evaluate the interindividual
variability of the most frequent call type �the common roar�
and to assess the temporal variation in this identity informa-
tion over the rutting period. We also assess whether the iden-
tity information we detect in the common roars is also
present in the other three call types �harsh roars, chase barks,
and barks�. As three of the studied call types �common roars,
harsh roars, and chase barks� are typically composed of more
than one vocalization, we use signal detection and classifica-
tion tools that are compatible with the analysis of series of
nonstereotypical signals �rather than focusing our analyses
on the first vocalization in the series or treating each vocal-
ization as independent�. For this, we use digital signal pro-
cessing techniques initially developed for the automatic clas-a�Electronic mail: reby@sussex.ac.uk
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sification of human speech utterances, and based on the
source-filter theory of voice production.

Despite the fact that the source-filter theory was initially
designed for the study of human speech production, several
recent studies have shown that it can be successfully gener-
alized to most vocalizations emitted by terrestrial mamma-
lian species �Fitch and Hauser, 1995; Fitch, 1997; Rendall et
al., 1998; Fitch and Reby, 2001; Reby and McComb, 2003a,
2003b; McComb et al., 2003; Reby et al., 2005�. According
to this theory, the spectral structure of mammalian voiced
vocalizations results from two successive and independent
mechanisms. The glottal wave is generated by the vibration
of the vocal folds caused by the passage of air through the
closed glottis. It is characterized by its fundamental fre-
quency �F0� and its series of harmonic overtones, which are
determined by variation in the subglottal pressure and ten-
sion of vocal folds �Titze, 1994� and affect the pitch of the
vocalization. The relative amplitude of these frequency com-
ponents is then modulated due to resonances occurring in the
supralaryngeal vocal tract. This supralaryngeal filtering gen-
erates broadband frequency components in the sound spec-
trum, which are called vocal tract resonances or formants.
Variation of the relative positions and movement of articula-
tors �the larynx, mandibles, tongue, and lips� throughout the
call and among different call types will affect the shape of
the vocal tract and therefore the formant characteristics �Lie-
bermann, 1968, 1969; Fitch and Hauser, 1995; McComb,
1988; Owren and Rendall, 1997�. Both the individual mor-
phology of the animal’s vocal tract and the individual varia-
tion in its operation are likely to yield individual differences
in the central frequencies and bandwidth of formant frequen-
cies, affecting the “timbre” of the vocal signal.

Analyses of the fundamental frequency in red deer roars
have suggested that the fundamental frequency varies with
motivational state �although the average F0 in adults is
107 Hz, it can drop as low as 20 Hz in “lazy roars”� �Reby
and McComb, 2003a, 2003b, and unpublished data�. More-
over, three of the four call types studied here are either
largely �harsh roars� or totally �chase barks and single barks�
aperiodic, and therefore do not contain measurable funda-
mental frequency and harmonics. On this basis, we decided
to focus instead on interindividual variation in the filter-
related formant frequencies �as in Rendall et al., 1998�. In
order to separate the characteristics of the formant frequen-
cies �filter� from the fundamental frequency contour �source�,
we use “homomorphic analysis,” a method based on the
source-filter paradigm of voice production �Oppenheim and
Schafer, 1968�. We then run a series of classification experi-
ments using hidden Markov models, in which the bouts of
roars are modeled as a succession of silences and roars, and
each roar is modeled as a succession of states of the filter-
related frequency components. First, we train a model of
each individual’s bout of roars using the most commonly
uttered vocalization in the repertoire, the bout of common
roars. Different identification tests are then performed to
evaluate the model’s ability to recognize and predict the in-
dividual membership of these bouts of vocalizations. Second,
we test the stability of the information on individual identity
conveyed by the formants throughout the rut. For this, we

train a model with the bouts uttered in the first days of vocal
activity, and we test the remaining bouts as additional cases.
Finally, we test whether this individuality holds across the
different vocalizations that compose the vocal repertoire of
the stags during the rut, i.e., whether red deer stags have
individual voice characteristics. For this, we classify the
other call types as additional cases, using a model exclu-
sively trained with bouts of common roars.

II. DATA

A. Study animals

We recorded the vocalizations of three adult red deer
stags �aged 5, 9, and 12� at the Picarel red deer farm �South-
west France� between September 25 and October 18, 1995,
and from four additional adult stags �aged 5, 6, 6, and 8
years, and, respectively, weighing 210, 210, 215, and
230 kg� at the INRA experimental station of Redon �Puy de
Dôme� between September 13 and October 4, 1996.

B. Sound recording

Vocalizations were recorded with a Telinga pro-III-S
/DAT Mike microphone and a DAT Sony TCD7 recorder,
�amplitude resolution: 16 bits, sampling rate: 48 kHz�. Digi-
tal signals were directly transferred on to a Quadra 950 Ma-
cintosh computer using an Audiomedia II sound card and
Sound Designer software. Each sound file consisted of a se-
ries �bout� of 1–10 consecutive vocalizations �roars� uttered
by a stag during a single exhalation. Canary 1.2 �Charif et
al., 1995� was used to edit spectrograms of vocalizations. We
considered 696 bouts of vocalizations from the seven males.
Bouts were classified into four different categories on the
basis of their acoustic structure and the postural and social
context in which they were given.

We recorded 625 bouts of common roars �Fig. 1� from

FIG. 1. Narrow band spectrogram of a bout of common roars. The common
roar typically includes three phases, A, B, and C. In phase A, the formants
fall while the fundamental frequency increases. During phase B the formants
are more stationary. Phase C is shorter, with rising formants and a decreas-
ing fundamental frequency.
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the seven stags, regularly distributed across the periods of
vocal activity �Table I�. Bouts of common roars contain be-
tween 1 and 11 roars, and each roar within the bout is typi-
cally composed of three distinct phases that reflect changes
in vocal fold vibration and vocal tract shape that occur dur-
ing the production of the roar �described in detail in Fitch
and Reby �2001� and in Reby and McComb �2003a, 2003b��.
In the first phase the stag lowers its larynx and extends its
neck to lengthen its vocal tract, inducing the decrease of the
formants frequencies and spacing. During the second phase,
the vocal tract remains extended and formant spacing re-
mains minimal. Finally, the stag relaxes its vocal tract in the
last �and usually shorter� phase, causing formants to rise. We
recorded 40 bouts of harsh roars from six different individu-
als �Fig. 2�. These bouts are less frequent, and usually char-
acteristic of high motivational states following a contest or a
period of intensive herding. Typically the bout starts with a
series of short roars �also called grunts� followed by a couple
of longer roars with comparable formants. The harsh roar is
louder and less periodic than the common roar, and often
contains no noticeable harmonics. It is also characterized by
little or no formant modulation, reflecting the static body
posture adopted by the animal while producing a bout of

harsh roars �the larynx is fully lowered and the neck fully
extended before the onset of the call and both remain almost
static throughout the production of the bout�. We also re-
corded 13 series of chase barks �Fig. 3� from three different
stags. These calls are short series of short, loud, and explo-
sive barks typically emitted by stags while they chase a hind
or a young stag �Clutton-Brock et al., 1982�. Finally, we
recorded 18 single barks �Fig. 4� from five different stags.
These louder and longer calls are typically given by stags
immediately before a bout of roaring or sometimes singly,
and appear to be directed at females �Reby and McComb,
2003b�.

III. METHODS

A. Signal processing and analyses

Sound files were low-pass filtered, converted to 8 bits,
8 kHz, SunAU files format, and transferred to a Sun SPARC
station. In order to detect the time labels indicating the be-
ginning and ending of each roar in the recorded bouts, we
used a preprocessing automated segmentation technique fol-
lowed by a relative threshold voice detection technique.

The segmentation was performed with the a priori

TABLE I. Distribution of stags’ recordings across the period of vocal activity. Each cell represents the number
or recorded bouts of common roars. Day 1 is the first day when the stag is heard to vocalize. Bold figures
indicate the vocalizations used in the training set of the “temporal” classification test.

Days of recording

Stag 1 2 3 4 5 6 8 10 11 12 13 14 15 16 18 19 22 23 24 25

1 14 35 24 3
2 20 6 11 24 22 54 28
3 22 24 7 13 17 7 7
4 5 10 11 26 43
5 7 3 8 4 13 9 16 5 3
6 5 2 2 31 4
7 18 48 3 9 5 14 1 11

FIG. 2. Narrow band spectrogram of a bout of harsh roars. Compared to
common roars, harsh roars are louder, atonal, and characterized by little
frequency or energy modulation.

FIG. 3. Narrow band spectrogram of a chase bark series. Chase barks are
short vocalizations that are emitted in series.
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“forward-backward divergence” algorithm �André-Obrecht,
1988�. By detecting changes in the parameters of an autore-
gressive model, this method fragments the signal into sta-
tionary segments of variable size, on which statistical param-
eters can be computed.

Then, in order to define the vocalization boundaries in
the sound file by separating intervals of “silence” from inter-
vals of “vocalization,” we used the relative energy of each
segment. For this, we �1� identified the least energetic seg-
ment in the bout, presumably consisting of background
noise; �2� calculated the difference between the energy of

each segment in the bout, and the energy of the least ener-
getic one; �3� calculated the ratio of each segment’s differ-
ences to the highest difference. If Ei is the energy of a seg-
ment i, and n the number of segments in the bout, the ratio k
for the considered segment was calculated as follows:

ki =
Ei−MINi=1

n �Ei�

MAX�Ei−MINi=1
n �Ei��

.

Each segment was considered as vocalization if this ratio
was greater than 0.75, and silence �or background noise� if it
was less than 0.75. This threshold value was determined ex-
perimentally with the aim of minimizing the number of mis-
classified segments. Examination of spectrograms showed
that this technique was highly successful at identifying
voiced segments; almost all the misclassified segments were
very short segments located at the end of the vocalizations.
Consecutive segments of silence were then merged into si-
lence phases, and consecutive vocalization segments were
merged into vocalization phases. An example of this auto-
mated segmentation and energy threshold computation is
presented in Fig. 5. The resulting time labels were used to
indicate the location of common roars and silences in the
bout file for the training phase of the hidden Markov model
classifications.

As mentioned previously, we used homomorphic analy-
sis �Oppenheim and Schafer, 1968; Deller, 1999; Quatieri,
2002� to separate the contributions of the excitation source
and the vocal tract filter to the sound wave. According to the
source-filter theory, the sound wave is produced by filtering
the output of the excitation source through the vocal tract
filter. In the wave form domain this process can be thought
of as the convolution of the excitation wave form with the

FIG. 4. Narrow band spectrogram of a single bark. Single barks are typi-
cally longer than chase barks.

FIG. 5. Automatic detection of vocal-
ization and silence phases in a bout of
common roars. �a� Segmentation: the
“forward-backward divergence” algo-
rithm fragments the signal into station-
ary segments of variable size. �b� En-
ergy thresholding: segments are
classified as silence or vocalization us-
ing the relative energy of each seg-
ment. Consecutive silence segments
are merged into silence phases and
consecutive vocalization segments are
merged into vocalization phases.
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impulse response of the vocal tract. In the spectral domain
this same process can be thought of as multiplying the spec-
trum of the excitation function by the vocal tract’s transfer
function. Taking the logarithm of the energy spectrum
changes this multiplication to an addition, and homomorphic
analysis decomposes these additive components of the log
spectrum into cepstral components, in an exactly analogous
way to that in which frequency components are obtained
from a complex sound wave. The low “quefrency” cepstral
coefficients represent slowly changing aspects of the
spectrum—namely the formant frequencies imposed by the
vocal tract filter, whereas the high quefrency cepstral coeffi-
cients represent rapidly changing aspects of the spectrum—
the spectral ripple that is the harmonic structure �the funda-
mental frequency and its harmonic series�. In order to
selectively capture the contribution of the vocal tract we used
the low quefrency cepstral coefficients. The application of
cepstral analysis to a red deer roar is represented in Fig. 6.

When the Mel scale �Stevens et al., 1937�, a human
logarithmic perceptual scale, is applied to the signal in the
frequency domain in order to reduce the dimensionality of
the feature vector, these coefficients are called Mel frequency
cepstrum coefficients �MFCC�. The use of the Mel scale in
the classification of red deer vocalizations is supported by
the fact that the hearing range of hoofed mammals is com-
parable to that of humans �Flydal et al., 2001�, and that stud-
ies of the mammalian auditory system indicate that frequen-
cies are perceived along a roughly logarithmic scale �Fay,
1974; Greenwood, 1990; Clemins, 2005�. In our study, we
analyzed windows of 25 ms �200 samples at the 8 kHz sam-
pling rate�, with a 10 ms overlap. Each window was consid-
ered stationary, and the first eight MFCC were retained. For

each recorded roar, we obtained a sequence of observation
vectors Y = �Y1 ,Y2 , . . . ,YT� each corresponding to the eight
cepstral coefficients of the T subsequent analysis windows.

B. Models

Hidden Markov models are doubly stochastic processes
characterized by an underlying stochastic process that is not
observable �it is hidden�, but can be assessed through another
stochastic process that produces the sequence of observed
symbols or vectors. Hidden Markov models �HMM�
�Rabiner and Juang, 1986� are typically used to model the
processes underlying a sequential behavior whose inner
workings cannot be directly observed. Here, we make the
hypothesis that interindividual differences in the way vocal-
izations are produced will result in observable interindividual
differences in the acoustic structure of the vocalizations. Al-
though we cannot directly observe the individual vocal ges-
tures that are at the origin of the observed individual differ-
ences in the acoustic structure of the calls, we can use a
HMM to model these underlying mechanisms, and then use
these models to predict the individual membership of addi-
tional vocalizations. The analyses were run using HTK ver-
sion 2.2 �Cambridge University Engineering Department�.
Our Markov model analysis can be formally described as
follows: our purpose was to identify one deer among N
through the analysis of its bout of vocalization. As a bout
consists of a series including up to 11 vocalizations, the bout
model Mbou

k of the deer Dk is sequence of alternating silence
models Msil and vocalization models Mvoc

k , where the number
of vocalizations is variable �Fig. 7�a��. Each elementary
model �Msil, Mvoc

k , k=1, . . . ,N� is a HMM with a Bakis to-

FIG. 6. Homomorphic analysis performed on a 512 samples window of a red deer stag common roar �sampling rate: 8 kHz�. Panel A represents the sound
wave in the time domain; the signal is periodic with a period T0. Panel B represents the spectrum �fast Fourier transform� of this sample, with the fundamental
frequency �F0� and its harmonic series �the first six harmonics H1–H6 are labeled�. Panel C shows the cepstrum Yn. The cepstrum is calculated by taking the
inverse Fourier transform of the logarithm of the energy spectrum of the signal. The contribution of the glottal source is represented by impulses spaced by
N0 samples �corresponding to the pitch period�, while the contribution of the filter is represented by the lower part of the cepstrum. Finally, panel D shows
the frequency spectrum obtained by applying a Fourier transform to the first eight coefficients of the cepstrum, illustrating the smoothing effect of the
deconvolution process.
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pology �Fig. 7�b��. In a Bakis topology, each state can be
repeated or omitted. This topology is used in speech recog-
nition in order to take into account the rhythm differences
that typically occur in speech sequences. In the case of red
deer roaring, this topology enables the HMM automates to
model the variability that characterizes deer vocalizations.

The silence model Msil is independent of the considered
deer Dk, so that:

Mbou
k = �Msil,Mvoc

k � .

In our study, the hidden process is a finite state, first order
Markov chain, meaning that each transition only depends on
the very preceding state �and not on the way that state was
reached�. At each time step, a new state is entered based
upon a transition probability distribution �ai,j� which depends
on the previous state �the Markov property�, and an observa-
tion output symbol �or vector Y� is produced according to a
probability distribution which depends on the current state
�bj�. In our case, the distributions bj are Gaussian mixture
models �order 5�. During the training phase, we use a subset
of records of each deer Dk to adjust the parameters of the
corresponding model Mvoc

k �ai,j
k ,bj

k�, using the Baum Welch
algorithm �Rabiner and Juang, 1986�. The silence model
Msil is estimated using all the silence segments available
within the training set. During the test phase �performed
using the Viterbi algorithm �Forney, 1973��, for each un-
known bout characterized by an observation vector se-
quence Y = �Y1 ,Y2 , . . . ,YT�, and for each individual bout of
roar model Mbou

k , the likelihood P�Y �Mbou
k � is calculated.

The predicted membership is determined by the best like-
lihood.

C. Classification experiments

Several data sets were constituted in relation to the in-
dividual and call type memberships of the vocalization bouts.
The first stages �training stage and validation stage� con-
sisted of training the HMM to establish a vocalization model
for each individual, with all the 654 bouts of roars. All these
bouts were then reclassified using this model in order to test
its ability to memorize the dataset �reclassification perfor-
mance�. In the second stage, we tested the model’s ability to
generalize by performing a random cross-validation test.
This evaluated the model’s ability to classify additional vo-
calizations �prediction performance�. For this purpose, we
trained a HMM with a sample which constituted two thirds
of each individual’s vocalizations �N=436�. This model was
then tested with its validation set of remaining vocalizations
�N=218�. In order to assess the possible degradation of
acoustic cues to identity in the course of the rutting period,
we conducted a temporal cross validation. To achieve this,
we constituted individual training sets including only the vo-
calizations recorded in the early day�s� of vocal activity �N
=165, Table I�. We performed a logistic regression on the
classification results of the vocalizations recorded later in the
rut �N=489� in order to assess the time-related change of the
prediction performances of each individual’s model. To test
if the individuality modeled in common roars holds in the
three other vocalization types, we used the subset of com-
mon roar bouts as the training set �n=625� and all the other
vocalizations �n=71� as test sets. Because stags relatively
rarely produce harsh roars, chase barks, and barks, our vo-
calizations sets are unbalanced among call types, with
samples too small to conduct a split-sample approach �Ren-
dall et al., 1998�. However, in our case, from the biological
point of view, our approach is consistent as recipients are
more likely to learn individuality from the most currently
uttered call type. Therefore, we do not compare individuality
among call types, but we instead test if individuality in the
most currently emitted one carries over into the others.

IV. RESULTS

A. Classification of common roars

In the validation stage, 93.4% of the roars were correctly
attributed �Table II�, with individual scores ranging from

FIG. 7. �a� The model of the roar bout is a succession of silences �Msil� and
vocalizations �Mvoc�. The silence model is independent of the considered
individuals. �b� In contrast, each individual has its own roar model, a hidden
Markov model of three states, where each state emits a vector of eight
cepstral coefficients according to a Gaussian mixture probability distribu-
tion. Each state is assumed to correspond to one of the three phases that
characterize the roar �see Fig. 1�.

TABLE II. Confusion matrix from the hidden Markov model validation
classification computed on the cepstral coefficients from 654 roaring bouts
from seven red deer stags. 93.4% of tested bouts are correctly classified.

Predicted group membership

Stag 1 2 3 4 5 6 7
%

correct N

1 73 1 0 0 1 0 1 96.0 76
2 1 149 9 1 1 0 4 90.3 165
3 0 10 87 0 0 0 0 89.7 97
4 0 1 0 94 0 0 0 98.9 95
5 0 0 0 0 63 4 1 92.6 68
6 0 1 0 0 3 38 2 86.4 44
7 1 0 0 0 0 1 107 98.1 109
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86.4% to 98.9%. In the one-third holdout cross validation,
84.9% of the 218 randomly selected and tested bouts of com-
mon roars are correctly classified �Table III�. Individual per-
centages range between 60.0% and 96.0%.

B. Degradation of individuality in common roars with
time

In the temporal cross validation, 58.1% of the roars were
correctly classified with models constituted with the roars
uttered on the first days of vocal activity �Table IV�. Percent-
ages were highly variable between individuals, ranging from
2.9% for stag 6 to 85.7% for stag 7. A logistic regression
performed on the classification scores of each individual
shows that, for three of the seven stags �stag 1: R=−0.361,
p�0.005; stag 2: R=−0.205, p�0.005, and stag 4: R=
−0.114, p=0.06� the percentage of correctly classified bouts
decreases significantly across the period of vocal activity.

C. Across call recognition

In the cross validation performed with the model trained
on common roars, 63.4% of the chase barks, harsh roars, and
barks are correctly classified �Table V�. Last, when chase
barks, harsh roars, and barks were included with the common
roars in the training set, in the validation phase, the classifi-

cation score of the common roars was not affected �93.3%�
and 91.5% of the calls from the three other types were cor-
rectly recognized.

V. CONCLUSIONS

A. Automatic analysis of vocalization sequences

In this paper, we use entirely automated analysis tech-
niques that are particularly appropriate for the processing of
large amounts of acoustic data of variable format. The auto-
matic segmentation is particularly well adapted for the detec-
tion of calls given in series, and it could be generalized for
the automatic detection and identification of animal signals
in the context of wildlife population monitoring for conser-
vation or management purposes. The homomorphic analysis
is particularly appropriate for disentangling the formants
from the fundamental frequency contour in harmonically rich
vocalizations, and it has the advantage of characterizing the
filter function with a set of largely uncorrelated coefficients
suitable for multivariate classifications �Clemins et al.,
2005�.

In red deer roars, the movement of the larynx causes
variation in the filter components. The use of Markov models

TABLE IV. Confusion matrix from the hidden Markov model classification
computed on the cepstral coefficients from 654 roaring bouts from seven red
deer stags. The model is trained with the bouts uttered on the first days of
vocal activity �N=165�, and the bouts uttered during the rest of the period of
vocal activity �N=489� are tested as additional cases. 58.1% of tested bouts
are correctly classified.

Predicted group membership

Stag 1 2 3 4 5 6 7
%

correct N

1 49 8 3 1 0 0 1 79.0 62
2 0 95 35 4 1 0 10 65.5 145
3 1 15 56 0 0 0 3 74.7 75
4 6 1 17 35 0 0 21 43.8 80
5 0 3 0 0 12 4 21 24.0 50
6 0 1 0 0 3 1 30 2.9 35
7 2 0 1 0 1 2 36 85.7 42

TABLE V. Classification of chase barks �cb�, barks �ba�, and harsh roars �hr� from six stags, using Hidden Markov Models trained with the cepstral
coefficients from 625 common roars from seven red deer stags. 63.4% correctly classified. Chase barks: 84.6%, N=13; barks: 55.5%, N=18; harsh roars: 60%,
N=40.

Predicted group membership

1 2 3 4 5 6 7

Stag cb ba hr cb ba hr cb ba hr cb ba hr cb ba hr cb ba hr cb ba hr N correct N total

1 - - 1 - - - - - - - - - - - - - - - - - - 1 1
2 - - - 10 - 8 - - 1 - - - - 1 - - - - - - - 18 20
3 - - - - - - - - - - - - - - - - - - - - - - -
4 - - - - 1 7 - - 1 - - 6 - - - - - - - 1 - 6 16
5 - - - - 2 - - - - - - - 1 9 4 - 1 - - - 1 14 18
6 - - - - - - - - - - - - 2 1 1 - - - - - - 0 4
7 - - - - - - - - - - - - - - 5 - 1 - - 1 5 6 12

TABLE III. Confusion matrix from the hidden Markov model classification
computed on the cepstral coefficients from 654 roaring bouts from seven red
deer stags. The model is trained with two-thirds of the available bouts ran-
domly selected within each individual, and the remaining third �N=218� are
tested as additional cases. 84.9% of tested bouts are correctly classified.

Predicted group membership

Stag 1 2 3 4 5 6 7
%

correct N

1 24 0 0 1 0 0 0 96.0 25
2 2 48 4 1 0 0 0 87.3 55
3 0 5 27 0 0 0 0 84.4 32
4 0 1 0 30 0 0 1 93.8 32
5 0 1 0 0 16 1 5 69.6 23
6 0 0 1 0 4 9 1 60.0 15
7 0 0 0 0 4 1 31 86.1 36
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enables us to take into account these different states as well
as the transition probabilities between these states. However,
it is important to note that the process being hidden, we
cannot verify whether the states used in the model actually
correspond to those anticipated on the basis of our knowl-
edge of formants production in red deer roaring. It would be
interesting in further investigations to assess the effect of
varying the number of states and the possible transitions on
the predictive performance of the different models. This
method has recently been applied successfully to the auto-
matic recognition of call types and individuals from elephant
vocalizations �Clemins et al., 2005�. The use of Markov
models also enables us to include bouts of vocalizations.
Such techniques are particularly suited for the study of the
acoustic variability of vocalizations emitted in bouts or se-
ries, which is the case in many animal acoustic signals.

B. Individual differences in common roars

The results of the validation phase and 1/3 random
sample test classifications show that common roar bouts ut-
tered during the rutting period by red deer stags are highly
individually structured. Individuality is relatively stable
across the period of vocal activity, as a model trained with
the vocalizations uttered over a few days at the onset of
vocal activity was sufficient to predict the group membership
of a majority of the vocalizations uttered later in the rut. In
three of the stags studied, we observe a significant decrease
in membership prediction, probably resulting from a progres-
sive alteration of the formant characteristics. The very low
score obtained for stag 6 may indicate that a drastic change
had occurred between the roars given in the first days and
those from the rest of the rutting period. It may also be a
consequence of the small number of bouts available in the
training set �n=9� for this individual.

These results suggest that cues to caller’s identity exist
in the filter-related components of red deer stags’ common
roars. This variability is likely to result from interindividual
differences in the shape of the vocal tract. These differences
may have three origins: �1� differences in body size affecting
vocal tract length, �Reby and McComb, 2003a�, �2� interin-
dividual differences in vocal tract shape independent from
body size, and �3� interindividual differences in vocal gesture
control of vocal tract length and shape involving larynx,
mandible, tongue, and lip positions.

It is notable that classification percentages indicate that
cues to individual identity also appear to vary over time. This
suggests that the temporal approach described in this paper
should be used more often when designing training and test-
ing sets in studies of individual differences based on model-
ing and classification experiments. Indeed, pooling record-
ings from different dates, and using classifications
percentages from validation phases, leave-one-out valida-
tions or any cross validations where recordings made on the
same date as the tested case�s� are included in the training
sample is very likely to result in serious over-estimations of
the actual predictive potential of the models.

C. Across calls recognition

When we tested the membership of the three other com-
ponents of the males’ rutting vocal repertoire �harsh roars,
chase barks, and barks� using models trained on the cepstral
coefficients of the 625 common roars, we obtained percent-
ages of correct classification higher than expected if the
membership had been determined randomly. Our sample is
too small and our data set is too unbalanced among individu-
als and call types to allow a comparison of the percentage of
recognition between the three types of vocalizations. Never-
theless, our results suggest that although the four vocaliza-
tions are produced in different body postures, likely to affect
the length and shape of the vocal tract, their formant frequen-
cies share cues to identity. This result indicates that red deer
stag have individual voice characteristics, as seen in humans
�Doddington, 1985; Furui, 1997� and rhesus monkeys �Ren-
dall et al., 1998�. The percentages of correct classification
obtained in the validation phase using models trained with
tokens from all four vocalization types are higher, showing
that the individuality of the voice may consist of individual
features shared by all call types as well as individual features
specific to each call type �the later being partially lost when
a particular call type is not used for the training of the
model�.

This is the first demonstration of across call individual-
ity in a nonprimate mammal �for primates, see Cheney and
Seyfarth, 1988; Rendall et al., 1998�. Indeed, to our knowl-
edge, all previous studies on individual cues in acoustic com-
munication in nonprimate mammals have been conducted on
the individual differences occurring within each type of call,
never across several types of calls �Lambrecht and Dhondt,
1995�. Rendall et al. �1998� found more mixed evidence for
individual voice characteristics across the vocal repertoire of
rhesus monkey Macaca mulatta �harmonically rich coos
were more individually distinctive than either grunts or noisy
screams�, raising the interesting possibility of interspecific
differences in the “individual voice” phenomenon. The abil-
ity of red deer receivers to discriminate the identity informa-
tion discussed above and to transfer it from one call type to
another could be assessed by means of playback experiments
using the habituation/discrimination paradigm �Rendall et
al., 1996; Reby et al., 2001�.

D. Potential biological significance of cues to identity
in red deer roaring

Studying the acoustic structure of the first roar emitted
in a bout, Reby and McComb �2003a� have found that in red
deer, formant frequencies and their spacing decreased with
increasing age and/or body weight, and that stags attended to
these cues during agonistic interactions �Reby et al., 2005�.
Formant spacing is correlated with the length of the vocal
tract and therefore indirectly related to overall body size and
body weight. In the present study the recorded males are all
adult farmed animals, which are likely to have reached their
maximum body weight. The body weight of the four stags
for which we had access to biometrical data ranged between
210 and 230 kg, and their roars were characterized by very
similar formant frequency spacing corresponding to esti-
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mated vocal tract lengths of 81.0, 81.5, 81.5, and 81.8 cm
�Reby and McComb, 2003a�. Therefore, the individual dif-
ferences modeled here are more likely to rest in the relative
positioning and bandwidth of individual formants rather than
in the size-related overall spacing of the formants in the fre-
quency domain. Playback experiments have suggested that
females may be preferentially attracted to males with high
roaring rates, but indifferent to differences in roar pitch �Mc-
Comb, 1991�. As females often leave or enter male harems,
McComb �1991� suggested that females choose which harem
to join on the basis of male roaring rate, a potentially reliable
cue of the stag’s fitness. More recently, Reby et al. �2001�
have shown that red deer hinds could discriminate between
the common roars of their current harem holder and the roars
of neighboring males �Reby et al., 2001�, and suggested that
estrus hinds may choose to mate with stags that they are
most familiar with �familiarity being an indicator of the
stag’s ability to hold mating stands for significant periods�, a
choice that may partially rely on acoustic individual recog-
nition. The results presented here suggest that hinds may use
characteristics of formant frequencies to achieve this indi-
vidual discrimination, and that these characteristics are avail-
able both within and across call types, constituting the
equivalent of an individual voice.
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A portable electrophysiological data collection system was used to assess hearing in a captive
population of bottlenose dolphins by recording auditory evoked potentials �AEPs�. The AEP system
used a transducer embedded in a suction cup to deliver amplitude modulated tones to the dolphin
through the lower jaw. Evoked potentials were recorded noninvasively using surface electrodes.
Adaptive procedures allowed hearing thresholds to be estimated from 10 to 150 kHz in a single ear
in about 45 min. Hearing thresholds were measured in 42 bottlenose dolphins �28 male, 14 female�,
ranging in age from 4 to 47 years. Variations in hearing sensitivity with age and sex followed
patterns seen in humans and terrestrial mammals: generally, within the population there was a
progressive loss of high frequency hearing with age and an earlier onset of hearing loss in males
than in females. Hearing loss generally occurred between the ages of 20 and 30, and all animals over
the age of 27 had some degree of hearing loss. Two dolphins with profound hearing loss were found
within the population. Aberrant hearing patterns were observed in related dolphins suggesting
genetic links to hearing ability may exist. © 2006 Acoustical Society of America.
�DOI: 10.1121/1.2357993�

PACS number�s�: 43.80.Lb, 43.64.Ri �WWA� Pages: 4090–4099

I. INTRODUCTION

Increased frequency of hearing impairment with age
�presbycusis� and sex differences in the onset of hearing im-
pairment have long been known for human populations. The
2003 survey by the National Center for Health Statistics
�United States Department of Health and Human Services,
2005� on the health status of individuals within the United
States indicated that incidence of profound hearing loss in-
creased from 1% for those under the age of 44, to 15% for
those over the age of 74. The incidence of hearing loss
among males was nearly twice as high as that of females
until the age of 75, supporting the pattern of age-related
hearing loss and male bias toward hearing loss at a younger
age in human populations. Within the United States, the
causes of hearing loss are primarily attributed to noise expo-
sure �33.7%�, presbycusis �28%�, and ear infections �12.2%�
�United States Department of Health and Human Services,
1994�.

It seems reasonable to expect that the auditory systems
of marine mammals are similarly subject to impairment.
Prior work on some odontocete species has demonstrated
hearing loss in individuals �Ridgway and Carder, 1993,
1997; Brill et al., 2001; Finneran et al., 2005b; Yuen et al.,
2005�, although the etiology of the deficit is not certain in
most cases. That hearing loss occurs in marine mammals is
an important consideration because the ability to produce,
receive, and interpret sound permits most marine mammals

to thrive in the ocean. Understanding how a marine mammal
with hearing loss functions in natural contexts is important to
understanding how sensory impairment affects the ability of
marine mammals to survive and exploit their environment.
Similarly, determining the impact that anthropogenic sound
has on marine mammal populations is important to mitigat-
ing the environmental consequences of human activity in the
world’s oceans �National Research Council �NRC�, 1994,
2000, 2003�. To address either of these issues at the popula-
tion level, the variation in hearing sensitivity within a popu-
lation of marine mammals must be determined.

Behavioral audiometry has been the standard approach
for assessing hearing sensitivity in marine mammals for
many decades �see Nachtigall et al., 2000, for review�. Be-
cause behavioral approaches to audiometry require subjects
to be conditioned to respond to acoustic stimuli, and because
such conditioning requires long-term access to the subject,
behavioral approaches have been cited as an impediment to
large scale testing of hearing in any marine mammal species
�NRC, 2000�. Electrophysiological approaches to assessing
hearing sensitivity increase the rapidity with which tests can
be performed. Because they are relatively fast, and the audi-
tory nerve of odontocetes is large �thus providing for a robust
neural response to acoustic stimuli�, such tests have become
increasingly popular in odontocete audiometry �e.g., Popov
and Supin, 1990a, 1990b; Szymanski et al., 1999; Andre
et al., 2003; Nachtigall et al., 2004; Yuen et al., 2005;
Houser and Finneran, 2006�.

The presentation of a sinusoidal amplitude modulated
�SAM� tone elicits a rhythmic evoked response from the au-a�Electronic mail: biomimetica@cox.net
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ditory system, termed the envelope following response
�EFR�. Since the fundamental frequency of an EFR to a
SAM tone matches the stimulus modulation rate �Campbell
et al., 1977; Hall, 1979; Stapells, 1984; Picton et al., 1987�,
the magnitude of the evoked response can be assessed in the
frequency domain. By tracking the magnitude of the evoked
response at a range of stimulus levels, sensitivity at the tonal
frequency can be obtained �e.g., Campbell et al., 1977�. This
approach to electrophysiological estimates of hearing sensi-
tivity provides substantial improvement in frequency speci-
ficity relative to other approaches �e.g., clicks or tone pips as
stimuli�. However, direct comparisons between behavioral
and EFR thresholds have only recently been described in
bottlenose dolphins �Tursiops truncatus� �Nachtigall et al.,
2004; Finneran and Houser, 2006; Houser and Finneran,
2006� and a false killer whale �Pseudorca crassidens� �Yuen
et al., 2005�. In two of the studies, the transducer used for
stimulus presentation was coupled to the lower jaw of a dol-
phin via a suction cup �Finneran and Houser, 2006; Houser
and Finneran, 2006�. The EFR thresholds were obtained on
dolphins while they were submerged and while they were
resting in air. In both instances, EFR thresholds were com-
pared to behavioral thresholds obtained underwater with the
dolphin in the direct field. Differences in EFR thresholds
obtained on submerged animals and underwater behavioral
thresholds �−20–21 dB� �Houser and Finneran, 2006�
compared similarly to those observed between in-air
EFR thresholds and underwater behavioral thresholds
�−26–20 dB� �Finneran and Houser, 2006�. Average differ-
ences and standard deviations of the differences were also
similar �3±13 dB vs −2±13 dB, respectively�. Most impor-
tantly, EFR and behavioral thresholds were shown to agree
closely as to the shape of the audiogram and the upper cutoff
frequency of hearing.

This paper presents population level estimates of audi-
tory sensitivity for a cetacean, the bottlenose dolphin. Utiliz-
ing the EFR approach, the hearing sensitivity of 42 dolphins
maintained by the United States Navy Marine Mammal Pro-
gram was surveyed. The purpose of the study was to address
hearing sensitivity of animals in the population with the ex-
pectation that hearing deficits would correlate with reduced
echolocation performance. Variation in hearing sensitivity is
discussed as a function of subject age and sex, providing the
first insight into how hearing losses might develop in a popu-
lation of marine mammals.

II. METHODS

A. Subjects

All subjects were Atlantic bottlenose dolphins �Tursiops
truncatus truncatus� maintained by the United States Navy
Marine Mammal Program at the Space and Naval Warfare
Systems Center, San Diego, California �SSC San Diego�.
Subjects ranged from 4 to 47 years of age and consisted of
28 males and 14 females. Nine of the 42 animals were cap-
tive born. The distribution of subjects by age and sex is
provided in Fig. 1. The study followed a protocol approved
by the Institutional Animal Care and Use Committee of the
Biosciences Division, SSC San Diego, and followed all

applicable U.S. Department of Defense guidelines for the
care of laboratory animals.

B. EFR Measurements

1. Stimuli, evoked responses, and response detection

The equipment and techniques for stimulus generation
and EFR recording have been previously detailed �Finneran
and Houser, 2006�; only the salient features are described
here. SAM tones were used as stimuli to generate the EFR.
Eleven carrier frequencies, from 10 to 150 kHz, were tested.
All carrier frequencies were 100% amplitude modulated at a
rate of 1 kHz, which has been shown to produce a strong
EFR in T. truncatus �Dolphin et al., 1995; Supin and Popov,
2000�. SAM tones were generated with a 1 ms rise/fall time,
tone durations of 13–23 ms, and presentation rates of
�40–50/s. In order to improve the signal-to-noise ratio,
tone durations were in some instances extended to 62 ms for
a dolphin that was tested in the water �see below�.

Stimuli were presented to the subjects via a jawphone �a
piezoelectric sound projector embedded in a Rhodia V-1065
silicon rubber suction cup� coupled to the dolphin’s lower
jaw over the pan region �Moore et al., 1995; Brill et al.,
2001�. The calibration procedures and resulting transmitting
voltage responses for the jawphones used in this study �JP1
and JP4�, as well as the calibration of EFR-estimated thresh-
olds against behavioral thresholds using these jawphones, are
described in Finneran and Houser �2006�.

All but one of the subjects was tested while resting out
of the water on a padded beaching mat. This subject was
tested while stationed on a biteplate and partially submerged
�dorsal surface above the waterline� in San Diego Bay �SD
Bay�. This subject is identified by the superscript “e” in
Table I. A different approach was used for this animal be-
cause age and poor eyesight prohibited him from voluntarily
“beaching” himself out of the water. Since the jawphone per-
mits coupling of the stimulus generator to the lower jaw,
similar stimulus conditions can be created for animals that
are underwater or in air. Prior comparisons of underwater
and in-air estimates of hearing sensitivity derived from EFR
measurements with jawphones have been shown to be com-

FIG. 1. Age and sex distribution of bottlenose dolphin subjects for which
AEP audiograms were collected.
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TABLE I. Subject ID number, age at time of testing, sex and upper cutoff frequency of hearing for each
individual in the hearing survey. Unless otherwise noted, frequency-specific thresholds are presented for each
individual and each ear. Thresholds are given as dB re: 1 �Pa.

Frequency �kHz�

ID Sex Age Ear FL�kHz�f 10 20 30 40 50 60 80 100 115 130 150

1 M 4 L 149 94 86 74 67 64 74 73 92 94 71 127
R 84 77 71 62 79 75 92 94 74 120

2 M 7 L 147 99 75 83 71 63 77 66 71 73 72
R 88 85 76 73 79 78 73 64 73 129

3 M 13 L 73 88 105 71 64 73 154
R 75 83 95 66 67 140 163

4 M 13 L 76 79 78 74 74 70 81 132 151
R 75 76 55 54 72 84 126 144

5 M 13 L 142 80 73 72 70 75 90 79 79 84 145
R 83 85 78 86 88 65 80 76 147

6a F 12 L 149 88 83 67 74 69 74 77 89 90 78 120
R 92 86 76 69 65 78 75 95 86 73 127

7b,e M 41 L 53 87 121 115 83 94 155 137 167
R 92 137 133 111 116 153 158 173

8 F 39 L 61 76 69 72 92 112 123 143 152
R 78 73 74 85 108 116 137 147

9 F 28 L 100 75 75 80 79 74 81 116 147
R 73 69 72 76 77 75 123 142

10 M 26 L 49 81 77 71 63 130
R 87 67 62 63 124 166

11 M 23 L 71 66 71 67 64 95 91 146 152
R 78 63 60 69 75 83 147 149 147

12 M 24 L 36 84 79 104 140 147
R 84 80 101 127 140

13a,d F 21 L 126
R 74 73 70 69 69 75 93 103 126 132

14 F 26 L 98 78 82 72 81 82 74 75 141 140 106 126
R 81 82 71 79 99 75 78 116 141

15 M 24 L 96 101 60 70 75 71 75 76 137
R 71 67 73 59 71 76 77 127

16 F 20 L 142 80 68 63 72 74 74 77 81 100 134
R 69 69 71 144

17 M 28 L 49 84 69 75 80 122 150
R 78 74 87 71 113 151

18c,d M 25 L
R 134 153 148 154 167 164 168 168

19d M 40 L 50
R 78 97 146 155 151 139

20 M 22 L 55 76 76 63 72 105 142 144
R 80 70 61 86 155

21 M 24 L 73 89 86 84 93 142
R 91 80 56 83 133 150

22 M 35 L 93 103 113 119 93 62 75 89 139 146
R 87 111 102 117 95 89 91 131

23 F 27 L 149 89 90 70 64 74 77 88 98 80 121
R 111 67 73 73 65 76 78 84 93 74 122

24d F 20 L 54 85 74 68 69 115 129 135
R

25 F 30 L 54 80 80 91 103 114 131 134 151
R 80 77 84 111 115 136 146 151

26c F 47 L
R

27 M 25 L 55 69 84 85 62 136 124 153 153
R 91 75 79 105 107 133 141 150 159

28 M 34 L 53 81 68 71 76 109 129 135 153
R 102 80 87 67 120 146

29 M 39 L 125 72 73 67 73 72 72 90 100 131 136
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parable �Houser and Finneran, 2006�, so the data from this
individual were pooled with the data from the other subjects.
For all of the animals tested while resting out of the water on
a padded mat, the total time out of the water was typically on
the order of 90 min or less. During the testing period animals
were periodically sprayed with water to keep the skin moist.

EFRs were measured using electrodes consisting of flex-
ible, conductive, self-adhesive Ag/Ag–Cl pads �Ambu Neu-
roline 710 series� or 6 and 10 mm diameter gold cup elec-
trodes �e.g., Grass FH-E6G series� embedded in 25 mm
diameter silicon suction cups. Attachment sites were dried
with gauze pads and alcohol swabs prior to placement of the
electrodes. Since the dolphins were periodically sprayed with
water during the testing period to keep the skin moist, dis-
posable electrodes were covered with waterproof bandages
�Nexcare Absolute Waterproof�. Evoked responses were
measured between a noninverting �+� electrode placed
�10 cm posterior of the rear edge of the blowhole and offset
�2 cm contralateral of the ear being tested and an inverting
�−� electrode placed contralateral of the ear being tested, just
posterior to the external auditory meatus. A common refer-
ence �ground� electrode was placed on the subject’s back

near the dorsal fin. Electrode signals were differentially am-
plified �100 000 gain�, filtered �300–3000 Hz�, and digitized
at 15 or 20 kHz. Signals exceeding 20 �V were rejected
from analysis. For each frequency and stimulus pairing, 500
evoked response epochs were recorded.

A small number of the test subjects �N=4� demonstrated
an aversion to the attachment of the test equipment �see be-
low�. Movement by these individuals created myogenic arti-
facts sufficient to prevent the recording of evoked potentials.
For three of these subjects �see Table I—subjects identified
by the superscript “a”�, an intramuscular injection of mida-
zolam HCl �Versed; Hoffman-LaRoche, Inc.� at a dose of
0.075–0.1 mg/kg was administered to provide sedation
throughout the procedure. Midazolam is a member of the
family of sedatives known as the benzodiazepines �e.g.,
Valium and Xanax�, of which at least Valium has been shown
to have a mild effect on the latencies of short latency audi-
tory evoked responses, but not the amplitude �Adams et al.,
1985�. The sedatives are unlikely to have affected threshold
estimates in these animals since only the amplitude of the
evoked response is used for threshold estimation �see below�.

Frequency analysis was performed on 11–21 ms ep-

TABLE I. �Continued.�

Frequency �kHz�

ID Sex Age Ear FL�kHz�f 10 20 30 40 50 60 80 100 115 130 150

R 78 71 71 81 86 93 96 128
30b M 26 L 64 104 109 135 70 71 107 140 148

R 100 121 86 84 75 122 153
31a M 22 L 43 100 82 116 131

R 87 86 113 117
32 M 20 L 80 87 60 73 63 67 80 126 126 111 142

R 82 70 65 69 62 76 115 156
33 M 26 L 39 70 68 131 135 139 164 167

R 118 63 61 122 128 113 154 150
34 M 20 L 44 111 63 68 93 138 143 147 159

R 115 69 80 120 123 134 152 151
35 F 23 L 146 81 75 70 80 65 76 79 88 84 144

R 83 88 69 72 76 77 93 87 68 123
36 M 24 L 74 90 88 81 66 79 138 148

R 86 87 62 58 82 137 152
37d M 24 L 143

R 124 61 74 76 79 80 82 94 95 80 144
38 F 21 L 137 105 64 104 108 61 75 94 97 102 128

R 105 64 79 108 61 75 85 102 102 128
39 F 46 L 126 66 67 60 77 110 86 81 137 150

R 74 66 72 83 75 86 84 86 134 130
40 M 13 L 121 92 78 75 84 70 80 82 90 105 137 129

R 81 79 66 67 54 84 70 98 115 129
41 M 21 L 147 71 72 70 64 64 75 77 84 83 83 136

R 77 79 73 80 78 84 71 73 81 78 131
42 F 17 L 108 85 84 72 72 58 81 79 103 136 129 125

R 83 74 82 61 67 77 78 104 133 123 119

aSubjects received an intramuscular injection of midazolam, prior to testing, to reduce anxiety.
bSubjects with aberrant audiograms. Subject No. 7 is the father of subject No. 30.
cSubjects that are considered to have profound hearing loss based upon high thresholds or lack of evoked
responses at the highest levels tested. No FL was determined for these animals.
dSubjects for which thresholds were only obtained in one ear.
eThis single subject was tested underwater because he could not voluntarily beach himself onto a padded mat.
fFL is calculated from the averaged thresholds of the two ears, when possible.
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ochs, excluding the first and last millisecond of the evoked
response. Frequency analyses on data collected when tone
durations were extended to 62 ms �for the male dolphin
tested in water� were performed on 60 ms epochs. Leading
and trailing portions of the evoked response were not in-
cluded so as to avoid transients resulting from signal onset or
termination. Durations for frequency analysis were con-
strained to integral multiples of 1 ms. Magnitude-squared
coherence �MSC� was used to determine if the amplitude of
the evoked response at the frequency of the modulation rate
was significantly greater than measurement noise �Dobie and
Wilson, 1989; Dobie, 1993; Dobie and Wilson, 1996�. The
MSC was calculated by dividing the total number of epochs
obtained for each frequency/stimulus pairing into 20 subav-
erages. Using �=0.01, critical values for MSC, MSCcrit,
were obtained from Amos and Koopmans �1963� and Brill-
inger �1978�. EFRs with MSC�MSCcrit were therefore sta-
tistically different from noise and were considered to be de-
tected responses.

2. Data collection and threshold estimation

An automated modified staircase technique, similar to
that described in Finneran and Houser �2006�, was used to
adjust stimulus levels and acquire data necessary for thresh-
old estimation. Data collection began with a stimulus SPL of
80–100 dB re 1 �Pa. The step size began at either 20 or
30 dB and was reduced after each reversal �i.e., change from
a detection to no detection, or vice versa�. The staircase pro-
cedure ended when the step size was �4 dB. A linear regres-
sion utilizing EFR amplitude as the response variable and
stimulus SPL as the independent variable was subsequently
performed. All detected responses were included in the re-
gression except those exceeding 400 nV. The test was con-
cluded if the regression r2 value from a minimum of four
detected responses reached 0.9; otherwise, additional mea-
surements and regression analyses were performed until the
criterion r2 was met or a maximum of eight detections was
made. This procedure for determining the termination of data
collection for a specific test frequency ensured that sufficient
data existed for the estimation of auditory thresholds at that
frequency.

Following data collection, a rules-based modification of
a linear regression technique was used to estimate the hear-
ing threshold for each frequency tested �Supin et al., 2001;
Yuen et al., 2005; Finneran and Houser, 2006�. As previ-
ously, the analysis utilized detected responses recorded at
each of the frequencies and their associated stimulus levels
as the dependent and independent variables, respectively.
Details of the rules-based approach are found in Finneran
and Houser �2006�. Threshold testing was discontinued prior
to testing at 150 kHz if a threshold in excess of 140 dB re
1 �Pa was obtained for a lower frequency.

3. Analysis

Thresholds were obtained for both ears in all but five
individuals; these individuals are indicated by the superscript
“d” in Table I. In these individuals, time limitations in the
beaching mat resulting from noise issues, equipment mal-

functions, or veterinary restrictions prevented testing of both
ears. Thresholds were averaged for the left and right ears to
produce a mean audiogram for each animal. When only one
ear was tested, it was used as the representative audiogram.
The upper frequency limit of hearing, FL, arbitrarily defined
as the frequency at which the threshold equaled 120 dB re
1 �Pa, was calculated for each audiogram by linear interpo-
lation. Audiograms were considered part of the baseline
group if FL exceeded 140 kHz and there were no notches in
the audiogram that exceeded the 120 dB re 1 �Pa threshold.
Audiograms that qualified as base line were averaged to pro-
duce a mean base line audiogram to which all other audio-
grams could be compared. An analysis of covariance
�ANCOVA� was applied to the distribution of FL within the
population using sex as the fixed factor and age as the cova-
riate. Statistical analysis was conducted with STATISTICA©

v.7.1 with a significance level of 0.05.
Patterns of variation in hearing sensitivity related to age

were investigated by grouping subjects according to age and
calculating mean thresholds across the range of hearing for
each group. Means were determined by summing the thresh-
olds of individual ears and dividing by the total number of
ears tested for a given frequency in an age group. Age groups
were divided accordingly: 0–9, 10–19, 20–24, 25–29, 30–39,
and 40–47 yr. Since thresholds in excess of 140 dB re
1 �Pa became more frequent at higher frequencies, many
individuals with compromised hearing were not tested above
100 kHz.

III. RESULTS

Table I provides the age, sex, FL, and audiometric infor-
mation for each dolphin tested. The average age of subjects
was 23.8 yr for males and 25.4 yr for females. The youngest
and oldest males tested were 4 and 41 yr, respectively, and
the youngest and oldest females were 12 and 47 yr, respec-
tively. Bilateral testing of the ears was obtained for all but
five of the subjects �N=38 for the left ear, N=41 for the right
ear; these subjects are denoted by the subscript “d” in Table
I�. Comparisons between the records of animals sedated with
midazolam HCl and those that were not sedated were similar
and no differences in the range and mean amplitudes and
latencies were noted.

The base line mean audiogram is shown in Fig. 2�a�.
Nine of the 42 animals qualified as having base line hearing.
These animals ranged in age from 4 to 27 yr. All dolphins
over the age of 27 had some degree of hearing loss when
compared to the baseline audiogram. Examples of audio-
grams of the animals that did not qualify as baseline hearing
are provided in Figs. 2�b�–2�d�. Six of the animals tested had
FL between 100 and 140 kHz and 16 of them had FL be-
tween 50 and 100 kHz �Figs. 2�b� and 2�c�, respectively�. Of
the remaining animals, seven had FL below 50 kHz �Fig.
2�d��, two demonstrated aberrant audiograms, and two were
considered to have profound hearing loss across the range of
frequencies tested. The high frequency roll-off in sensitivity
generally occurred across less than one octave.

In general, younger dolphins had a better range of hear-

4094 J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 D. S. Houser and J. J. Finneran: Dolphin population-level hearing



ing than older dolphins and less variability in mean thresh-
olds than older animals �Fig. 3 and Table II�. As animals
increased in age there was an overall trend for a reduction in
sensitivity at progressively higher frequencies. The FL gen-
erally appear to decline between the ages of 20 and 30 yr,
although some animals older than 30 yr had a frequency
range of hearing in excess of 120 kHz, and some animals
younger than 20 yr showed hearing loss �Fig. 4�. ANCOVA
utilizing sex as a fixed factor and age as the covariate
showed a significant impact of sex on the relationship be-
tween age and FL �Table III�. For a covariate mean of
24.3 yr, significant differences existed between the mean FL

of females �113 kHz� and males �81 kHz�.
The aberrant audiograms of two male dolphins were

characterized by notches below FL �subjects are identified in
Table I with the superscript “b”�. The notches are reductions

in sensitivity that occur between higher and lower frequen-
cies to which the animal is more sensitive. Figure 5 depicts
the aberrant audiogram of a 41 yr male �circles� character-
ized by a notch in hearing sensitivity at 20 and 30 kHz. The
audiogram of this male shows a similar pattern of hearing
sensitivity across the range of hearing to that of his male
offspring �filled triangles�, 15 years younger. The upper cut-
off frequencies for the two animals differ by �10 kHz.

Animals with profound hearing loss produced no detect-
able EFR across a broad range of frequencies �Fig. 6�. For
both of these animals, a 41 yr female and a 26 yr male, all
detected evoked responses were in excess of 130 dB re
1 �Pa. The inability to detect evoked responses always oc-
curred at test frequencies below 50 kHz. These subjects are
identified in Table I by the superscript “c”.

FIG. 2. �a� Mean base line audiogram �n=9�. Symbols represent mean thresholds. Error bars indicate ±1 standard deviation. The other panels are represen-
tative audiograms for dolphins with upper cutoff frequencies between �b� 100 and 140, �c� 50 and 100, and �d� below 50 kHz. The values presented in the
legend correspond to the sex of the animal �M or F�, the age of the animal, and the ID number of the animal in Table I �the last value in parentheses�.
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IV. DISCUSSION

The variability in hearing sensitivity of a population of
bottlenose dolphins observed in the present study follows
patterns that are similar to those observed in human popula-
tions �Corso, 1959; Northern and Downs, 1971; United
States Department of Health and Human Services, 2005� and
animal models �Hunter and Willott, 1987; Boettcher, 2002�;
primarily, both sex and progression in age collectively con-
tribute to reductions in the hearing range of bottlenose dol-
phins and the loss of hearing generally spreads from the
higher frequencies to the lower frequencies. Most of the dol-
phins in the studied population showed reductions in the
range of hearing between the ages of 20 and 30 yr, with the
magnitude of the reduction being generally larger in males.
Presbycusis in human and animal populations has long been
documented �e.g., Corso, 1959�, and this process is aug-
mented by the deterioration of the hearing apparatus culmi-
nating from noise exposure throughout one’s life �Macrae,
1971, 1991a, 1991b; Mills et al., 1997�. It seems reasonable
that dolphins, having an inherently mammalian inner ear,
would suffer from similar phenomena. Additionally, that

FIG. 3. Mean audiograms for bottlenose dolphins grouped by age. Mean
threshold for a given frequency was not plotted if there were fewer than four
thresholds obtained at that frequency. Except for the 0–9 yr age group, plots
are terminated at 100 kHz; there were a number of individuals for which
data above 100 kHz was not obtained because FL�100 kHz �see Table II�.
The plot for the 0–9 yr age group is extended so that the reduction in high
frequency hearing for animals with a full range of hearing can be viewed for
comparison.

TABLE II. Mean threshold, standard deviation, and number of samples �thresholds for individual ears� for
bottlenose dolphins grouped by age categories.

Age �yr�

Frequency �kHz� 0–9 10–19 20–24 25–29 30–39 40–49 All ages

10 Mean 96.4 83.3 87.0 89.0 86.0 84.3 86.7
SD 3.6 5.8 15.3 14.9 10.7 9.1 12.6
n 2 12 23 13 8 3 61

20 Mean 83.1 82.0 73.6 79.7 82.4 100.7 79.7
SD 5.4 8.3 10.7 15.6 17.1 34.0 15.2
n 4 12 25 16 9 4 70

30 Mean 79.6 73.7 76.9 82.1 84.9 95.3 79.9
SD 5.2 10.2 12.5 21.3 15.5 34.1 16.7
n 4 11 26 17 10 4 72

40 Mean 71.2 69.3 82.8 81.5 88.2 84.5 81.1
SD 3.8 8.4 22.6 20.4 18.1 20.3 19.7
n 4 9 29 16 10 5 73

50 Mean 65.3 67.6 86.1 101.1 97.9 97.5 87.3
SD 5.4 7.7 27.9 28.9 21.4 16.5 26.4
n 4 12 29 16 10 3 74

60 Mean 77.1 77.7 92.8 113.9 109.6 121.2 98.9
SD 2.3 5.1 26.5 33.2 27.6 41.1 29.9
n 4 11 23 16 10 5 69

80 Mean 72.8 99.1 109.9 117.7 114.7 129.1 109.2
SD 5.0 29.8 31.6 37.5 29.5 30.8 32.5
n 4 12 23 12 9 5 65

100 Mean 82.1 107.4 122.0 133.7 134.3 132.1 121.7
SD 11.3 31.3 30.8 28.3 25.3 44.1 32.2
n 4 11 19 12 9 5 60

115 Mean 81.0 103.0 98.2 137.3 114.1 83.7 107.4
SD 15.1 23.0 19.0 25.2 27.8 3.5 27.8
n 4 8 11 9 3 2 37

130 Mean 72.7 103.6 95.1 107.1 129.5 136.8 102.7
SD 1.3 28.0 26.1 43.0 2.1 2.5 29.8
n 4 8 8 4 2 3 29

150 Mean 125.3 130.1 134.2 134.1 135.7 140.4 132.6
SD 4.8 11.4 7.6 22.4 ¯ 14.1 11.5
n 3 7 10 4 1 2 27
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males tend to lose their higher frequency hearing at an earlier
age than females suggests that similar physiological or be-
havioral factors contributing to earlier hearing loss in human
males may also exist in dolphin populations.

The impact of aging on the ability of dolphins to utilize
echolocation remains relatively unexplored. Dolphins have
been noted to preferentially emit echolocation clicks in
which the spectral content is dominated by frequencies to
which they are sensitive �Houser et al., 1999, 2005�. This
suggests active compensation for hearing deficits and the
practice may be common in dolphins with age-related hear-
ing loss. However, the interpretation of echoes received from
ensonified targets may additionally be impacted by reduc-
tions in temporal sensitivity. Age-related temporal and spec-
tral pattern processing deficits in humans are believed to in-
teract with sensorineural hearing loss in the reduction of
speech intelligibility �Fitzgibbons and Gordon-Salant, 2001,
2004; Divenyi et al., 2005�. This process is confounded by
reverberation �Duquesnoy and Plomp, 1980�, a common trait
of the environments that bottlenose dolphins typically in-
habit. The temporal processing capability of the dolphin has
been studied by both psychophysical and physiological
means �e.g., Johnson et al., 1988; Dolphin et al., 1995; Supin
and Popov, 1995; Popov and Supin, 1997; Helweg et al.,
2003�. Future studies, similarly designed but utilizing differ-
ently aged dolphins could be conducted to determine
whether age impacts temporal or spectral pattern processing
in the dolphin.

Humans, even under low noise exposure conditions,
demonstrate a sex bias in the rate of hearing loss �Pearson et

al., 1994�. The loss of high frequency hearing in this dolphin
population follows a similar trend; however, noise exposure
histories do not exist for the animals in this study so differ-
ences in noise exposure histories cannot be excluded from
contributing to the variability in male-female comparisons.
Reasons for the sex bias in human populations remain to be
definitively determined, but onset of the phenomenon in
males has been identified at ages as young as the late 20s and
early 30s �Corso, 1959; Pearson et al., 1994�. This age range
is similar to that observed for the appearance of reduced FL

in male dolphins and it seems reasonable to conclude that the
onset of hearing loss in male dolphins tends to occur after
sexually maturity.

Many of the audiograms for the tested animals had best
sensitivities that were 10–20 dB less sensitive than those
previously recorded by Johnson �1966�. Differences in test-

TABLE III. Results of the ANCOVA performed on FL utilizing sex as a
fixed factor and age as a covariate.

Df MS F p

Intercept 1 82796.29 67.13 �0.001
Age 1 7940.03 6.43 0.016
Sex 1 9629.84 7.51 0.009
Error 37 1233.20

FIG. 4. Upper frequency limit of hearing �FL�, defined as the frequency at
which the threshold equaled 120 dB re 1 �Pa, as a function of animal age
and sex.

FIG. 5. Audiograms of a 41 yr-old male dolphin �No. 7 in Table I� and his
26 yr-old male offspring �No. 30 in Table I� showing unusual patterns of
hearing loss. Threshold values are means of the left and right ears ±1 stan-
dard deviation �denoted by the error bars�.

FIG. 6. Thresholds for two dolphins �a 47 yr-old female �No. 26 in Table I�
and 26 yr-old male �No. 18 in Table I�� having significant high-frequency
hearing loss. Filled symbols represent measured thresholds; open symbols
indicate maximum SPLs for which no response was detected �the actual
threshold would be higher�. Note that thresholds are high for all frequencies
at which EFRs were detected.
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ing methodologies could explain the differences in threshold,
since Johnson used a behavioral paradigm as opposed to the
physiological measurements used here. The in-air method of
estimating underwater hearing thresholds, using auditory
evoked potentials �AEP� recordings obtained when a jaw-
phone is used as the sound source, has been benchmarked
against behavioral audiometry conducted within the same
subjects, underwater, and in direct sound fields �Finneran and
Houser, 2006�. Considering behavioral audiometry con-
ducted by Finneran and Houser �2006� on an animal in a
pool, which is a closer approximation to the Johnson �1966�
setup than the masked behavioral thresholds obtained by
Finneran and Houser �2006� from animals housed in SD Bay,
AEP threshold estimates are expected to be 0–18 dB higher
than behavioral thresholds �with a mean of +8 dB�. Thus,
differences between the AEP threshold estimates presented
here and the behavioral thresholds obtained by Johnson
�1966� are near the expected range of differences for the test
methodology.

The dolphin population studied here is maintained in
netted enclosures within SD Bay. These animals are exposed
not only to noise generated by the natural environment
�dominated by snapping shrimp and conspecifics�, but also to
varying amounts of shipping, boating, and construction
noise. Mean ambient noise spectral density levels within San
Diego Bay range from 67 to 87 dB re: 1 �Pa2/Hz across the
range of 0.1–50 kHz �Finneran et al., 2005a�. In future mea-
surements of dolphin hearing sensitivity, it would be worth-
while to assess the ambient noise levels of the environment
in which the animals lived. By this means, potential relation-
ships between chronic noise exposure and variation in hear-
ing sensitivity might be determined.

Some drug therapies may pose risks of ototoxicity, with
the risk being generally related to the total dose administered
and the rate of administration. Of particular concern are the
aminoglycoside antibiotics which have the potential to pro-
duce irreversible hearing loss in mammals. Indeed, the ami-
noglycoside amikacin has not only been implicated in the
loss of hearing in humans, but in odontocetes as well �Finne-
ran et al., 2005b�. Some of the dolphins tested in this study,
and that had notable hearing loss, had prior amikacin treat-
ments for ailments in which gram-negative bacterial infec-
tions were suspected. Gentamicin is also of concern as the
25-yr old male dolphin determined to have profound hearing
loss in this study �Fig. 6; No. 18 in Table I� received 1.0 g of
gentamicin via combined intravenous and intramuscular in-
jections several years prior to the determination of his hear-
ing loss. Whether gentamicin or amikacin were contributing
factors in the loss of hearing for any of these dolphins re-
mains uncertain. The dosages administered were conserva-
tive in that exposure to the antibiotics was acute. Prolonged
exposures are more likely to result in hair cell damage �Begg
and Barclay, 1995; Aran et al., 1999�, as was observed in the
case of a beluga treated for Nocardia spp. infection �Finne-
ran et al., 2005b�. However, because of the documented del-
eterious effects of gentamicin and amikacin on human and
lab animal hearing �Kahlmeter and Dahlager, 1984�, and be-
cause there has never been a controlled study of the effects
of any aminoglycoside on sensorineural hearing loss in a

cetacean, the possibility that exposure to aminoglycoside an-
tibiotics might contribute to hearing loss in delphinids de-
serves consideration. Additional data mining of the veteri-
nary records of dolphins for which hearing sensitivity is
known �such as might be obtained from marine parks and
aquaria or during the rehabilitation of stranded marine mam-
mals� will be useful in determining the impact of aminogly-
coside antibiotics on the hearing sensitivity of odontocetes.

The similarity in the audiograms of the father and son
pairing, and the atypical shape of the audiograms relative to
the rest of the population, is suggestive of a familial link in
progressive hearing loss. Genetic predispositions for hearing
loss and auditory system abnormalities are documented in
humans and laboratory animals �Brown, 1973; Erway et al.,
1993� and it seems reasonable that genetic causes of hearing
loss would also exist in marine mammals. Whether the ani-
mals that were found with profound hearing loss had a
genetic predisposition for the condition is unknown.

V. CONCLUSIONS

�1� Evoked potential audiometry was used to assess the
hearing sensitivity of a population of bottlenose dolphins.

�2� Bottlenose dolphins experience progressive hearing
loss with age �presbycusis�, with the higher frequencies be-
ing affected first and males losing their hearing before fe-
males, as in humans.

�3� There may be genetic factors in an individual dol-
phin’s susceptibility to hearing loss.

�4� The potential for certain antibiotics to contribute to
cetacean hearing loss deserves continued investigation.

ACKNOWLEGMENTS

The authors thank R. Dear and C. Schlundt for invalu-
able help in data collection, M. Patefield for organizing most
of the dolphin tests, and the numerous animal training staff
of the United States Navy Marine Mammal Program that
assisted in the tests. S. Ridgway, D. Carder, and P. Moore
provided much helpful advice and technical assistance. Fi-
nancial support was provided by the Office of Naval Re-
search, Marine Mammal S&T Program and the SSC San
Diego In-house Laboratory, Independent Research program.

Adams, D. A., McClelland, R. J., Houston, H. G., and Gamble, W. G.
�1985�. “The effects of diazepam on the auditory brain stem responses,”
Br. J. Audiol. 19, 277–280.

Amos, D. E., and Koopmans, L. H. �1963�. Tables of the Distribution of the
Coefficient of Coherence for Stationary Bivariate Gaussian Processes
�Sandia Corporation, Livermore, CA�, p. 328.

Andre, M., Supin, A., Delory, E., Kamminga, C., Degollada, E., and Alonso,
J. M. �2003�. “Evidence of deafness in a striped dolphin, Stenella coeru-
leoalba,” Aquat. Mamm. 29, 3–8.

Aran, J. M., Erre, J. P., Lima da Costa, D., Debbarh, I., and Dulon, D.
�1999�. “Acute and chronic effects of aminoglycosides on cochlear hair
cells,” Ann. N.Y. Acad. Sci. 884, 60–68.

Begg, E. J., and Barclay, M. L. �1995�. “Aminoglycosides—50 years on,”
Br. J. Clin. Pharmacol. 39, 597–603.

Boettcher, F. A. �2002�. “Susceptibility to acoustic trauma in young and
aged gerbils,” J. Acoust. Soc. Am. 112, 2948–2955.

Brill, R. L., Moore, P. W. B., and Dankiewicz, L. A. �2001�. “Assessment of
dolphin �Tursiops truncatus� auditory sensitivity and hearing loss using
jawphones,” J. Acoust. Soc. Am. 109, 1717–1722.

Brillinger, D. R. �1978�. “A note on the estimation of evoked response,”
Biol. Cybern. 31, 141–144.

4098 J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 D. S. Houser and J. J. Finneran: Dolphin population-level hearing



Brown, K. S. �1973�. “Genetic features of deafness,” J. Acoust. Soc. Am.
54, 569–575.

Campbell, F. W., Atkinson, J., Francis, M. R., and Green, D. M. �1977�.
“Estimation of auditory thresholds using evoked potentials,” in Auditory
Evoked Potentials in Man. Psychopharmacology Correlates of Evoked
Potentials, edited by J. E. Desmedt �Karger, Basel�, pp. 68–78.

Corso, J. F. �1959�. “Age and sex differences in pure-tone thresholds,” J.
Acoust. Soc. Am. 31, 498–507.

Divenyi, P. L., Stark, P. B., and Haupt, K. M. �2005�. “Decline of speech
understanding and auditory thresholds in the elderly,” J. Acoust. Soc. Am.
118, 1089–1100.

Dobie, R. A. �1993�. “Objective response detection,” Ear Hear. 14, 31–35.
Dobie, R. A., and Wilson, M. J. �1989�. “Analysis of auditory evoked po-

tentials by magnitude-squared coherence,” Ear Hear. 10, 2–13.
Dobie, R. A., and Wilson, M. J. �1996�. “A comparison of t test, F test, and

coherence methods of detecting steady-state auditory-evoked potentials,
distortion-product otoacoustic emissions, or other sinusoids,” J. Acoust.
Soc. Am. 100, 2236–2246.

Dolphin, W. F., Au, W. W., Nachtigall, P. E., and Pawloski, J. �1995�.
“Modulation rate transfer functions to low-frequency carriers in three spe-
cies of cetaceans,” J. Comp. Physiol., A 177, 235–245.

Duquesnoy, A. J., and Plomp, R. �1980�. “Effect of reverberation and noise
on the intelligibility of sentences in cases of presbyacusis,” J. Acoust. Soc.
Am. 68, 537–544.

Erway, L. C., Willott, J. F., Arch, J. R., and Harrison, D. E. �1993�. “Ge-
netics of age-related hearing loss in mice: I. Inbred and F1 hybrid strains,”
Hear. Res. 65, 125–132.

Finneran, J. J., Carder, D. A., Schlundt, C. E., and Ridgway, S. H. �2005a�.
“Temporary threshold shift �TTS� in bottlenose dolphins �Tursiops trun-
catus� exposed to midfrequency tones,” J. Acoust. Soc. Am. 118, 2696–
2705.

Finneran, J. J., Dear, R., Carder, D. A., Belting, T., McBain, J., Dalton, L.,
and Ridgway, S. H. �2005b�. “Pure tone audiograms and possible antibi-
otic drug-induced hearing loss in the white whale �Delphinapterus leu-
cas�,” J. Acoust. Soc. Am. 117, 3936–3943.

Finneran, J. J., and Houser, D. S. �2006�. “Comparison of in-air evoked
potential and underwater behavioral hearing thresholds in four bottlenose
dolphins �Tursiops truncatus�,” J. Acoust. Soc. Am. 119, 3181–3192.

Fitzgibbons, P. J., and Gordon-Salant, S. �2001�. “Aging and temporal dis-
crimination in auditory sequences,” J. Acoust. Soc. Am. 109, 2955–2963.

Fitzgibbons, P. J., and Gordon-Salant, S. �2004�. “Age effects on discrimi-
nation of timing in auditory sequences,” J. Acoust. Soc. Am. 116, 1126–
1134.

Hall, J. W. �1979�. “Auditory brainstem frequency following responses to
waveform envelope periodicity,” Science 205, 1297–1299.

Helweg, D. A., Moore, P. W., Dankiewicz, L. A., Zafran, J. M., and Brill, R.
L. �2003�. “Discrimination of complex synthetic echoes by an echolocat-
ing bottlenose dolphin,” J. Acoust. Soc. Am. 113, 1138–1144.

Houser, D. S., and Finneran, J. J. �2006�. “A comparison of underwater
hearing sensitivity in bottlenose dolphins �Tursiops truncatus� determined
by electrophysiological and behavioral methods,” J. Acoust. Soc. Am.
120, 1713–1722.

Houser, D. S., Helweg, D. A., and Moore, P. W. B. �1999�. “Classification of
dolphin echolocation clicks by energy and frequency distributions,” J.
Acoust. Soc. Am. 106, 1579–1585.

Houser, D. S., Martin, S. W., Bauer, E. J., Phillips, M., Herrin, T., Cross, M.,
Vidal, A., and Moore, P. W. �2005�. “Echolocation characteristics of free-
swimming bottlenose dolphins during object detection and identification,”
J. Acoust. Soc. Am. 117, 2308–2317.

Hunter, K. P., and Willott, J. F. �1987�. “Aging and the auditory brainstem
response in mice with severe or minimal presbycusis,” Hear. Res. 30,
207–218.

Johnson, C. S. �1966�. “Auditory thresholds of the bottlenosed porpoise
�Tursiops truncatus, Montagu�,” U.S. Naval Ordnance Test Station, NOTS
TP 4178, China Lake, p. 28.

Johnson, R. A., Moore, P. W. B., Stoermer, M. W., Pawloski, J. L., and
Anderson, L. C. �1988�. “Temporal order discrimination within the dol-
phin critical interval,” in Animal Sonar Processes and Performance, edited
by P. E. Nachtigall and P. W. B. Moore �Plenum, New York�, pp. 317–321.

Kahlmeter, G., and Dahlager, J. L. �1984�. “Aminoglycoside toxicity—A
review of clinical studies published between 1975 and 1982,” J. Antimi-
crob. Chemother. 13, 9–22.

Macrae, J. H. �1971�. “Noise-induced permanent threshold shift and pres-
byacusis,” Audiology 10, 323–333.

Macrae, J. H. �1991a�. “Noise-induced permanent threshold shift and pres-
byacusis,” Aust. J. Audiol. 13, 23–29.

Macrae, J. H. �1991b�. “Presbycusis and noise-induced permanent threshold
shift,” J. Acoust. Soc. Am. 90, 2513–2516.

Mills, J. H., Boettcher, F. A., and Dubno, J. R. �1997�. “Interaction of
noise-induced permanent threshold shift and age-related threshold shift,”
J. Acoust. Soc. Am. 101, 1681–1686.

Moore, P. W. B., Pawloski, D. A., and Dankiewicz, L. �1995�. “Interaural
time and intensity difference thresholds in the bottlenose dolphin �Tursi-
ops truncatus�,” in Sensory Systems of Aquatic Mammals, edited by R. A.
Kastelein, J. A. Thomas, and P. E. Nachtigall �De Spil, Woerden�.

Nachtigall, P. E., Lemonds, D. W., and Roitblat, H. L. �2000�. “Psychoa-
coustic studies of dolphin and whale hearing,” in Hearing by Whales and
Dolphins, edited by W. W. L. Au, A. N. Popper, and R. R. Fay �Springer,
New York�, pp. 330–363.

Nachtigall, P. E., Supin, A. Y., Pawloski, J., and Au, W. W. L. �2004�.
“Temporary threshold shifts after noise exposure in the bottlenose dolphin
�Tursiops truncatus� measured using evoked auditory potentials,” Marine
Mammal Sci. 20, 673–687.

National Research Council �NRC� �1994�. Low-Frequency Sound and Ma-
rine Mammals: Current Knowledge and Research Needs �National Acad-
emy Press, Washington, DC�.

National Research Council �NRC� �2000�. Marine Mammals and Low-
Frequency Sound: Progress Since 1994 �National Academy Press, Wash-
ington, DC�.

National Research Council �NRC� �2003�. Ocean Noise and Marine Mam-
mals �National Academies Press, Washington, DC�.

Northern, J. L., and Downs, M. P. �1971�. “Recommended high-frequency
audiometric threshold levels �8000–18 000 Hz�,” J. Acoust. Soc. Am. 52,
585–595.

Pearson, J. D., Morrell, C. H., Gordon-Salant, S., Brant, L. J., Metter, E. J.,
Klein, L. L., and Fozard, J. L. �1994�. “Gender differences in a longitudi-
nal study of age-associated hearing loss,” J. Acoust. Soc. Am. 97, 1196–
1205.

Picton, T. W., Skinner, C. R., Champagne, S. C., Kellett, A. J., and Maiste,
A. C. �1987�. “Potentials evoked by the sinusoidal modulation of the am-
plitude or frequency of a tone,” J. Acoust. Soc. Am. 82, 165–178.

Popov, V., and Supin, A. �1990a�. “Electrophysiological studies of hearing
in some cetaceans and a manatee,” in Sensory Abilities in Cetaceans,
edited by J. A. Thomas and R. A. Kastelein �Plenum, New York�, pp.
405–415.

Popov, V. V., and Supin, A. �1997�. “Detection of temporal gaps in noise in
dolphins: Evoked-potential study,” J. Acoust. Soc. Am. 102, 1169–1176.

Popov, V. V., and Supin, A. Y. �1990b�. “Auditory brainstem responses in
characterization of dolphin hearing,” J. Comp. Physiol., A 166, 385–393.

Ridgway, S. H., and Carder, D. A. �1993�. “High-frequency hearing loss in
old �25+ years old� male dolphins,” J. Acoust. Soc. Am. 94, 1830.

Ridgway, S. H., and Carder, D. A. �1997�. “Hearing deficits measured in
some Tursiops truncatus, and discovery of a deaf/mute dolphin,” J.
Acoust. Soc. Am. 101, 590–594.

Stapells, D. R., Linden, D., Suffield, J. B., Hamel, G., and Picton, T. W.
�1984�. “Human auditory steady-state potentials,” Ear Hear. 5, 105–113.

Supin, A. Y., and Popov, V. V. �1995�. “Temporal resolution in the dolphin’s
auditory system revealed by double-click evoked potential study,” J.
Acoust. Soc. Am. 97, 2586–2593.

Supin, A. Y., and Popov, V. V. �2000�. “Frequency-modulation sensitivity in
bottlenose dolphins, Tursiops truncatus: Evoked-potential study,” Aquat.
Mamm. 26, 83–94.

Supin, A. Y., Popov, V. V., and Mass, A. M. �2001�. The Sensory Physiology
of Aquatic Mammals �Kluwer Academic, Boston, MA�.

Szymanski, M. D., Bain, D. E., Kiehl, K., Pennington, S., Wong, S., and
Henry, K. R. �1999�. “Killer whale �Orcinus orca� hearing: Auditory
brainstem response and behavioral audiograms,” J. Acoust. Soc. Am. 106,
1134–1141.

United States Department of Health and Human Services �1994�. “National
Health Interview Survey,” Series 10 �U.S. Dept. of Health and Human
Services, National Center for Health Statistics�.

United States Department of Health and Human Services �2005�. “Health,
United States, 2005 with chartbook on trends in the health of Americans,”
�United States Department of Health and Human Services, National Cen-
ter for Health Statistics, Hyattsville, MD�, p. 535.

Yuen, M. M. L., Nachtigall, P. E., Breese, M., and Supin, A. Y. �2005�.
“Behavioral and auditory evoked potential audiograms of a false killer
whale �Pseudorca crassidens�,” J. Acoust. Soc. Am. 118, 2688–2695.

J. Acoust. Soc. Am., Vol. 120, No. 6, December 2006 D. S. Houser and J. J. Finneran: Dolphin population-level hearing 4099



Modeling acoustic propagation of airgun array pulses recorded
on tagged sperm whales (Physeter macrocephalus)a)

Stacy L. DeRuiterb� and Peter L. Tyack
Biology Department, Woods Hole Oceanographic Institution, Woods Hole, Massachusetts 02543

Ying-Tsong Lin, Arthur E. Newhall, and James F. Lynch
Department of Applied Ocean Physics and Engineering, Woods Hole Oceanographic Institution,
Woods Hole, Massachusetts 02543

Patrick J. O. Miller
Sea Mammal Research Unit, University of St. Andrews, Fife KY16 8LB, Scotland

�Received 26 January 2006; revised 1 September 2006; accepted 13 September 2006�

In 2002 and 2003, tagged sperm whales �Physeter macrocephalus� were experimentally exposed to
airgun pulses in the Gulf of Mexico, with the tags providing acoustic recordings at measured ranges
and depths. Ray trace and parabolic equation �PE� models provided information about sound
propagation paths and accurately predicted time of arrival differences between multipath arrivals.
With adequate environmental information, a broadband acoustic PE model predicted the relative
levels of multipath arrivals recorded on the tagged whales. However, lack of array source signature
data limited modeling of absolute received levels. Airguns produce energy primarily below 250 Hz,
with spectrum levels about 20–40 dB lower at 1 kHz. Some arrivals recorded near the surface in
2002 had energy predominantly above 500 Hz; a surface duct in the 2002 sound speed profile helps
explain this effect, and the beampattern of the source array also indicates an increased proportion of
high-frequency sound at near-horizontal launch angles. These findings indicate that airguns
sometimes expose animals to measurable sound energy above 250 Hz, and demonstrate the
influences of source and environmental parameters on characteristics of received airgun pulses. The
study also illustrates that on-axis source levels and simple geometric spreading inadequately
describe airgun pulse propagation and the extent of exposure zones. © 2006 Acoustical Society of
America. �DOI: 10.1121/1.2359705�

PACS number�s�: 43.80.Nd, 43.20.Mv, 43.30.Dr �WWA� Pages: 4100–4114

I. INTRODUCTION

Airgun arrays are often used as sources of low-
frequency underwater sound for geophysical research and
exploration, especially by the oil industry. Airguns generate
sound by rapidly releasing compressed air from an airgun
cylinder, creating an oscillating air bubble that acts as a
source of loud, broadband impulsive sound. The oscillating
air bubble also produces a sequence of exponentially decay-
ing bubble pulses following the initial pulse �Parkes and Hat-
ton, 1986�. Airguns are generally deployed as horizontal pla-
nar towed arrays, minimizing the bubble pulses and directing
the main beam of low-frequency sound toward the seafloor
�Parkes and Hatton, 1986�. Airgun arrays are reported to
have theoretical on-axis �directly downward� signatures with
peak energy in the 10–200 Hz range, and far-field measure-

ments yield typical peak-to-peak source levels in the range
222–261 dB re 1 �Pa when corrected to a source range of
1 m, treating the full array as a point source �Richardson et
al., 1995�. During seismic surveys, a streamer of hydro-
phones is also generally towed to record sound reflected
from below the seafloor, and characteristics of these reflec-
tions are used to invert for bottom properties and map sub-
seafloor features �Barger and Hamblen, 1980; Caldwell and
Dragoset, 2000; Dragoset, 2000; Richardson et al., 1995�.
Although much of the acoustic energy produced by an airgun
array is in the frequency range below 250 Hz, both field
recordings and models of source spectra illustrate that air-
guns can produce significant energy at frequencies up to at
least 1 kHz �source energy at 1 kHz is about 40 dB re
1 �Pa2/Hz less than at 50 Hz �Blackman et al., 2004; Cald-
well and Dragoset, 2000; Goold and Fish, 1998��. Due to
their high source levels and their low frequency content, air-
gun array transmissions in suitable ocean environments have
been detected above background noise at distances of up to
3000 km �Nieukirk et al., 2004�.

The source level and frequency range of airgun pulses
have generated concern that they may adversely affect fish
and marine mammals. Airgun noise could produce adverse
effects by direct injury, for example by damaging the ani-
mals’ ears, or by less direct mechanisms, such as by masking

a�Portions of this work were presented in “Preliminary modeling of Dtag
acoustic arrivals from the Gulf of Mexico in 2002 and 2003,” Proceedings
of the Twenty-Third Gulf of Mexico Information Transfer Meeting, U.S.
Department of the Interior Minerals Management Service, Gulf of Mexico
OCS Region, 2005, and “Quantification and Acoustic Propagation Model-
ing of Airgun Noise Recorded on Dtag-tagged Sperm Whales in the Gulf
of Mexico,” Proceedings of the 16th Biennial Conference on the Biology
of Marine Mammals, San Diego, CA, December 2005.

b�Author to whom correspondence should be addressed. Electronic mail:
sderuiter@whoi.edu
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sounds or disrupting behavior. In terms of wildlife conserva-
tion, the primary concern regarding these alterations involves
questions about whether they could affect populations by re-
ducing survival, reproductive success, or foraging effective-
ness. Experiments have documented that exposure to airgun
pulses at close range can damage fish ears �McCauley et al.,
2003�, that fish catches are reduced during airgun surveys in
an area �Engås et al., 1996�, and that some marine mammals
may change their behavior in response to airgun exposure
�Engås et al., 1996; McCauley et al., 2003; Richardson et al.,
1995�.

One method for determining whether, and how, airgun
transmissions might affect marine mammals involves con-
trolled exposure experiments �CEEs�, in which animals are
observed pre-exposure and then exposed to a controlled level
of sound. A set of CEEs to measure the response of sperm
whales to airgun sounds took place during the Sperm Whale
Seismic Study �SWSS� in the Gulf of Mexico during Sep-
tember 2002 and June 2003 �Jochens and Biggs, 2003,
2004�. During the experiments, sperm whales were tagged
with a Dtag, an archival tag that records acoustic, depth, and
orientation information �Johnson and Tyack, 2003�. Tagged
whales were exposed to airgun array transmissions at ranges
from 1 to 13 km. The tags recorded whale movements and
vocalizations during the exposure as well as airgun sound
arrivals at a variety of source-whale ranges and whale
depths. Analysis of the effects of airgun exposure on sperm
whale foraging behavior in the Gulf of Mexico and determi-
nation of airgun received levels at the whales during these
two studies will be presented in two other papers �Miller et
al. �unpublished� and Madsen et al. �2006��. In this paper, we
study the acoustic propagation of airgun signals recorded on
Dtags with standard acoustic propagation models. We show
that seasonally and spatially variable environmental charac-
teristics play critical roles in determining spectra and levels
of airgun arrivals at the whales. Our results also show how
source directivity and a surface ducting effect may propor-
tionally increase the high-frequency content of airgun signals
arriving at whales near the surface compared to on-axis air-
gun spectra.

To put the discussion of our modeling techniques and
results in context, we have structured this article as follows.
Before addressing the CEEs of the Sperm Whale Seismic
Study �SWSS� in the Gulf of Mexico, we will begin by dis-
cussing the sound sources and receivers employed during the
experiments and the acoustic environment in which the
CEEs took place. We reiterate that there were two compo-
nents to the experiment, one that took place in September
2002 and one in June 2003, and we outline differences and
similarities between the 2 years. Next, we describe the field
experimental techniques and the acoustic models used to
analyze the data. We then present the modeling results for
each year. Finally, we discuss the implications and signifi-
cance of our work, emphasizing that near-surface receivers
may detect significant sound energy above 250 Hz in certain
conditions and that geometric spreading approximations,
which have traditionally been used to determine the extent of
marine animal exposure zones, are inadequate to describe
transmission loss in our study environments.

II. ACOUSTIC SOURCES, RECEIVERS, AND
ENVIRONMENT

A. Sound sources: Airgun arrays

In 2002, tagging operations were based on the R/V Gyre,
and the airgun source vessel was the M/V Speculator �the
coastal vessel Speculator was mounted aboard the deep-
water service vessel M/V Rylan T to allow work in deep-
water research areas�. The Speculator airgun array was a
tuned array 8 m long and 6 m wide, including 20 external
sleeve type airguns of various volumes for a total volume of
1680 in3. Figure 1 shows the configuration of the Speculator
array. During CEEs, the airgun array was towed at a nominal
depth of 6 m and fired every 15 s, with a ramp-up at the start
of each firing period during which the number of airguns
fired was gradually increased. In this study, we analyzed only
recordings of full-array airgun arrivals. The equivalent point-
source source level of the array, backcalculated from the on-
axis �directly downwards� theoretical far-field signature
�shown in Fig. 2�a��, was reported to be 258 dB re
1 �Pa@1 m �peak-peak� in the 3–800 Hz frequency band
�Jochens and Biggs, 2003�. Frequency notches in the spec-
trum of the theoretical far-field signature, which is shown in
Fig. 2�b�, indicate a Lloyd’s mirror effect.

Because sound from an airgun array will reflect at the
ocean surface �which is approximately a pressure-release
boundary�, a Lloyd’s mirror effect will occur, and airgun
pulse arrivals at distant �far-field� receivers will include, in
addition to the direct arrival, a 180-degree-phase-shifted,
surface-reflected arrival �Frisk, 1994�. This reflected arrival
is equivalent to the sound that would be received from a
virtual mirror image source located above the sea surface,
with approximately the same source amplitude as the airgun
array but with opposite polarity �the exact mirror source am-
plitude depends on sea-surface roughness and source fre-
quency �Jovanovich et al., 1983��. Interference between the
direct pulse and the surface reflection affects the time and
frequency structure of pulses recorded at distant receivers,
lengthening the pulse and introducing frequency nulls into
the source spectrum �Caldwell and Dragoset, 2000; Parkes
and Hatton, 1986�. The effect varies with airgun array tow
depth: as tow depth increases, frequency nulls occur at more

FIG. 1. Configuration of the M/V Speculator airgun array, used in the 2002
experiment. Numbers inside individual airguns indicate the displacement �in
cubic inches� of each gun.
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closely spaced intervals in the source spectrum, and source
pressure amplitude increases at frequencies below 100 Hz
�Parkes and Hatton, 1986�.

The beampattern of a planar array composed of identical
point sources has grating lobes when the spacing between
array elements, d, is greater than � /2 �where � is source
wavelength�. The grating lobes are centered at angles � from
the acoustic axis such that n�=d sin��� �where n
=1,2 ,3 , . . .� �Tipler and Llewellyn, 2003�. For the Specula-
tor array, the spacing between airgun clusters was about 3 m
in the x dimension �along the bow-stern axis of the source
vessel� and about 6 m in the y dimension �perpendicular to
the bow-stern axis of the source vessel�. Therefore, the array
beampattern should have grating lobes for source frequencies
above approximately 250 Hz in the x-z plane and approxi-
mately 125 Hz in the y-z plane �assuming a sound speed of
1500 m/s�, although array shading will affect the pattern of
grating lobes somewhat �Urick, 1975�. The presence of grat-
ing lobes in the array beampattern at higher frequencies in-
creases the proportion �but not the absolute amount� of
higher-frequency energy transmitted by the array at launch
angles close to parallel to the sea surface. Detailed modeling
of the Speculator array beampattern will be presented later in
the paper, and will include the Lloyd’s mirror effect from
sea-surface reflection as well as the effects of array geometry
mentioned here.

The Fresnel zone or near field of an acoustic array ex-
tends to a range of about D2 /�, where D is the array dimen-

sion �length or width� and � is sound wavelength �Clay and
Medwin, 1977�. Assuming a sound speed of 1500 m/s, the
far field of the Speculator array begins about 2 m from the
source at 50 Hz and about 85 m from the source at 2 kHz.
All airgun pulses used in this study were recorded in the far
field.

In 2003, tagging operations and visual and acoustic
monitoring were based on the R/V Maurice Ewing, and the
airgun source vessel was the M/V Kondor Explorer. The
Kondor array was a tuned array, 15 m long and 10 m wide,
with 31 guns of various sizes for a total volume of 3090 in3.
Only 28 of the guns were active during the experiment, mak-
ing the total volume of the active guns 2590 in3. Figure 3
shows the configuration of the array. The private geoservice
firm PGS Exploration �Walton-on-Thames, Surrey, UK� pro-
vided the on-axis theoretical far-field signature of the array
�shown in Fig. 4�. Backcalculating from the signature, the
equivalent point-source source level was 261 dB re
1 �Pa@1 m �peak-peak� in the 3–218 Hz frequency band.
During CEEs, the airgun array was towed at a nominal depth
of 7.5 m and fired every 15 s, with a ramp-up at the start of
each firing period during which the number of guns fired was
gradually increased to 28. In this study, we analyzed only
recordings of full-array airgun arrivals. Like the Speculator
array, the Kondor array source signature is also affected by a
Lloyd’s mirror effect. The Kondor array beampattern should
also have grating lobes for source frequencies above approxi-
mately 375 Hz in the x-z plane and approximately 75 Hz in
the y-z plane �calculated as explained earlier for the Specu-
lator array, only using airgun cluster spacings of 2 m in the x
dimension and 10 m in the y dimension�, again increasing
the proportion of higher-frequency energy transmitted by the
array at launch angles close to parallel to the sea surface. The
Fresnel near field of the Kondor array begins at about 8 m
from the array at 50 Hz and 300 m from the array at 2 kHz
�calculated as above for the Speculator array�. Again, all air-
gun pulses used in this study were recorded in the far field.

B. Receivers: Dtags

Sperm whales �Physeter macrocephalus� were tagged
with Dtags, digital archival tags that record acoustic, depth,

FIG. 2. �a� On-axis theoretical source signature of the M/V Speculator
airgun array and �b� its amplitude spectrum. Both plots are extracted from
Jochens and Biggs �2003�.

FIG. 3. Configuration of the M/V Kondor airgun array, used in 2003 experi-
ment. Numbers inside individual airguns indicate the displacement �in cubic
inches� of each gun.
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and animal orientation data �Johnson and Tyack, 2003�. Ori-
entation data recorded by the tag can be combined with vi-
sual tracks to derive an estimate of the position of the tagged
whale �Zimmer et al. 2005�. Two versions of the Dtag were
used in the experiments. In 2002, Dtagl tags were used.
Dtagl recorded audio at a sampling rate of 32 kHz �12 bit
resolution�, with flat frequency response �±3 dB� between
400 Hz and 10 kHz and clip level of 155 dB re 1 �Pa �0-
peak�. Filtering was applied to postemphasize the audio re-
cordings at low frequencies. With postemphasis, the fre-
quency response was flat �±1.5 dB� from 60 Hz to 12 kHz.
Dtagl also recorded data from three-axis accelerometers and
magnetometers, ambient pressure �depth�, and temperature at
a sampling rate of 48 Hz. In 2003, both Dtagl and Dtag2 tags
were used, but only Dtag2 data were analyzed in this study.
Dtag2 recorded audio at a sampling rate of 96 kHz �16 bit
resolution�, with flat �±1.5 dB� frequency response between
400 Hz and 45 kHz and clip level of 193 dB re 1 �Pa �0-
peak�. Filtering was applied to postemphasize the audio re-
cordings at low frequencies. With postemphasis, the fre-
quency response was flat �±1.5 dB� from 50 Hz to 45 kHz.
Dtag2 also recorded data from three-axis accelerometers and
magnetometers, ambient pressure �depth�, and temperature at
50 Hz. Figure 5 shows the sensitivity curves of Dtagl and
Dtag2. Both Dtagl and Dtag2 measured temperature near the
crystal used to control clock speed of the tag. Their ther-
mistors did not measure ambient water temperature.

C. Ocean and ocean acoustic environment

The CEE components of the SWSS in the Gulf of
Mexico were performed in September 2002 and July 2003,
and we analyzed data from one exposed whale per year. Fig-
ure 6 shows the study areas where the data modeled in this
study were collected. On September 11, 2002, the modeled
CEE took place on a bathymetric slope of about 1.5° in the
west Mississippi Canyon region, in an area where the water
depth varies from 400 to 800 m. On June 13, 2003, the mod-

eled CEE took place in the Mississippi Canyon, in an area
where the bathymetry is locally flat and the water depth is
about 800 m.

During the CEE cruises in both years, CTD �conductiv-
ity, temperature, depth� and XBT �expendable bathythermo-
graph� casts were made periodically to estimate the sound
speed profile �Jochens and Biggs, 2003, 2004�. For acoustic
modeling of 2002 airgun pulses, we chose one XBT profile
from the 2002 data set, closest to the experiment site and the
airgun exposure time. The profile �Fig. 7�a�� indicates a 40 m
thick mixed layer below the sea surface, which created a
strong surface duct that trapped high-frequency sound and
allowed it to propagate with little transmission loss �Urick,
1975�. All sound speed profiles taken from the CTD and
XBT casts in 2002 showed a similar surface duct. For acous-
tic modeling of 2003 airgun pulses, we averaged data from
two CTD profiles taken near the experiment site to obtain
our sound speed profile. Unlike the 2002 sound speed profile,
the 2003 profile did not include a strong surface duct �Fig.
7�b��.

No bottom surveys were conducted during the CEE
cruises, but marine geology and geoacoustic reports near the
experiment areas are available to help establish the geoa-
coustic bottom model. According to the NGDC Seafloor
Surficial Sediment �Deck41� Database �http://
www.ngdc.noaa.gov�, the dominant lithological component
of the surficial seafloor in the CEE areas is clay, and the
secondary lithological component is silt. The ratio of bottom
sound speed to water sound speed at the seafloor should be
about 0.995, a typical value for silty-clay sediments �Hamil-
ton, 1980�.

A chirp sonar subbottom survey during the Littoral
Acoustic Demonstration Center experiment in August 2001
�Turgut et al., 2002� was conducted in the same area as the
2002 modeled CEE, and sound speed and density profiles
from that report are reproduced in Fig. 8�a�. Comparing the
ocean bottom sound speed to the water sound speed, as
shown in Fig. 7�a�, confirms that the sound speed ratio at the
2002 study site matches the ratio typical of silty-clay sedi-

FIG. 4. �a� On-axis theoretical source signature of the M/V Kondor airgun
array and �b� its amplitude spectrum �0–250 Hz�. Both plots were provided
by PGS Exploration �Walton-on-Thames, Surrey, UK�.

FIG. 5. Frequency response of acoustic sampling of Dtags 1 and 2.
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ments. Figure 8�b� shows reflection coefficient versus graz-
ing angle on the seafloor at the site of the 2002 modeled
CEE, calculated with the acoustic modeling package OASES

�Schmidt, 2004� using data on bottom properties from Turgut
et al. �2002�. For acoustic modeling of the 2002 CEE, we
adopted a smoothed version of Turgut’s seafloor sound speed
and density profiles.

We did not find data on the bottom properties at the site
of the 2003 modeled CEE in the literature; the closest de-
tailed studies of the sea floor were conducted in 2003 on
Mississippi Canyon Block 798 �about 20 km from the 2003
CEE site, but on the opposite side of the canyon; see Fig. 6�

�McGee et al., 2003�. Geresi et al. �2005� applied a migra-
tion velocity analysis to McGee and colleagues’ seismic re-
flection data and obtained the bottom sound speed to 600 m
depth, which is reproduced in Fig. 9�a�. The sound speed
ratio between the top layer of the bottom and deep water
�shown in Fig. 7�b��, 0.993, is typical of silty-clay sediments.
Figure 9�b� shows the bottom reflection coefficient as a func-
tion of frequency and grazing angle on the seafloor at the site
of the 2003 modeled CEE, calculated with the acoustic mod-
eling package OASES �Ocean Acoustics and Seismic Explo-
ration Synthesis� �Schmidt, 2004� using bottom properties
from Geresi et al. �2005�. We used Geresi’s seafloor sound
speed profiles to model the 2003 CEE data.

We applied Hamilton’s regression equations to the se-
lected bottom profiles to estimate the bottom density �Hamil-
ton, 1978� at the 2003 study site and the bottom attenuation
�Hamilton, 1972� at both sites.

III. METHODS

A. Experiments

Dtags were deployed by approaching sperm whales at
the surface in a small inflatable boat, then using a long pole
to place the tag atop a whale’s back, where it attached with
suction cups. The tags were positively buoyant and pro-
grammed to release from the whales after a maximum re-
cording time of 12 h �Dtagl� or 16 h �Dtag2�, at which point
they floated to the surface and were located and recovered
with the help of a built-in radio beacon. Since the tags were
attached to the whales, it is possible that shadowing by the
whales’ bodies might have affected recorded airgun pulses.

FIG. 6. Sites of airgun operations
measured in 2002 and 2003. Upper
panel: Location of the study areas.
Lower panel: Detail of the 2002 and
2003 study sites �boxes� and loca-
tions where data on bottom proper-
ties were collected by Turgut et al.
�2002� and Geresi et al. �2005�
�stars�.

FIG. 7. Sound speed profiles for 2002 �left� and 2003 �right� used for acous-
tic modeling.
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However, body shadowing should have negligible impact on
the timing of pulse arrivals, and only minor influence on
relative levels at the frequencies we studied. In fact, body
shadowing would have a greater effect in reducing high fre-
quencies than low, which would only reduce the surface
ducting effect described in this study. In 2002, one whale
underwent a CEE on September 10, and three simultaneously
tagged whales underwent a CEE on September 11. In 2003,
CEEs were performed on individual tagged whales on June
13 and 22, and two simultaneously tagged whales underwent
a CEE on June 14. Each CEE lasted about 1 h, and was
preceded and followed by tagged control periods with no
airgun exposure. Visual observers on the observation vessel
tracked the tagged whales using reticle-binoculars and the
radio-beacon in the tag. A derived three-dimensional �3D�
track for the entire tag attachment period, estimated to be
accurate to ±0.5 km, was calculated using dead-reckoning
based on the orientation sensors and the visual locations
�Johnson and Tyack, 2003; Madsen et al. �2006��. Horizontal
ranges between the airgun arrays and the whales were calcu-
lated to the nearest 0.1 km using the derived tracks.

In this study, we modeled airgun arrivals recorded on

one tagged whale each year �whale sw02_254b, tagged on
September 11, 2002, and whale sw03_164a, tagged on June
13, 2003�. Table I presents the exact durations and timing of
the tag deployments that included the modeled CEEs. During
the 2002 exposure, source-whale range varied from 5.4 to
12.0 km, and water depth varied from 600 to 800 m. During
the 2003 exposure, source-whale range varied from 11.0 to
12.0 km, and water depth was about 800 m. Figure 10 shows
the locations of the airgun source vessels and tagged whales
during the modeled exposures, along with the bathymetry of
each study area.

B. Acoustic models

1. Normal mode model for determination of the cutoff
frequency

Surface ducts are shallow �generally less than 100 m
deep�, so only higher-frequency �shorter-wavelength� sound

FIG. 8. �a� Bottom sound speed and density profiles for the 2002 study area.
The solid lines are the geoacoustic inversion results from wideband
�2–12 kHz� chirp sonar data obtained from a Littoral Acoustic Demonstra-
tion Center experiment on the east of the Mississippi Canyon in 2001 �Tur-
gut et al., 2003�. The dotted lines are fitted curves. �b� Corresponding re-
flection coefficient contour �grazing angle vs frequency� for the 2002 study
area. The corresponding density and attenuation profiles were calculated
using Hamilton’s regression equations �Hamilton, 1972, 1978�.

FIG. 9. �a� Bottom sound speed profile for the 2003 study area. The sound
speeds were obtained by applying the migration velocity analysis to reflec-
tion seismic data on Mississippi Canyon Block 798 �Geresi et al., 2005�. �b�
Corresponding reflection coefficient contour �grazing angle vs frequency�
for the 2003 study area. The corresponding density and attenuation profiles
were calculated using Hamilton’s regression equations �Hamilton, 1972,
1978�.

TABLE I. Duration and timing of modeled tag deployments and CEEs in
2002 and 2003.

Date Whale ID Tagged time Airgun exposure time

9/11/2002 sw02_254b 10:28–22:52 12:16–14:20
6/13/2003 sw03_164a 09:48–23:20 18:26–19:26
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is trapped and propagates efficiently in surface ducts �Urick,
1975�. The cutoff frequency of a surface duct is the approxi-
mate frequency below which sound is not trapped in the
duct. Cutoff frequency is approximate because sound below
the cutoff frequency may be only partially trapped in the duct
�a “leaky duct”�, and sound may need to be significantly
above the cutoff frequency for maximal trapping to occur. To
estimate the cutoff frequency of the surface duct in our 2002
study area, we performed a series of KRAKEN normal mode
model runs �Porter, 1995� at five frequencies ranging from
50 to 1600 Hz. We used the model output to determine the
mode number n and modal eigenvalue kn for the lowest-
numbered mode trapped in the duct at each frequency �a
mode was considered trapped if it had high intensity in the
duct, and exponentially decaying intensity below the duct�.
Then, to determine whether mode n would propagate, we
calculated its mode-propagation cutoff frequency, �n �the
frequency above which at least n modes will propagate�.
Trapped modes with �n less than the frequency of the
KRAKEN model run that generated them would propagate.
We estimated �n according to Frisk �1994�:

�n = kznc , �1�

where

kzn =���

c
�2

− kn
2, �2�

� is radian frequency and c is sound speed. We used
1543 m/s for sound speed in the calculations �see Fig.
7�a��. This procedure determined whether or not the

trapped modes would propagate in the duct at each fre-
quency tested, and therefore allowed us to estimate the
cutoff frequency of the surface duct as the lowest fre-
quency at which the trapped modes would propagate.

2. Airgun array beampattern model

An airgun array usually contains airgun elements with
different volumes, which produce sound pulses with different
amplitudes, damping rates and bubble pulse periods �Zi-
olkowski, 1970�. This variability makes airgun array signa-
ture modeling complex and difficult. One can estimate the
signature from near-field measurements of an airgun array
�Ziolkowski et al., 1982, 1997; Laws et al., 1998�, but during
the CEEs we studied, no near-field measurements of airgun
pulses were made. An alternative way to estimate the signa-
ture of an airgun array is to treat each element as a monopole
source and consider the geometric configuration of the array.
The volume of every element in the Speculator and Kondor
arrays was known, and since the amplitude of an airgun el-
ement is approximately proportional to the cube-root of its
volume, we could estimate the relative amplitude of the ele-
ments in each array �Caldwell and Dragoset, 2000�. We mod-
eled the array according to the following normalized formu-
lation in a free space bounded by the sea surface

S�x�,�� = �
i

�i
1/3e−jkwRi

Ri
+ �

i

�− 1��i
1/3e−jkwRi�

Ri�
, �3�

where x� is the position of the receiver, � is the acoustic
frequency, kw=� /c is the acoustic wave number in water

FIG. 10. The left column contains information related to the controlled exposure experiment on September 11, 2002, and the right column contains
information on the controlled exposure experiment on June 13, 2003. Top panels: Airgun array source vessel �dotted lines� and tagged sperm whale �solid
lines� locations during the two modeled airgun exposures. Arrowheads indicate direction of travel. The x and y axis values indicate distance in km from
approximate centers of the study locations: 28.600°N, 89.070°W �2002� and 28.380°N, 89.520°W �2003�. Middle panels: Dive profiles of the tagged whales
during the modeled exposures. Asterisks indicate the time of firing of modeled airgun pulses. Lower panels: Range from the airgun source vessels to the tagged
whales during the modeled exposures.
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�where c is the sound speed, 1500 m/s�, �i is the volume of
ith airgun element, and Ri is the distance from the receiver
to the ith airgun element. In the second term, the �−1�
indicates the contribution from the virtual “mirror image
source” due to the Lloyd’s mirror effect of the sea surface
�modeled as a pressure release boundary�, and Ri� is the
distance from the receiver to the image source of the ith
airgun element. Therefore, our airgun array beampattern
model includes both the effects of array geometry and the
Lloyd’s mirror effect caused by sea-surface reflection. Us-
ing this model, we calculated the acoustic pressure at a
certain radius from the array and normalized it to obtain
an estimate of the source beampattern. The airgun ele-
ments in this model were treated as monopole sources
with a single impulse, while real airgun pulses include a
series of bubble pulses �Ziolkowski, 1970�. However, the
model could still predict the locations of spatial and fre-
quency notches in the airgun array beampattern, since
notch locations are mainly determined by the geometric
configuration of the array �Parkes and Hatton 1986, Tipler
and Llewellyn 2003�.

3. Acoustic ray-tracing model

In this study, we modeled range-dependent acoustic
propagation but considered only reflection from the sea-floor
and sea-surface boundaries and refraction due to soundspeed
variations. We used the ray-tracing program RAY �Bowlin et
al., 1992�, which can deal with a range-dependent environ-
ment, to calculate sound propagation paths and travel times
of the airgun pulses recorded during the modeled CEEs. The
fundamental theory underlying RAY is well known; the
reader interested in more detail is referred to the relevant
literature �e.g., Bowlin et al., 1992; Jensen et al., 1994�.

4. Broadband acoustic propagation modeling

To model the transient airgun pulse signals recorded on
Dtags in the CEEs, we developed a two-dimensional �2D�
broadband range-dependent acoustic propagation program
based on Fourier synthesis �Jensen et al., 1994�. The model,
described below, can compute received sound pulses over a
specified bandwidth at a single position.

The Fourier pulse synthesis technique is based on the
Fourier transform of the continuous wave frequency-domain
response multiplied by the spectrum

p�r,z,t� =
1

2�
	

−�max

�max

S��̄�H�r,z,��e−j�td� , �4�

where p�r ,z , t� is the pressure signal of a sound source re-
ceived at the position �r ,z� on a vertical plane, which also
includes the source; r is horizontal range; and z is depth.
S��� is the source spectrum with a finite bandwidth 2�max,
and H�r ,z ,�� is the frequency response of a monopole
source at a frequency �. In our program, H�r ,z ,�� is cal-
culated by the existing time-harmonic acoustic model
RAM �range-dependent acoustic model�, a parabolic equa-
tion �PE� model developed by Michael D. Collins at the
Naval Research Laboratory in Washington, DC �Collins,
1993�. Discretizing the transform Eq. �4�, we obtain

�
m=−�

�

p�r,z,k�t + mT�

=
��

2�
�

n=−�N/2−1�

N/2

�S���H�r,z,n���

	e−jt0n���e−j�2�nk�/N, �5�

where on the right hand side, the frequency within a finite
bandwidth is discretized as N samples with values n��, with
n= �N /2−1�
N /2. On the left-hand side, the time within a
finite window T�=1/��� is sampled at k�t, with k
=1,2 ,3 . . .N. The sampling rate must obey the Nyquist cri-
terion, or aliasing will occur in the frequency domain. Simi-
larly, discretization in the frequency domain can cause wrap-
around in the time domain if �� is too large, with m �on the
left-hand side of the equation� being the index of the period-
icity of the discretized time-domain signal. To minimize the
wrap-around effect while keeping �� large enough for rea-
sonable computation time, we applied complex frequency
integration �Malick and Frazer, 1987; Jensen et al., 1994�. If
N is an integer power of two, the fast Fourier transform
algorithm is efficient for evaluating the summation.

For all model runs, we placed an artificial absorbing
layer in the sediments to prevent sound energy from being
reflected or refracted back to the water from the deep bottom.
The sound source in our model runs was a bell-shaped single
pulse, containing most of its energy in the frequency band
from 0 Hz to three times its central frequency. Mathemati-
cally, this pulse can be represented as

s�t� = 0.75 − cos 2�fct + 0.25 cos 4�fct, 0 
 t 
 T = 1/fc,

�6�

where fc is the center frequency. We used fc=250 Hz. The
model source does not accurately represent the output of
an airgun array, but the resulting model output can still
predict the arrival time pattern measured at the receiver.
Because the low-frequency flow noise is very high in the
2002 Dtag record, and the model source produces 95% of
its energy in the 0–600 Hz frequency band, we bandpass
filtered the 2002 data and model results from 100 to
600 Hz before comparing them.

IV. RESULTS

A. 2002 experiment and model results

Figure 11 shows the wave form and spectrogram of two
airgun pulses from the 2002 experiment, recorded on the
same whale near the surface �at 24 m depth� and in deep
water �at 420 m depth�. There are three clear arrivals in the
pulse recorded at 24 m depth. The spectrogram shows that
the first arrival contains significant high-frequency energy
but almost no energy below 250 Hz. In the pulse recorded at
420 m depth, two strong whale clicks appear at 0.12 and
0.56 s �reduced arrival time�, followed by their echoes. Five
arrivals from the airgun pulse also can be seen. The first two
weak arrivals at 0.25 and 0.32 s contain only high frequency
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energy. The last arrival, at 0.6 s, overlaps with the echo of
the second whale click. Spectrograms from both depths also
show high level, low frequency flow noise.

The first airgun arrivals recorded when the whale was
near the surface lacked low-frequency energy because of the
high-pass filtering effect of the surface duct �Fig. 7�. Figure
12 shows a plot of RAM parabolic equation model output
�transmission loss as a function of range and depth for a
600 Hz source�, illustrating the surface ducting effect. Based
on our normal mode model runs, we estimated that the cutoff
frequency of the surface duct in the 2002 sound speed profile
was about 250 Hz, which agrees well with the cutoff fre-
quency shown in the data �Fig. 11�. Grating lobes in the
airgun array beampattern can also channel energy to near-
horizontal launch angles from the array, and thus into the
surface duct. Modeling the beampattern of the Speculator
source array at 7 m depth showed that grating lobes �due to
both array geometry and sea-surface reflection� start emerg-
ing at 120 Hz, an octave below the duct cutoff frequency.
Figure 13 shows examples of the Speculator airgun array
beampattern at six frequencies from 50 to 650 Hz. Our
beampattern model predicts frequency notches occurring in
the downward direction at 107 and 214 Hz, in good agree-
ment with the predicted amplitude spectrum of the on-axis
airgun array signature �see Fig. 2�b��. At 650 Hz, the energy

FIG. 11. The wave form and spectrogram of two airgun pulses recorded on
the Dtag when the tagged whale was at �a� 24 m depth and �b� 420 m depth
during the 2002 experiment. Arrows indicate the airgun arrivals. The intense
broadband signals at about 0.12 s and about 0.56 s �both followed by their
echoes� are clicks produced by the tagged whale.

FIG. 12. Transmission loss as a function of range and depth for a 600 Hz
omnidirectional point source at 7 m depth in the 2002 study environment.
The sea floor is indicated by a solid black line.

FIG. 13. The modeled beampattern of the M/V Speculator airgun array at
several frequencies, in a vertical plane along the towing direction. Modeled
beampattern includes the effects of sea-surface reflection as well as array
geometry, as noted in the text. The airgun array was 7 m below the sea
surface for consistency with the modeled source signature �Fig. 2�. Launch
angles were measured relative to a line extending from bow to stern, and a
3D normalized beampattern was calculated at each frequency. �Because the
figure shows 2D beampatterns, the maximum plotted beampattern levels
may be less than 0 dB if the maximum-amplitude lobe of the beampattern
occurred outside the plane plotted in this figure.�
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emitted by the array at near-horizontal launch angles is even
greater than in the downward direction. The model also il-
lustrates that, even at frequencies where the greatest propor-
tion of sound is directed toward the sea floor �e.g., 160 Hz�,
sound carried by the sidelobes �at launch angles closer to the
horizontal� is only 20 dB lower than that in the main,
downward-directed lobe �see Fig. 2�b��.

The modeling of the pulse arrivals, including the eigen-
ray arrival time at 7.4 km range and various depths, is shown
in Fig. 14�a�. The corresponding ray labels are also included;

the labels consist of a “B” for every bottom reflection, an “S”
for each reflection at the sea surface, and an “R” to indicate
refraction in the water column. For example, a BS ray leaves
the source, bounces off the bottom, reflects at the surface,
and finally arrives at the receiver, and a BSB ray is like a BS
ray with one more bottom bounce before arriving at the re-
ceiver. The pulse arrivals calculated from the broadband
model arrive exactly when the ray-tracing model predicts,
except in the case of the diffractive arrivals near the surface
and the surface duct leakages, where ray theory fails �Frisk,
1994�. The eigenray paths are also calculated and shown in
Fig. 14�b� for two selected depths, 25 and 400 m. The first
arrival at the 25 m-depth receiver travels in the surface duct,
in concordance with our observation that the first arrival has
little low-frequency energy. The BSB and BSBS eigenray
paths also produce pulses at the 25 m receiver depth; how-
ever, they arrive almost at the same time and combine into a
single pulse. Figure 14�a� also shows that as the receiver
goes deeper, the pulses traveling along BSB and BSBS ray
paths separate, and the grazing angles of the bottom bounces
of these two rays also change. The reflection coefficient con-
tour for 2002 �Fig. 8�b�� shows that the BSBS ray �grazing
angle 24°� has more bottom loss than the BSB ray �grazing
angle of 18°�, explaining the difference in amplitudes of the
BSB and BSBS rays �Figs. 14�a� and 15�. A plot of eigenrays
to the 400 m receiver is shown in Fig. 14�b�; as shown in
Fig. 14�a�, the BR ray path arrives at the receiver almost at
the same time as the BS ray. Ray trace output also shows that
BR rays can arrive at a receiver at 7.4 km range only above
560 m depth. Below that, only BS rays can reach. Con-
versely, BR and not BS rays arrive at receivers at depths
shallower than 330 m.

Figure 14�a� also shows surface duct leakage and the
diffractive arrivals. Sound energy leaks from the surface duct
due to diffraction and scattering at the boundaries of the duct
�Weston et al., 1991�. Since the propagation model we used
does not account for interface roughness at the boundaries of
the duct, the leakage seen in our modeling results is due only
to diffraction. Sound energy trapped in a surface duct and
subject to leakage has been previously described, from a
modal sound propagation perspective, as a virtual mode �La-
bianca, 1972�. When such a virtual mode occurs, some sur-
face ducted energy continuously seeps from the duct, but
remains trapped in the waveguide as a whole. The leakages
eventually return to the duct after bouncing off the bottom or
refracting in the water column �Porter and Jensen, 1993�.
Figure 14�a� shows two arrivals resulting from surface duct
leakages; the second of those arrivals actually leaks from the
duct first, but undergoes a bottom bounce before arriving at
the whale. The broadband PE model also predicts that a re-
ceiver in the surface duct will detect diffractive arrivals �Fig.
14�a�; Murphy and Davis, 1974�. Unlike the surface duct
leakages, diffractive arrivals in the duct are from an upward-
directed ray that is below the duct. As shown in Fig. 14�b�,
the ray in question is the ultimate BR ray, which has a turn-
ing point closer to the base of the surface duct than any other
BR ray. The ray turns down at the lower bound of the surface
duct �a local maximum in the sound speed profile�, and some
of its energy enters the duct.

FIG. 14. �a� Modeled wave forms �blue traces� and eigenray arrival times
�highlighted by black circles� at 7.4 km range and various depths in 2002.
Ray labels are as follows: B indicates a bottom reflection, S indicates a
surface reflection, and R indicates refraction in the water column. �b� Mod-
eled eigenray paths �thick black lines� to receivers at 25 m and 400 m depth
and sound propagation paths �thin green lines� for the 2002 experiment. The
dashed line in the 25 m depth panel is the ultimate BR ray with the shal-
lowest turning point.
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A comparison of wave forms from the Dtag records and
the broadband model results is shown in Fig. 15. As shown
in Fig. 15�a�, the timing and relative amplitudes of modeled
arrivals match the data very well for a receiver at 7.4 km
range and 24.3 m depth. The broadband model also provides
very good results compared with the Dtag data at 8.6 km
range and 420 m depth, where the relative differences be-
tween the surface duct leakages and the single bottom
bounce pulses are especially well described.

B. 2003 experiment and model results

Figure 16 shows the wave form and spectrogram of a
typical airgun pulse recorded on a tagged whale 11.2 km
from the source at 450 m depth �the intense broadband sig-
nals at about 0.4 and 0.9 s are clicks produced by the tagged
whale�. The spectrogram illustrates that, in contrast to the
2002 data, all arrivals from the airgun pulse contain mainly
low-frequency energy �below 500 Hz, and concentrated be-
low 200 Hz�. Because the sound speed profile for the mod-
eled 2003 CEE did not include a significant surface duct,
high-frequency sound did not undergo ducted propagation to

the tagged whale near the surface, but rather reached the
whale after reflecting from the bottom and the sea surface
�see Fig. 17�b��.

The modeled pulse arrivals and eigenray arrival times at
11.2 km range and various depths are shown in Fig. 17�a�.
The eigenray paths for receivers at 150 and 450 m depth are
also shown in Fig. 17�b�. As they did in the 2002 model runs,
the ray and broadband models predicted nearly identical air-
gun pulse arrival times. The modeled arrival times match
fairly well with the data �Figs. 18 and 19�. Figure 17�a�
shows that the first airgun arrival at 150 m depth is a BR ray,
while that at 450 m depth is a BS ray, because no BR rays
arrive at receivers below about 200 m depth at 11.2 km
range. Figure 17 also indicates that the third-arriving rays
undergo one more surface reflection than the second-arriving
rays, which explains why the third arrivals �shown in Fig.
18� are about 180° out of phase with the second arrivals
�Frisk, 1994�.

Figure 19 shows a wave form comparison between the
Dtag records and the broadband PE model results for a re-
ceiver at 450 m depth and 11.2 km range. These model re-
sults did not match the data as well as the 2002 model results
because our information about bottom characteristics was
less precise for the 2003 site, as will be clarified further in
the discussion section.

V. DISCUSSION AND CONCLUSIONS

Most reviews on the effects of airgun array pulses on
marine life have accepted the assumption that airgun noise is
limited to low frequencies, and have concentrated on species
thought to have good low-frequency hearing �Caldwell,
2002; Popper et al., 2004; Richardson et al., 1995�. We
found that animals located near the surface when surface-
ducting conditions are present may be exposed to measurable
levels of airgun sound above 500 Hz. The surface ducting
effect described here means that even animals with poor low-
frequency hearing �for example, dolphins and other small
odontocetes� could potentially detect and be affected by air-

FIG. 15. Wave form comparison between the 2002 Dtag recordings and
broadband model results for a receiver at �a� 7.4 km range and 24.3 m depth
and �b� 8.5 km range and 420 m depth. All wave forms were bandpass
filtered between 100–600 Hz, as described in Sec. III. Ray path labels are as
follows: B indicates a bottom reflection, S indicates a surface reflection, SD
indicates a surface ducted arrival, SDL indicates a surface duct leakage, and
Df indicates diffraction in the water column.

FIG. 16. The wave form and spectrogram of an airgun pulse recorded on the
Dtag when the tagged whale was at 450 m depth and 11.2 km range during
the 2003 experiment. Arrows indicate airgun arrivals. The intense broadband
signals at about 0.4 and 0.9 s are clicks produced by the tagged whale.
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gun noise. However, we did not observe the surface ducting
effect in all environmental settings, which underscores the
influence of temporally and spatially variable oceanographic
conditions on acoustic propagation. The received level of
airgun pulses clearly depends not only on source-receiver
range and on-axis airgun array source level, but also on array
beampattern, sound speed profile, bathymetry, and bottom
properties.

Our ability to model the absolute intensity of airgun
pulses at the whales was limited by incomplete data in a few
key areas. First, we did not have an adequate measurement of
the source signatures of the airgun arrays �at all launch

angles�. Also, the lack of suitably detailed information on
environmental properties in the 2003 study area explains the
mismatch between 2003 model and data wave forms �Fig.
19�. First, the 2003 bottom property data was taken about
20 km from the 2003 CEE site, on the opposite side of the
Mississippi Canyon, and errors in bottom parameters result
in inaccurate modeling of sound amplitude. Second, in 2003,
sound speed data were collected temporally and spatially fur-
ther from the study area than in 2002. Consequently, inaccu-
racies in the 2003 sound speed profile resulted in differences
between modeled and observed relative arrival times; any
errors in bathymetry could also have caused arrival-time dis-
crepancies. Finally, the numerical source used in the models
is a point source, which acts like a dipole at low frequencies
and emits less energy at launch angles close to the horizontal
than does an airgun array. This difference helps explain why
airgun arrivals that left the source at near-horizontal launch

FIG. 17. �a� Modeled wave forms �blue traces� and eigenray arrival times
�highlighted by black circles� at 11.2 km range and different depths in 2003.
Ray path labels are as follows: B indicates a bottom reflection, S indicates a
surface reflection, and R indicates refraction in the water column. �b� Mod-
eled eigenray paths �thick black lines� to receivers at 150 and 450 m depth
and sound propagation paths �thin green lines� for the 2003 experiment.

FIG. 18. Wave forms of airgun arrivals recorded on Dtags at different
depths and about 11 km range in 2003. Black circles highlight the time of
each airgun arrival. Ray path labels are as follows: B indicates a bottom
reflection, and S indicates a surface reflection.

FIG. 19. Wave form comparison between �a� the 2003 Dtag recording and
�b� broadband model results for a receiver at 11.2 km range and 450 m
depth.
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angles have more energy than the model predicts. The ob-
served mismatch between 2003 data and model results em-
phasizes the fact that accurate modeling of airgun pulse ar-
rivals is impossible without adequate environmental data and
source information.

Surface ducted propagation increased the proportion of
high-frequency content compared to the seismic �low fre-
quency� content of some airgun arrivals recorded on whales
at shallow depths ��50 m� in 2002, but not in 2003, when
no surface duct was observed. A reasonable “ducting gain”
estimate for the reduction in transmission loss for sound
trapped in a surface duct can be obtained by a simple physi-
cal argument. The surface duct confines the low-angle
trapped energy to its thickness h, as opposed to the full water
column depth H, so that there is an H /h geometric ducting
gain for the trapped energy. Also, the ducted energy does not
interact with the bottom and suffer bottom loss, so the ducted
rays will “gain” the amount of energy they would have lost
in bottom interaction if the duct did not exist. Thus we can
predicate a “surface duct gain” G in dB of

G = 10 log�H/h� + TL�f ,r,�� �7�

for the portion of the rays trapped in the duct, where TL is
the transmission loss for a nonducted ray of source angle �.
Of course, exact model calculations are preferable, and we
would recommend that any calculations requiring precision
be based on such models.

The exact levels notwithstanding, the data from the
2002–2003 Dtag controlled exposure studies do show that
airgun arrays produce significant energy at frequencies well
above those actually utilized for geophysical surveys �Cald-
well and Dragoset, 2000; see Madsen et al. �2006� for quan-
tification of received levels�. Our model results and source
beampattern analysis explain why there was more energy in
the 500–2500 Hz frequency band in the airgun signals re-
corded at a whale near the surface when a surface duct was
present.

We recommend that future research should include both
modeling and measurement of airgun array source signatures
at a full range of angles and at frequencies up to several
kilohertz. Collecting �and publishing� accurate and detailed
data on airgun array sources would allow for correspond-
ingly accurate and detailed predictions of airgun sound
propagation in the ocean. Failure to properly quantify the
acoustic source properties of airgun arrays presently limits
our ability to predict, test for, and mitigate any potential
negative effects they may have. In addition, the ability to
predict received levels of airgun pulses as a function of
source-receiver range depends on having detailed, current
information about the ocean and seabed environment in
which the sounds are propagating.

The data we used were collected as part of a controlled
exposure experiment designed to study the effect of airgun
activity on sperm whale behavior �Miller et al., unpub-
lished�. Even assuming behavioral effects can be well-
described, there are several major obstacles to the interpre-
tation of such controlled exposure data and their integration
into policies designed to mitigate adverse effects of airgun
sounds on marine life. First, one must quantify received lev-

els of airgun noise in a manner that accurately relates to the
animals’ perception of the sound; ideally, this measured level
should be directly proportional to the risk of physical dam-
age or adverse behavioral modifications �Madsen, 2005�.
Second, most management guidelines for mitigating poten-
tial airgun effects on marine mammals define maximum al-
lowable exposure levels and then design regulations to pro-
tect animals from exposure to unacceptable sound levels.
One popular framework for current discussions on potential
effects of human-made sounds on marine species, proposed
by Richardson et al. �1995�, suggests that a sound source is
surrounded by several zones of potential influence on receiv-
ing animals: at very close ranges, animals may be injured by
a very loud sound; at greater ranges, their behavior or fitness
may be affected by the sound; at even greater ranges, they
can detect the sound but are not affected by it; and finally,
beyond some range, the animals cannot detect the sound at
all. While conceptually useful, the model assumes that sound
exposure decreases monotonically with range from the
source. Accordingly, an allowable exposure level is generally
translated to a range from the airgun array within which po-
tentially impacted marine mammals must not occur during
airgun operation �Barlow and Gentry, 2004; Richardson et
al., 1995�. This range is usually estimated from the maxi-
mum allowable exposure level using the backcalculated,
broadband, on-axis source level of the airgun array. Most
allowable range estimates also assume a geometric spreading
transmission loss or a range-independent acoustic model
with an omnidirectional sound source �Barlow and Gentry,
2004; Gordon et al., 2004�. Since most airgun array source
levels are calculated only on-axis and for frequencies below
250 Hz �Gausland, 2000�, the range estimation described
above does not account for the full frequency range produced
by the array or the directionality of the array �although some
regulatory approaches include a correction for array beam-
pattern effects �NMFS, 2003��. Moreover, the detailed as-
pects of the multipath acoustic propagation, such as the ex-
istence of convergence zones and shadow zones, surface
ducts, etc., are disregarded.

Our ray trace and PE model results show a convergence
zone at 6–8 km range �2003� or 4–6 km range �2002�
�shown in Fig. 12�, which is further confirmed by data on
received levels in the Dtag recordings �for details, see Mad-
sen et al., 2006�. These results illustrate that in many cases
airgun received levels will not decrease monotonically with
increasing range, so that a simple spherical or cylindrical
spreading law will not accurately predict the observed pat-
tern of received levels. Regulation based on inappropriate
application of a geometric spreading law to calculate the ex-
tent of exposure zones could result in exposing animals to
higher-than-intended noise levels. For example, using a
geometric-spreading based calculation method to estimate
the range from an airgun array at which a near-surface sperm
whale in the Gulf of Mexico would be exposed to a poten-
tially harmful received level of 180 dB re 1 �Pa �root-mean-
squared �rms�� results in a range of 295 m �NMFS, 2003�.
However, received airgun array levels of 180 dB re 1 �Pa
�rms� at 18 m depth in the Gulf of Mexico have been mea-
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sured at ranges up to 
3.5 km from the source—over ten
times the range predicted by the geometric spreading calcu-
lation �Tolstoy et al., 2004�.

Regulations defining allowable ranges between airgun
array sound sources and marine species must take into ac-
count the potentially complicated relationship between
source-receiver range and depth, acoustic frequency, and re-
ceived sound level. Other mitigation actions, such as ramp-
up, assume that potentially affected animals will swim away
from a source during ramp-up. Our results show, however,
that animals may experience increased exposure levels as
they swim away from a source under some conditions, and
decreased levels as they approach. In this case, an animal
seeking to reduce exposure in the short-term may actually
approach the source. Source beampattern may also vary dra-
matically during ramp-up, resulting in variation in received
levels and frequency spectra over time at a given location.
There is clearly an urgent need better to define the acoustic
signatures of airgun arrays and how sound propagates from
them. Any efforts to reduce the risk of airguns to marine
mammals must include accurate predictions of exposure.
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